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## PREFACE

Virtually all of the material from the writings of Peirce upon which we have drawn in this paper is contained in The Collected Papers of C. S. Peirce. I In referring to these volumes we have adopted the method of reference in general use among Peirce scholars. Thus, " 4.567 " will mean paragraph 567 of Volume IV of the Collected Papers.

The principal aim of this paper is the study of Peirce's graphs as logics, employing in the study modern logical methods. The notations and abbreviations we employ are accepted as standard by contemporary logicians; we shall mention specifically that we employ "iff" as an abbreviation for "If and only if." This abbreviation, although of fairly recent vintage, may now be considered standard in logical and mathematical literature. Also, we often use single quotes in a technical manner, not to be confused with their use in indicating a quotation within a quotation. The complex consisting of a sign enclosed by single quotes in this usage is the name of the sign; note that all sentence punctuation, including periods and commas, will be placed outside the quotes in this case. This usage of single quotes is well established in the literature of logic. Another sign we shall mention is ' '. This symbol will be used to
$I_{C}$. S. Peirce, The Collected Papers of C. S. Peirce, ed. Charles Hartshorne and Paul Weiss (Cambridge: Harvard, 1960), Vols: I-VI.
indicate the conclusion of the proof of a lemma, metatheorem, or corollary in this paper.

We have numbered in this paper the definitions, certain "rules of formation," and the lemmas, metatheorems, and corollaries. The numbering of definitions is consecutive throughout the paper; a ' $D$ ' followed immediately by an Arabic numeral indicates a definition. The numbering of rules of formation follows the numbering of sections throughout this paper; the number of a pule of formation will be the number of the section within which it occurs in Arabic numerals followed immediately by the number of the rule within that section in lower-case Roman numerals. Thus 'l. 2lii' would be the number of the second rule of formation in Section I.2I.

Lemmas, metatheorems, and corollaries are numbered consecutively in the chapter in which they occur, using a "decimal" notation. The number ' 2.09 ' would number the ninth lemma, metatheorem, or corollary of chapter ii. Whether a number indicates a metatheorem, a lemma, or a corollary is indicated by prefixing to it either an asterisk, '乡', the word 'leman', or the word 'corollary', respectively.

My very special thanks are due to Professor A. N. Prior who originally put me on the track of the graphs and steered me through my first months of research on them. To Professors Dudley Shapere, Sylvain Bromberger, Lars Svenonius, and Manley Thompson I am indebted; their criticism and suggestions were of great aid in the preparation of this paper. And finally, I thankfully acknowledge the heckling and help (with emphasis on
the latter) of my wife, Bobbie; without the heckling my work would have been much less interesting, and without the help, perhaps impossible.

JJZ
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## INTRODUCTION

A casual thumbing through Volumes III and IV of the Collected Papers of C. S. Peirce will turn up a fair number of kinds of diagrams, each of which has some claim to the title "Iogical Diagram" or "Logical Graph." In this paper I shall examine in detail one family of these diagrams-or better, of systems of these diagrams--to which the name "Graphical Iogic" may fairly be applied. These systems are the systems of "Existential Graphs," and the principal material on them is located in Volume IV of the Collected Papers, in paragraphs 372 to 584 .

Peirce developed these systems about the turn of the century--Murray Murphey gives the Jear as 1896.l Peirce called the graphs his "chef a'oeuvre," 2 but for the chef d'oeuvre of one of the great logicians, they have receivedscant attention till now. The present work aims at a thorough study of the existential graphs, using the methods of contemporary logic. I shall attempt to determine what the existential graphs are as systems, and how certain of these systems may be fruitfully extended in the light of modern formal logic.

[^0]Although the primary aim of this paper is a study of the graphs as formal systems, I shall also devote some space in this introduction to a brief investigation of the graphs as part of Peirce's philosophy; I shall here present my views on why Peirce considered the existential graphs to be his most important work.

By 1885 Peirce had developed his "algebra of logic". into a fairly rich system or group of systems (3.359 ff.). He had definite ideas as to the raison d'etre of a system of symbolic logic; the purpose of such a system is "simply and solely the investigation of the theory of logic, and not at all the construction of a calculus to aid the drawing of inferences" (4.373). Some comment on Peirce's use of the word calculus is in order here. It is fairly clear that he was thinking of a calculus as a "computing aid" of some kind, possibly a system to be used as logarithms, for instance, frequently are. Peirce saw "calculi" as systems which would reduce to a minimum the number of steps in a deduction from premises to a conclusion. A logic, on the other hand, would be a system which would break down the steps in the deduction to the smallest possible units and thereby exhibit the deductive process involved. For Peirce, then, a calculus is a tool for turning out answers to specific problems, while a logic is a tool for investigating the deductive process itself. (We have taken time to distinguish between Peirce's use of these terms since "logic" is often taken to mean the same as "calculus" in contemporary literature on logic.)

Referring to the investigation of the deductive process,

Peirce states, "This, then, is the purpose for which my logical algebras were designed" (4.429). But he adds, "In my opinion, they do not sufficiently fulfill" this purpose (4.429).
"This purpose," Peirce felt, was better fulfilled by the systems of existential graphs than by the algebra of logic. We shall examine in some detail the reasons why Peirce felt this way; First, however, we shall see what the existential graphs are. We shall familiarize ourselves with the symbols of these systems and with the rules that govern these systems; this will be a helpfulor even necessary--prologue both to our examination of the graphs as Peirce saw them and to our rigorous formal study of the graphs as logical systems, which will commence in chapter i.

Symbols of the Existential Graphs
Before we consider the graphs as part of Peirce's philosophy or enter into a rigorous formal study of these systems, we shall introduce ourselves to the terminology and deductive method of the graphs, and we shall note some strands which connect the various systems.

First of all, Peirce defines "graph" as "the propositional expression in the System of Existential Graphs of any possible state of the universe" (4.359). The existential graphs are then intended by Peirce to be systems of "propositions" or "assertions."

Peirce presents the graphs as three general systems called, respectively, "alpha," "beta," and "gamma." This division corresponds fairly well to his division of the "algebra of
logic" into "non-relative logic," "first-intentional logic of relations," and "second-intentional logic of relations" (3.359 ff.). The first and possibly most important sign of the graphical sys-tems--one common to all three of them--is the "sheet of assertion" (for which we shall often use the abbreviation "SA"). SA is a surface upon which the graphs are to be "scribed" according to the "rules of transformation" of the systems. SA itself, even before any of these rules has been applied to it, is to be considered a graph (4.396). Also, according to Peirce, the $S A$ is to be taken as "representing the universe of discourse, and as asserting whatever is taken for granted . . . to be true of that universe" (4.396). The SA in its "initial state" (before any of the rules we shall subsequently state has been applied to it), then, may be considered to represent a kind of "postulate set" to be operated upon by appropriate rules. The content of the "posiulates" will depend upon what we wish to "reason about" with the graphs. We might imagine a sheet of assertion, for example, being set up initially to "deductively reason about" one of those cute little problems we find in the Lewis Carroli logic books. In this case we would consider the special "extralogical" premises or postualates needed for the problem at hand to be part of the initial SA. For the purpose of this paper, that of examining the graphs as formal systems, we shall find that very little in the way of such postulates or premises is needed. For alpha, as an example, all we will need to begin with is a completely blank SA.

Among the signs which may, under appropriate circumstances,
be scribed upon SA is one common to all three general graph systems. In some places (as in 4.399) Peirce calls this sign a "cut"; in others (as in 4.435 ) he refers to it as a "sep"--from


The Alpha Cut
the Latin saepes, "fence." The "alpha cut," which we will ordi--narily refer to simply as the "cut," except when there is danger of confusion, is defined by Peirce as "a self-returning linear separation (naturaliy represented by a finely drawn or peculiarly colored line) which severs all that it encloses from the sheet of assertion on which is stands itself, or from any other area on which it stands itself" (4.399). The cut "cuts off" what it encloses from the area on which it stands. If a graph is an assertion, a sentence, then the enclosure of that graph by a cut is, in effect, an assertion that the enclosed graph is not asserted. The cut, then, may be considered a negation sign, inasmuch as it cuts something off from the asserted universe of discourse represented by SA. We shall find, indeed, that the alpha cut is completely analogous to the ordinary negation sign of the propositional calculus. And if two or more graphs occur in the same area, with no cuts between them, they may be considered to be asserted simultaneously in that area; such "unseparated occurrence" of graphs is analogous to PS conjunction.

Peirce mentions in passing other kinds of cuts than the
one referred to above. The one of these other cuts to which he gives a significant amount of attention is one belonging to the gamma part of the graphs; it may be called the "broken cut." As


The Broken Cut


The "Scroll"--Two Versions
the name implies, it consists of a broken rather than a continuous line ( 4.516 ) and may be interpreted as asserting "possibly not" of its contents; a system containing the broken cut among its signs may therefore be considered a modal system.

In 4.436 and 4.437 we find Peirce referring to what we might want to consider a superfluous sign, and referring to it in language which indicates that he thought of it as a primitive kind of sign. The sign is the "scroll," which consists of two cuts, one enclosing the other, whether they are connected by a node or not. Although the scroll is merely two cuts, and although we shall seldom refer to it by name, we shall find that the notion of the scroll--that is, of two cuts acting as a unit--does play a fairly important part at certain phases of our detailed discussion of alpha in chapter i.

Next we shall consider signs characteristic of each of the systems. The alpha system might be considered a set of graphical manipulations of "unanalysed" statements; that is, the "minimal unit" of alpha is a graph representing a complete, closed sentence. Alpha does not contain the apparatus for expressing or analysing the componerts of its minimal or atomic
sentences; in this it is much like contemporary propositional calculi. We may, in fact, consider alpha to contain, among its signs, "propositional variables" directly analogous to those of the ordinary PC; Peirce himself employs letters of the Roman alphabet in his alpha graphs much as we use propositional variables in the FC.

We remarked earlier that comparisons could be drawn between Peirce's division of the existential graphs and division of the algebra of Iogic. In such a comparison, the beta graphs would be juxtaposed to the "first-intentional logic of relatives." In the one case as in the other, we enter the field of "analysed atomic sentences," sentences which contain a predicate and signs representing individuals for which the predicate holds iff the sentence is true. Peirce's favorite term for such a predicate is "rhema," or "rheme" (3.420 ff., $4.4 .38 \mathrm{ff}$. ). The "unanalysed expression" of a rheme in the systems of existential graphs-specifically, in beta-is called by Peirce a "spot" (4.403; 4.441). Some explication may be in order. A rheme is "a blank form of proposition produced by . . . erasures [the spaces left by which] can be filled, each with a proper name, to make a proposition again" (4.438). In other words, "___ is good," and "___ gives ___ to "___ are examples of rhemes, the first being monadic (or unary) and the other triadic (or ternary). We see from 4.438 that Peirce recognizes a O-adic rheme, a rheme which, since it contains no blanks, is already a sentence; the unanalysed expression in the system of graphs of such a rheme might be considered to be one of the "atomic graphs" of alpha.

The "spot," then, as the unanalysed expression of a rheme with one or more blanks, would be a kind of predicate symbol, analogous to symbols with that function in the predicate calculus of today.

Peirce specifies that "on the periphery of every spot, a certain place shall be appropriated to each blank of the rheme, and such a place shall be called a 'hook' of the spot" (4.4.03). He wished the graphs to be graphic; the hooks are to be conceived of as connecting the predicate in question to the signs representing the individuals of which it is true. Strangely enough, however,


Binary Spot with "Dots" Attached to its Hooks
we shall not in practice see these hooks; in any graph properly so called, all hooks are already filled, connected to the appropriate signs for individuals. A spot with empty hooks would not even be analogous to an open sentence in the predicate calculus; it would rather be like the non-well-formed-formula which an n-ary predicate followed by fewer than $n$ individual variables would be.

When we come to the method of representation of individuals in beta, we come to a point of marked difference between the notation of beta and thai of ordinary predicate calculi. In
an ordinary predicate calculus, individuals are referred to by individual variables, which variables are capable of standing as arguments of predicates of the system. In beta, however,

A heavy dot attached at the hook of a spot shall be understood as filling the corresponding blank of the rheme of the spot with an indefinite sign of an individual, so that when there is a dot attached to every hook, the result shall be a proposition (4.404).
and further (we state paragraphs directly from CP):
4.405 Every heavily marked point, whether isolated, the extremity of a heavy line, or at the furcation of a heavy line, shall denote a single individual, without itself indicating what individual it is.
4.406 A heavily marked line without any sort of interruption . - shall, under the name of a line of identity, be a graph, subject to all the conventions relating to graphs, and asserting precisely the identity of the individuals denoted by its extremities.

Instead of representing individuals by means of letters of the alphabet, beta uses "dots," and it asserts the identity of what is represented by one dot and what is represented by another by the simple device of allowing each to stand as the terminal of a heavy line drawn on the $S A$.


Unary Spots Connected by "Iine of Identity"

In practice we shall find that much of Peirce's complex terminology for these signs may be avoided; instead of speaking of "dots," "ligatures," and like terminological complexities which Peirce seemed to delight in using, we shall find that we can get by with the notion of line of identity alone-for which see chapter ii.

Peirce also provides a subsidiary means of representing individuals in beta. I say "subsidiary," because--in 4.460, for example--he advocates it as an alternate notation whose purpose is to avoid complex tangles of lines of identity. This notation is the "selective." A selective is a sign, normally a letter of the Roman alphabet, which actually resembles in appearance and behavior the (bound) individual variable of the ordinary predicate calculus. But Peirce felt that the use of the selective can be avoided (as indeed it can--see 4.462), and shoula be avoided (4.473, 4.561n). As we shall see in the final section of this introduction, Peirce's preference for the line of identity to the exclusion of the selective and his reasons for this preference offer us imoortant clues as to why he considered the existential graphs to be so important.


A Graph with a Line of Identity, and the same Graph with the Iine of Identity Replaced by Selectives

In 4.406 Peirce informs us that "a point upon which three lines of identity abut is a graph expressing the relation of teridentity." As Peirce indicates in 4.445, this sign--the branching of a line of identity--gives us the apparatus for identifying any number of points on the sheet. One more bit of


## A Branching

Peircean terminology may be mentioned at this point; a "network" of lines of identity, all of which are connected io each other and which may cross cuts and contain branchings is called by Peirce a "ligature" (4.407). The ligature, or network of lines of identity, ties together as representing the same individual all the points along its length, but is not necessarily itself a graph. We might note here that Peirce was loath to say flatly that a line of identity is capable of crossing a cut (4.401, 4.406), and so had to develop elaborate conventions to account for what happens when a line of identity sppears to cross a cut. We shall find in chapter if, however, that we may so set things up that we may think of lines of identity as crossing cuts and so avoid some of the terminology and conventions which Peirce feels it is necessary to use.

At this point we come to another distinctive feature of the beta graphs. Peirce formulated the system not only so that it contained signs for predicates and for individuals, but so that it would be able to quantify over the individuals represented as well. This is accomplished quite simply:

Any line of identity whose outermost part is evenly enclosed [that is, by an even number of or by no cuts] refers to something, and any one whose outermost part is oddly enclosed [that is, by an odd number of cuts] refers to anything there might be (4.458).

The type of quantification applying to a given line of identity, then, is determined by examining the line and noting how many cuts enclose the least-enclosed part of the line. The very interesting feature here is that no explicit sign for quantifica-tion--that is, no quantifier--is required to "get quantification" in beta.

Although this by no means has been an exhaustive catalogue of the signs of the existential graphs, it will suffice as an introduction to the notation. 埌ention will be made of other signs at appropriate points in the text.

## Transformations in the Existential Graphs

We are now in possession of a considerable number of signs of the graphs. The next step is to see how those signs work. As we remarked earlier, the starting point in alpha for our purposes is simply a blank SA. Casting about for an interpretation of a blank SA, we might take it as an exemplification of "He who says nothing does not lie"; or, since a blank SA is to be considered a graph, and so is to be taken as asserting something, as being a proposition, we might interpret it as as-serting--in Fregean fashion--"the True" (or perhaps we might prefer to say "denoting" here rather than "asserting"--from this point of view, the blank SA would be a "pure denotation" of the True, with no connotation at all).

For the purposes of beta, one additional starting point or "axiomatic graph" is to be considered. Peirce states that since a Dot [the dot may here be considered a limiting case of the "freestanding" Iine of identity] merely asserts that some individual object exists . . . it may be inserted in any Area (4.567).

This amounts to an axiomatic assertion of the "dot"--or of the simple line of identity with no branchings and no connections, situated entirely in one area. The "assertion of the dot" amounts to a deciaration of the non-emptyness of the beta universe of discourse. We thus see that the "axioms" required for alpha and beta as we shall study them are of the very simplest and most elementary kind.

For gamma as its signs have been presented, Peirce offers no additional axiomatic graphs. We shall find in our detailed examination of parts of gamma in chapter iii, however, that some interesting systems may be evolved in the notation of gamma through the use of certain such graphs.

We shall now list the "rules of transformation" for the graphs essentially as we shall employ them in this paper; if the systems of graphs are considered systems of logic, these rules of transformation are, in effect, the rules of inference of the logics involved. These rules will enable us to produce "proofs" of "theorems" within these logics, taking the first step of any proof as the appropriate "axiomatic graph" mentioned above. The principal references in Peirce for these rules are 4.492, 4.505, and 4.516. Note that we shall employ a decimal system in numbering these rules, using 0 as the number to the left of the decimal

[^1]point; the purpose of this is to make the numbering of these rules consistent with the numbering of the lemmas, metatheorems, and corollaries of the following chapters. Following are the rules for alpha:
0.01 In any area of the sheet enclosed by an odd number of cuts, any graph may be scribed. (this is the rule of "insertion in odd").
0.02 In any area of the sheet enclosed by an even number of, "r by no cuts, any graph may be erased. (riule of "erasure in even").
0.03 If a graph $X$ occurs in any area of the sheet, $X$ may be iterated (that is, "written again") in that seme area or in any area enclosed by at least all the cuts by which the original occurrence of $X$ was enclosed. (rule of "iteration").
0.04 This rule is the exact converse of $0.03-$-it is the rule
0.05 Any graph occurring in any area of the sheet may have scribed about it two cuts; there is to be no graph in the annular space between the cuts thus inserted. (role of "'biclosure").
0.06 This rule is the exact converse of $0.05-$-it is the rule of "negative biclosure." Note that two cuts removed by this rule are to have nothing in the annular space between them.

We shall now turn to the rules of transformation for the beta system. These are rules designed specifically to handle transformations involving lines of identity; it will be noted that they closely parallel the alpha rules given above, and might, in fact, be considered clauses extending the alpha rules to deal with lines of identity. We will here remark, by the way, that following our statement of the rules for beta and for gamma, we shall present some illustrations of the applications of these rules. These, then, are the rules which in addition to 0.01-0.06 above are needed for the beta system:
0.07 In any area enclosed by an odd number of cuts, two "Ioose ends" of lines of identity may be joined. (rule of "joining in odd").
0.08 In any area enclosed by an even number of, or by no cuts, any line of identity may be broken by erasing a portion of it. (inule of "breaking in even").
0.09 This is the rule of "beta iteration" and has three clauses:
(a) From any line of identity at any point a branch may be extended.
(b) Any loose end of a line of identity may be extended inwards through a "nest of cuts," crossing each cut just once.
(c) Any graph $X$ may be iterated as in 0.03 , with the added provision that if $X$ includes a point on a Ine of identity, which point is outside all cuts in $X$, that point in the original occurrence of X may be connected by line of identity to the corresponding point in the new occurrence.l
0.10 This mule is the exact converse of 0.09 ; it has three clauses corresponding to those of 0.09 , and it may be called the rule of "beta deiteration."

IThe rules of beta iteration and deiteration are someWhat difficult to state in a compact and perspicuous manner, as Peirce's own statements of them testify. Let us give this intuitive picture of how to do it. Given a graph Y containing a subgraph $X$ which we wish to iterate, first copy the whole of $Y$ on a separate sheet of paper. Now take a pair of scissors and cut the subgraph $X$ out of the new copy of $\bar{Y}$. In cutting $X$ out of $Y$, we are not allowed to cut across any cuts, but we may cut through lines of identity which bind $X$ to other parts of the whole graph $Y$. Also, the portion of $Y$ thus cut out must be aill one piece of paper. Take the piece of paper thus cut out and glue it onto the original graph $Y$, either in the same area within which the original subgraph $X$ occurs, or in an area enclosed by at least all the cuts enclosing that original occurrence of X . Now if there are any points of innes of identity standing outside all cuts in $X$, any such point in the original occurrence of $X$ may be connected to the corresponding point in the new occurrence of $X$ by "geodesic line of identity" (this term will be defined in chapter ii). Or, if a "geodesic line of identity" connected to a point belonging to the original $X$ but outside all cuts in the original $X$ already goes from that point to within the area in which the new X has been "pasted," then the corrensponding point in the new X may be connected directly to the already existing line of identity. But the line of identity connections are optional.
0.11 Any graph may be enclosed by two cuts as in 0.05 , with the added provision that lines of identity may pass from entirely outside the outer to entirely inside the inner cut; all they are allowed is "free direct passage" through the annular space between the cuts. Aside from such lines of identity--which may not even branch within the annular space-no sign of any kind is permitted between the two cuts. This rule may be called. "beta biclosure."
0.12 This rule is the exact converse of 0.11 ; it may be called "negative beta biclosure." It permits the removal of two cuts which might have been inserted by 0.11.

We shall state now the rules which Peirce offers for transformations involving the "broken cut" of gamma. Wie shall comment at length on these rules in chapter iii of this paper. These rules are drawn from 4.516:
0. 13 In a broken cut already on SA any graph may be inserted.
0.14 A broken cut in an area enclosed by an odd number of cuts (which may be either alpha or broken cuts) may be transformed to an alpha cut (by "filling in" the breaks in it).
0.15 An alpha cut in an area enclosed by an even number of or by no cuts may be transformed to a broken cut (by erasing parts of it).

We shall now present some simple examples of transformations permitted by the above rules. Note that the "right arrow"--$\rightarrow$--indicates permission to transform "in one direction only." The "double arrow"-- $\rightarrow$--indicates "intertransformability." The examples then are:
0.01 Insertion in odd:

0.02 Erasure in even:

0.03 and 0.04 Iteration and deiteration:

In same area:

$$
X \rightarrow x \times
$$

"Crossing cuts",

0.05 and 0.06 Biclosure:

0.07 Joining in odd:

$$
X--Y \rightarrow X-Y
$$

0.08 Breaking in even:

0.09 and 0.10 Beta iteration and deiteration:
(a) Extension of branch from line of identity:

(b) Inward extension of line of identity end:

(c) Iteration or deiteration retaining connections: In same area:

0.11 and 0.12 Beta biclosure:

0. II Oddly enclosed broken cut to alpha cut:

0.15 Evenly enclosed alpha cut to broken cut:


I have considered it unnecessary to offer an example of 0.13. It should be clear by now that the alpha cut is very close in its function to the negation sign of the Classical Propositional Calculus--the rules of biclosure are the most obvious indication of this. Again, the simultaneous occurrence of a number of graphs may be interpreted as the conjunction of the sentences represented by those graphs. The spots of the beta system behave much like the predicates of the ordinary firstorder calcuilus; the ine of identity, however, is a sign with a very complex usage in beta, as should now be evident. It behaves sometimes like a variable, sometimes like a sentence, and sometimes like a quantifier. We shall investigate, in detail and formally, the alpha and beta systems in chapters $i$ and ii respectively. In chapter iii we shall enter into a stuad of certain systems which may be classified as gamma systems. But before we do this, before we begin to make use of the "raw material" we have presented up to this point, we shall take a quick look at the existential graphs as they stand in the phit.. losophy of Peirrce.

## The Continuity Interpretation

The systems of existential graphs are, as we shall see, systems of logic, and systems of logic in a very well-defined sense. Peirce had developed logics along more ordinary lines before he began his work on the graphs; nevertheless, he clearly preferred the graphs to his algebras of logic. As we quoted Peirce a bit earlier:
[The development of a thorough understanding of mathematical reasoning] is the purpose for which my logical algebras were
designed, but which, in my opinion, they do not sufficiently fulfill. The present system of existential graphs is far more perfect in that respect (4.429).

But why on earth did he believe that? What is there in the notation of the graphs that, for Feirce, makes them superior to the ordinary logical algebras? It should be understood, first of all, that "mathematical reasoning" covers considerable ground for Peirce. His definition of mathematics was "the science which draws necessary conclusions" (4.229). "Mathematical reasoning," then, in the broadest sense, is deductive reasoning, and Feirce's comments in 4.428 indicate to us that he did not wish to restrict it to a narrower notion in this case. And we find Peirce stating that "mathematics meddles with every other science without exception. There is no science whatever to winch is not attached an application of mathematics" (1.245). For Peirce, this is virtually equivalent to saying that mathematical or deductive reasoning is an integral part of reality itself. The development of a thorough understanding of mathematical reasoning is a first and absolutely essential step towards the development of a thorough understanding of reality. The algebras of logic and the graphs were to foster such an understanding by presenting an analysis of the deductive process, "by breaking up inferences into the greatest possible number of steps, and exhibiting them under the most general categories possible" (4.373).

And for the analysis of the deductive process, Peirce preferred the systems of existential graphs to the algebras of logic. We can get a clue to the reasons for this preference by investigating a passage in which he discusses certain of the
signs of the graphs. We will recall that we earlier mentioned a sign of the beta system called the "selective." The selective, as we noted, is used in many places where a line of identity might be used; it is, however, much like the ordinary bound Variable of the algebras of logic-rrather than being a line, it is simply a letter of the alphabet. Peirce criticises the selective as a sign of the graphical systems; his criticism of the selective may be applied directly to the variables of the algebras of logic to give a strong indication of why he preferred the graphs to those algebras. "The first respect," he states, "in which Selectives are not as analytical as they might be, and therefore ought to be, is in representing identity" (4.56ln). Peirce remarizs here that the way that two occurrences of a given selective (and the same would be true for two occurrences of a variable in an algebra) represent the same object is by "a special convention of interpretation." Peirce feels that given two occurrences of such a selective--or variable--although we know by convention that they are to be considered to represent the same object, "There is here no analysis of identity" (4.561n). Peirce wants a sign which will not merely be conventionally understood as signifying identity, but which will "wear its meaning on its sleeve," so to speak; which will offer in its very representation of identity an analysis of identity. And "the line of identity which may be substituted for the selectives very explicitly represents Identity to belong to the genus Continuity and to the species Iinear Continuity" (4.56ln). Identity is a continuity, and so too is an unbroken line. The self-identical
individual is far better represented, Peirce felt, by a continuous line than by a batch of discrete occurrences of an individual variable, provided only a formalism can be found which gives the line the powers that the representative of an individual should have. In Peirce's opinion the beta formalism does the trick, and so the beta line of identity is far superior to the selective or the ordinary variable to represent the self-identical individual. And Peirce goes even further in telling us about this representing function of the graphs: "The continuity of [the sheet of assertion] being two dimensional • . . should represent an external continuity, and especially a continuity of experiential appearance" (4.561n). And the sheet of assertion,
in representing the field of attention, represents the general object of that attention, the Universe of Discourse. This being the case, the continuity of the [sheet of assertion] in those places where, nothing being scribed, no particular attention is paid, is the most appropriate icon possible of the continuity of the Universe of Discourse where it only receives general attention as that Universe (4.561n). We see from these remarks that Peirce felt that the graphs had a certain natural appropriateness about them for the task which he set them to do, and we see further that he felt that the continuity present in certain basic symbols of the graphs was the factor that made the graphs superior to the logical algebras for that task of representation and analysis.

Now, the alpha and beta sheets of assertion represent simply a universe of existent individuals, and the different parts of the sheet represent facts or true assertions made concerning that universe. At the cuts we pass into other areas, areas of conceived propositions which are not realized (4.512).

The cuts are discontinuities on the sheet of assertion, and they
are meant by Peirce to correspond to "discontinuities of the universe of discourse." The non-existent, the unrealized, is in a definite sense discontinuous with the existent and realized insofar as it is not part of the universe of existent individuals. In general, a cut as a break in the continuity of any area indicates a certain break in continuity between what is inside and what is outside of it. The contents of a cut on the alpha or beta sheet of assertion represents that which is not part of the "continuity of experiential appearance."

In attempting to get across the idea of how the graphs represent, Peirce states:

You may regard the ordinary blank sheet of assertion as a film upon which there is, as it were, an undeveloped photograph of the facts in the universe. I do not mean a literal picture, because its elements are propositions, and the meaning of a proposition is abstract and altogether of a different nature from a picture. But I ask you to imagine all the true propositions to have been formulated; and since facts blend into one another, it can only be in a continuum that we can conceive this to be done. . . . Of this continuum the blank sheet of assertion may be imagined to be a photograph (4.512).

Peirce then states, "So far I have called the sheet a photograph, so as not to overwhelm you with all the difficulties of the conception at once. But let us rather call it a map" (4.513). And just what is a map? Well, "a map of the simplest kind represents all the points of one surface by corresponding points of another surface in such a manner as to preserve the continuity unbroken, however great may be the distortion" (4.513). It is hardly necessary to add that if an existential graph is a map, it is not the "simplest kind" of map. Points in a given graph are intended to be correlated with what may
loosely be called "features of the universe of discourse represented by the sheet of assertion upon which that graph is scribed," rather than with "points of another surface." If "___ is red" and "___ is round" are beta spots, they are to be correlated with the properties of being red and being round; it is quite clear that in the actual existing universe we do not have "redness" and "roundness" floating about as "things in themselves," without individuals that are red or round. This jibes with Peirce's refusal to call a spot whose hooks are erpty a graph (4.439). But let the two spots mentioned be connected by a line of identity, and we do have a graph, the graph which states, "There is something both red and round." The continuity of the line of identity between spots expresses, for Peirce, the continuity which is the self-identity of the thing which is both red and round. It is thus that the graphs are to be considered "maps"; they are not pictures of facts--for who ever saw a fact that looked like an existential graph--but they are supposed to indicate continuity where there is continuity, and to represent discontinuity where there is discontinuity. A break in a line of identity is one such representation of discontinuity; the cut, as we have remarked, is another, of another kind.

All this emphasis on continuity is by no means accidental. The Peirce of the existential graphs, especially of the passages from which we have been quoting, is as well the Peirce of synechism. ${ }^{\text {I }}$
$1_{\text {Synechism }}$ is a metaphysical doctrine developed by Peirce in his later years and in which he set great store. An "instant characterization of synechism might be that it is a doctrine asserting "the reality or continua and the continuity of reality." But this is, of course, rather oversimplified. For further reference on this topic, see Murpheyg;p. 379 ff.

It is unquestionable that "continuity" is the key word of Peirce's synechism-all that is real is, insofar as it is real, continuous in some way or other. One passage, perhaps, will emphasize Peirce's rather firm commitment to the notion of continuity as a heuristic tool:

Upon the assault of the enemy, when pressed for the explanation of any fact, I lock myself up in my castle of impregnable logic and squirt out melted continuity upon the heads of my besiegers below. I

And closeiy connected to synechism is what Peirce sometimes called "synectics," but which is better known by the name of "topology." Murphey states, in fact, that
the model upon which Peirce based his metaphysics quite obviously is the topology of Listing. And this is in fact what one would expect, for his work in mathematics had led him to the conclusion that topology is the mathematics of pure continua. If there is any formal system which ought to provide the key to the synechistic world, it is synectics or topology.?

There is no doubt whatsoever that Peirce in his later years was fascinated by topology, even though the only topology he knew was that of Iisting, which was a rather low octane brand. It is also clear that he thought topology to be the mathematics of pure continua, and that continuity has a key place in his phi-Iosophy. The only point in doubt is just how Peirce planned to correlate the "synechistic world" with Iisting's topology. For it is far from evident how we get from "continuity is the master key, and topology is the mathematics of pure continua" to "topology is the master key." Murphey does not feel that Peirce was

I Ibid., p. 406; Murphey here quotes from an unpublished paper of Peirce.

2Ibid. , p. 405.
able to make this particular jump successfully, and I would tend to agree with Murphey. But the interesting thing from our point of view here is how Peirce attempted that jump. I submit that Peirce tried it in a manner which, apparently, did not strike Murphey. It was through the existential graphs, I suggest, that Peirce tried to see the way from "the mathematics of pure continua" to "the synechistic world"--those same existential graphs that Murphey dismisses as merely one of the factors in Peirce's "lack of philosophical productivity" at the close of the nineteenth century. ${ }^{1}$

Peirce's "Algebra of Logic" owes its name and a large part of its form to what, in the later nineteenth century, became the algebra of real numbers. Although there are similarities between the algebra of logic and the algebra of real numbers, there is no doubt that they are different branches of mathematics. It seems to me that the relation between the existential graphs and Listing's topology is a very similar kind of thing. Peirce never indicates that the graphs are topology, even though it is very difficult to look at his presentations of them without thinking of topology. The graphs, in fact, rather than being a topological system, were to help us reason about topology and solve its problems, much as they were to help us solve the problems of mathematical reasoning in general (4.428). But much as the algebra of logic was fashioned after the image of the algebra of real numbers, I bel ieve that the existential graphs were fashioned

[^2]afier the image of Listing's topology. As what became the algebra of real numbers offered the algebra of logic a "pattern" into which its signs should fall and an indication of how its signs should behave, Listing's topology offered the existential graphs a pattern into which their signs should fall and an indication of the way their signs should behave. Where the systems of $3.359 \mathrm{ff} .$, for example, constitute an "algebra of logic," the existential graphs constitute a "topology of logic." And it is the features that they share with topology that render the graphs superior as a logical system, in the Peircean sense, to the algebra of logic.

Thus, while topology was, for Peirce, the mathematics of pure continua, the existential graphs were the apparatus for representing symbolically the world of continua, the world of reality. Listing's topology of itself offered little more help to Peirce's project of synechism than did real number algebra, of itself. It was necessary for Peirce to develop a logic of continua, a system which would permit a mapping of the continua of reality into itself. This, I feel, is the reason why Peirce in his later years put so much work into the graphs. And this too, I am sure, is the explanation for that puzzling "subtitle" which Peirce attached to the systems of graphs--"My chef d'oeuvre." The study of logical systems for their own sake as formal, mathematical systems was far Irom the chief interest of C. S. Peirce; hence it is unlikely that he would consider the graphs his major work merely because they are interesting formal systems. His fascination with and regard for the graphs goes beyond that; he sew for them, I am sure, a key place in his synechism. More
than just a hint of this is given in a passage with which Peirce concludes a discussion of "An Improvement on the Garma Graphs" (4.573ff):

> We here reach a point at which novel considerations about the constitution of knowledge and therefore of the constitution of nature burst in upon the mind with cataclysmal multitude and resistlessness. It is that synthesis of tychism and of pragmatism for which I long ago proposed the name, Synechism, to which one thus returns; but this time with stronger reasons than ever before $(4.584)$.

But so far we have explicitly mentioned only the alpha and beta graphs in their "continuity interpretation." The alphabeta sheet of assertion was to be considered as representing a very specific universe of discourse, the "universe of actual existent fact ${ }^{n}(4.514)$. Synechism, however, was concerned with far more than this. Any "account of reality," in fact, which stopped with the actually existing universe and said nothing of the realm of possibility must, from the synechistic point of View, be radically incomplete. If we are correct about the place of the graphs in the thought of Peirce, then, we would expect him to have made provision for "the worlds of the possible" In his presentation of the graphs. He did just this; gamma was to be the system which did for reality as a whole what he felt that alpha and beta did for the "universe of actual existent fact." We have seen that the alpha and beta sheet of assertion, a two-dimensioned "space," a surface, was to represent this "universe of actual existent fact" although strictly speaking, at least three dimensions are required for a complete representation of beta, since there are instances when lines of identity are to be considered as crossing each other without joining;
this offers no difficulties for what follows, for we can replace "surface" with "three-dimensional space" and "three-dimensional space" with "four-dimensional space" with no difficulty at all. Peirce, taking the alpha or beta $S A$ as a suriace, remarks:

- . . in order to represent to our minds the relation between the universe of possibilities and the universe of actual existent facts, if we are going to think of the latter as a surface, we must think of the former as three-dimensional space in which any surface would represent all the facts that might exist in one existential universe (4.514).

Gamma, then, is--quite literally--to add another dimension to the existential graphs. For gamma was to be the system which supplied the formalism necessary for the symbolic expression of the relationships between different universes of discourse. Alpha and beta are to offer an analysis of the "deductive (mathematical) reasoning" of the continua of the actually existing universe, but gamma was supposed to present an analysis of the deductive process existing between and relating the possible universes of discourse, including the actual existent universe of the alpha-beta sheet. The importance for Peirce of gamma must not be understated. The universe of "actual existent fact" does not exist in a vacuum, nor did it spring full-panoplied from the head of Zeus. What is today an "existent fact" may yesterday have been a "not-yet-realized fact," a possibility; today it is in the realm of alpha and beta, while yesterday it was not-what is the connection between that fact as of yesterday and as of today? The synechistic explanation must be that at both instances that fact must be part of a continuum which--unlike the continua represented in alpha and beta--transcends individual universes of discourses. But what is that continuum, and how are
we to represent continua of that sort? This is the problem which gamma was to solve when it had been "brought to perfection." But how are we to go about the representations required of gamma? Peirce suggests that in order to handle the extra dimension required of gamma, we take as our gamma "sheet of assertion" not a single sheet, but "a book of separate sheets, tacked together at points, if not otherwise connected" (4.512). We are asked to think of the cut as being literally a cutting of the paper, which extends "down to one or another depth into the paper, so that the overturning of the piece cut out may expose one stratum or another, these being distinguished by their tints; the different tints representing different kinds of possibility" (4.578). The operation of "scribing" a cut now consists of two steps, cutting through the paper and turning over the portion we have cut out. That which is written on the reverse side of any of the sheets is to be considered denied in the universe of discourse which that sheet represents (4.574). When the area on the reverse of one of the sheets is "turned up" by the scribing of a cut, the denial of any graphs scribed on that area is asserted for the universe of discourse connected with the sheet to which the area belongs. We can picture, in this system, a nest of cuts with different cuts belonging to it penetrating to different strata of the book of sheets and expressing an extremely complex modal graph. All kinds of possible denial and possible assertion would be involved, and the situation could be extremely camfusing.

It could be extremely confusing, that is, unless Peirce is at least able to provide us with a comprehensive set of rules
of transformation for gamma which will enable us to know exactly which cuts we are allowed to make and what we may write in which area. Well, Peirce tells us quite frankly that so far as gamma goes, he was "able to gain mere glimpses, sufficient only to show me its reality, and to rouse my intense curiosity, without giving me any real insight into it" (4.576). The truth is that he was not able to discover such a comprehensive set of rules. We can see the general plan that Peirce had laid out for gamma. We can see just about where he intended to fit it into his synechism. We can see what he hoped to do with it, but we can see as well as he could that he was not able to realize those hopes. The final formulation of gamma was for Peirce an El Dorado, a golden city glistening just beneath the horizon.

Peirce set down a large number of signs which he considered within the scope of gamma. With most of these signs he did little more than to set them down. Since gamma was to be a logic of "second intentions," it is not strange at all that he set down signs of gamma which were to be a sort of metalanguage for the graphs. For gamma was to be able to reason about ideas, and if this was the case, some provision should be made in it for such signs. 4.524-529 offer examples of such symbols. An examination of these signs leads us to the conclusion that this project was presented by Peirce as one of the threads that his successors were going to have to weave into the warp of the completed gamma fabric. He gives us no specific rules for working with these signs, and tells us very little about how they are to be used. There is also another suggestion, in 4.470, which is
interesting but to which Peirce devotes very little time. Here he shows us a different kind of line of identity, one which expresses the identity of spots rather than of individuals. This is an intriguing move, since it strongly suggests at least the second order predicate calculus, with spots now acquiring quantifications. Peirce did very little with this idea, so Iar as I am able to determine, but it seems to me that there would not be too much or a problem in working it into a graphical system which would stand to the higher order calculi as beta stands to the first-order calculus. The continuity interpretation of the "spot line of identity" is fairly clear; it maps the continuity of a property or a relation. The redness of an apple is the same, in a sense, as the redness of my face if $I$ am wrong; the coninuity of the special line of identity introduced in 4.470 represents graphically this sameness. This sameness or continuity is not the same as the identity of individuals; although its representation is scribed upon the beta sheet of assertion, its "second intentional" nature seems to cause Feirce to classify it with the gamma signs. The same may be said of the "metalinguistic signs" mentioned above.

The metalinguistic and "higher-order" signs are, however, peripheral to the main thrust of gamma as envisioned by Peirce. As we noted, and as en examination of 4.510ff. and 4.573ff. will verify, gamma was for him, above all, the "three-dimensional," the multi-sheet system. As we also noted, he was unable to come even close to a complete formulation of rules for that system (the multi-sheet formulation is, I believe, doomed from the start
by its very complexity if for no other reason). But he did try to make a start:

In endeavoring to begin the construction of the gamma part of the system of existential graphs, what I had to do was to select, from the enormous mass of ideas thus suggested, a small number convenient to work with. It did not seem to be convenient to use more than one actual sheet at one time; but it seemed that various different kinds of cuts would be wanted (4.514).

He then begins telling us about one of these cuts, the "broken cut," which we mentioned earlier in this introduction. In chapter iii we shall study several interesting systems constructible with the use of the broken cut.

Before we get to chapter iii, however, we will have to move through chapters $i$ and $i$, in which we will view in detail the alpha and the beta systems respectively.

## CHAPTER I

THE ALPHA SYSTEM

Our detailed study of the existential graphs as formal systems begins with alpha. This chapter will be devoted to a comparison of alpha with the classical propositional calcuius (which we shall ordinarily abbreviate by "CPC" or simply "PC"). Alpha, as we shall see, is a logic; the rules of transformation for alpha presented in the Introduction are the rules of inference of that logic. As a logic, alpha has theorems, theorems provable through those rules of transformation; we shall see how those theorems are related to those of CPC.
"Project alpha," then, is an examination of relationships existing between alpha and the ordinary CPC. Obviously, since the notation of alpha is very different from that of gardenvariety logics, the first thing we must do is to find a means of "translating" alpha graphs into wffs of ordinary Pcts and vice-versa.

We describe a function, or set of instructions, which will enable us to translate any alpha graph into a unique formula of the PC; this function we call "f." In describing this function, we first show how to write "names" of alpha graphs, and then we designate a set of these names as "standard" names; the designation is such that each alpha graph has one and only one
standard name. We then show how to transform standard names into unique CPC wffs. If $X$ is any alpha graph, then the CPC wff formed by applying these instructions to $X$ will be called $f(X)$.

At this point we will note that in our work with alpha we will set out and use two different formulations of the CPC rather than just one. The first of these systems is one which has conjunction and negation as primitive operators; this formulation is called $P_{r}$ (the " $r$ " is for Rosser). The other system uses implication as a primitive operator and has a primitive constant false proposition; this formulation is called $P_{w}$ (the "W" is for Wajsberg). $P_{r}$ and $P_{W}$ are both complete CPC's, and as such are "equivalent." The reason we use two systems rather than just one is one of convenience. $P_{r}$ is a convenient system into which to translate alpha graphs in one-one fashion; for a given alpha graph $X$ the formula $f(X)$ will be a wff of $P_{r} \cdot$ But $P_{W}$ is a convenient system from which to translate wffs into alpha graphs in one-one fashion, as we shall see.

We have mentioned that we shall describe a function $f$ which "translates" alpha graphs into wffs of the system $P_{x^{*}}$. We shall also describe a one-one function, or set of instructions, which will enable us to translate any wff of the system $P_{W}$ into a unique alpha graph; this function we shall call "g." Where A is any wff of $P_{W}$, the unique graph formed by applying this set of instructions to $A$ will be called $g(A)$.

We shall provide a precise definition of what it means to be a Iogic, and we shall show how alpha "fits" ihis definition;
that is, we shall show that alpha is a logic. In the process of doing this, we shall set down precise formulations of the alpha rules of transformation, which--as we have mentioned-are the rules of inference of the logic alpha.

Certain of the alpha graphs will be theorems of the logic
alpha. Through a series of lemmas we shall establish that:
The graph $X$ is a theorem of alpha iff the wff $f(X)$ is a CPC theorem.

We shall also establish that:
The wff $A$ is a CPC theorem iff the graph $g(A)$ is a theorem of alpha.

We shall thus have established that the set of theorems of alpha maps one-one into the set of theorems of the CPC, and vice-versa. This means that given the natures of the functions $f$ and $g$, alpha itself may be considered a complete classical CPC.

### 1.1 The Set of Alpha Graphs

We may first note that involved in the makeup of alpha as we have examined it is a set of objects, objects which are simply certain signs and combinations of signs that may be scribed, say, upon a sheet of paper or a blackboard. Consider a denumerably infinite set, $M_{a}$, of such signs, which we will denote individually by the letter 'b' followed by a sequence of primes, which sequence may be null. The members of the set $\mathrm{N}_{\mathrm{a}}$, then, are $\mathrm{b}, \mathrm{b}^{1,} \mathrm{~b}^{11}$, . . . It is understood, of course, that the correlation of the members of $M_{2}$ to the signs 'b', 'bl', etc. is strictly one-one. No
member of $M_{a}$ is analysable.into "smaller" signs, so we may call $M_{a}$ the set of "minimal" or "atomic" graphs of alpha. The first member of this set, $b$, has a special status; it is the "nullgraph" or "blank." Recall that the blank SA is to be considered a graph. The other members of $M_{a}, b^{\prime}, b^{\prime \prime}$, . . . , may be considered "graph-variables," with a function not unlike that of the propositional variables of the ordinary CPC. In the present treatment, we shall generally employ upper-case Roman letters 'X', 'Y', etc. as variables of the metalanguage ranging not only over the members of $M_{a}$, but over all objects which may come to be called graphs as well.

Consider now another sign of the metalanguage. Let $S(X)$ be "the result of enclosing the graph $X$ by the ordinary alpha cut," which as we learned in the Introduction is a "self returning linear separation" scribed upon the surface upon which we are working. Please note that if two "self returning linear separations" intersect each other, neither qualifies as a "cut." The cut itself is not a graph, but it plus the graph it encloses is a graph; that is, the scribing of a cut around a graph is a "graph-forming operation." Note that in practice a cut cannot be scribed without forming a graph, for it will always enclose at least $b$, the null-graph.

If a graph $X$ is enclosed by a cut, and another graph $Y$ lies outside that same cut, we shall say that $X$ and $Y$ are "separated"; otherwise they are "unseparated." This brings us to another sign of the metalanguage. Where $X_{1}$, . . . , $X_{n}$ are $n$ alpha graphs, each of which is either of the form $S(Y)$ or is a
member (other than b) of the set $M_{a}$, then $J\left(X_{\mathcal{I}} . . . X_{n}\right)$ is "the result of scribing the $n$ graphs $X_{1}$, . . , $X_{n}$ unseparated on SA." The operation of scribing graphs unseparated on SA is then also a "graph-forming" operation.

We may summarize the above by listing the following rules; these rules may be considered the rules characterizing the set of alpha graphs:

1. 11 Each member of the set $M_{a}$ is an alpha graph.
I. Iii Where $X$ is an alphe graph, $S(X)$ is an alpha graph.
2. liii Where $X_{I}$, . . , $X_{n}$ are $n$ alpha graphs other than $b$
 is an alpha graph.

From what has gone before, we should already have a good idea of how to go about naming an alpha graph, as we have actually been using names of alpha graphs in our development. But we shall list some explicit rules similar to the above which will tell us formally how graphs are named.
l. Iiv 'b' names the null-graph; 'b', followed by one prime or more, names a member of $M_{a}$; 'b' followed by $n$ primes names the same graph as 'b' followed by $m$ primes iff $n=m$ 。
1.IV The sequence of signs consisting of 'S(: followed by the name of the graph $X$ followed by 1 ): names a graph; specifically, it names the graph formed by enclosing $X$ by an alpha cut.
I.IVi Where the graphs $X_{1}$, . . , $X_{n}$ are $n, n \geqslant 2$, graphs admitted by rules 1.1 i or 1.11i, and none of
them is the null-graph then the sequence of signs consisting of iJ(' followed by the $n$ names of the $\mathrm{X}_{\mathrm{l}}$, . . . , $\mathrm{X}_{\mathrm{i}}$ followed by ')' names a graph; specifically, it names the graph formed by scribing the $X_{I}, \ldots, X_{n}$ unseparated on SA.
Now note that since the set of alpha graphs is characterizable by the rules l.li-iii, it is a recursive set. Since it is recursive, it may be ordered (every recursive set is recursively enumerable ir increasing order without repetitions) in such a manner that alpha graphs $X$ and $Y$ are associated with the same natural number iff $X$ and $Y$ are identical, that is, are able to be "generated" by exactly the same applications of rules l.li-iii. We could, if we wished, describe means for such an ordering. Such a description would, however, be long, tedious, and irrelevant. The important thing is to know that the set may be so ordered; the exact "how" of the oriering does not make too much difference. Let us then select some ordering of the alpha graphs such that each alpha graph is associated with a unique natural number, and vice-versa. If, then, the names of the $n$ alpha graphs $X_{1}$, . . ., $X_{n}$ are written in a sequence, we shall say that that sequence is "properly ordered" iff it is ordered according to our selected unique ordering of alpha graphs. Of course, for any n such graphs there is one and only one "proper ordering."

We shall now define what we shall call the "standard neme" of an alpha graph:
l.Ivii The names of graphs admitted by l.liv are standard names.
2. lvii The sequence of signs consisting of 'S(' followed by the standard name of the graph $X$ followed by ')' is a standard name.
1.Iix Where $X_{I}, \ldots, X_{n}$ are $n, n \geqslant 2$, alpha graphs admitted by rules $1.1 i$ or l. lii, and none of them is the null-graph, then the sequence of signs consisting of 'J(' followed by the $n$ standard names of the $X_{1}$, . . . $X_{n}$ followed by ')' is a standard name, provided the sequence of $n$ names between the $1 J(1$ and the ')' is properly ordered.

It should be evident that each alpha graph has one and only one standard name.

A question worth noting at this point is that of the cardinality of the set of alpha graphs. Although we have asserved that this set is recursive, and so at most denumerably infinite, the graphical nature of the system may well conjure up ghosts of the power of the continuum to haunt us. Let us simply remark here that our study involves only graphs containing a finite number of signs--an assumption well-grounded in the study, say, of the ordinary logical systems, which deal only in finitely long words or sentences. Since this is the case, it is impossible that the number of alpha graphs be larger than a denumerable infinity. We may seem in this to be some what less liberal than Peirce himself, who seems at one point to indicate that graphs containing infinitely many signs are permitted (4.494). We must comment, however, that there are marked dipferences between the presentation of a system permitting whiffs
of finite length only, and that of one permitting infinitely long wffs. What Peirce says in 4.494 is certainly a rather casual remark, the full implications of which did not occur to Peirce when he made it--and hardly could have, since the study of systems containing infinitely long sentences is of rather recent vintage. Indeed, so far as I have been able to determine, he does not mention the matter again in the writings on the graphs included in the Collected Papers. We shall thus stick by our assumption that an alpha graph may be of finite length only.

### 1.2 The Alpha Graphs and the WFFS of the Classical Propositional Calculus

We shall begin by setting out two systems of complete CPC; these systems will be called, respectively, $P_{r}$ and $P_{W}$. The respective sets of wffs for these systems will be called $\left(P_{r}\right)$ and $\left(F_{W}\right)$. We shall employ the upper-case letters of the Roman alphabet as variables ranging over the CPC wffs. " $\left.\right|_{\bar{r}} A$ " shall be read, "A is a theorem of $P_{r}$," and " $\vdash_{\bar{W}} A "$ shall be read, "A is a theorem of $P_{w}$." The "primitive signs" of $P_{r}$ include a denumerable infinity of signs, $p_{0}, p_{1}, p_{2}$, . . . , called "ṕpopositional variables," left and right parentheses, '(' and ')', and the sign '-:, called "the negation sign." The rules of formation for $P_{r}$ are:
1.2i $\quad p_{i}$ is wf, $i \geq 0$.
1.2ii ${ }^{\prime} A B$ is wf where both $A$ and $B$ are wf.
1.2iii ${ }^{r}-(A)$ is wf where $A$ is wf.

Definitions will be as usual in the CPC, with a definition
considered as providing a notational abbreviation for a formula in primitive notation; where there is no danger of confusion, we shall employ the simple letters 'p', 'q', 'r', 's', . . . as propositional variables in place of the primitive $p_{1}, p_{2}, p_{3}$, . . . As with all definitions, this is to be understood to be a space and time saving abbreviation. The variable $p_{0}$ will have a specizl use in this system, in the following definition:

$$
I \overline{\bar{d} f} \quad-\left(p_{0}-\left(p_{0}\right)\right)
$$

As rules of inference, $P_{r}$ shall have substitution for variables and detachment; the axioms shall be Rosser's set:

$$
\begin{aligned}
& p D \cdot p \cdot p \\
& p \cdot q \cdot D p \\
& p D q \cdot D .-(q r) D-(r p)
\end{aligned}
$$

Note that we have presented the axioms in definitionally abbreviated form rather than in primitive notation.

The primitive signs of $P_{w}$ are propositional variables, a sign ' ${ }^{\prime}$ ', called the "constant false proposition," and a sign 'C', called the "sign of implication." The rules of formation are:
1.2iv $p_{i}$ is wf, where $i \geq$ I.
I. $2 \mathrm{v} \quad 0$ is wf.
1.2vi $\quad{ }^{r_{C A B}}{ }^{7}$ is wf where both $A$ and $B$ are wf. Again, standard definitional abbreviations will be used, including the use of $p, q$, . . . as notational shorthand for $p_{1}, p_{2}$, . . ; the rules of inference are substitution and detachment, and the axioms are:
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CCpqCCqrCpr
CpCqp
CCCpqpp
COp.

Wie are now prepared to set down a means of moving from the alpha graphs to the wffs of the CPC and vice-versa. We define a recursive word function $f$ :

DI: The function $f$ takes the set of alpha graphs as its domain, and finds its range in the set $\left(P_{r}\right)=$ Given any alpha graph $X$, write the standard name of $X$. Wherever in that standard name the "subname" $J\left(Y_{I} . . . Y_{n}\right)$ occurs, for all such "subnames" involving 1 J ', delete the $\quad I(I$ and the $')$ ', leaving just the sequence $Y_{I}$. . $Y_{n}$. Wherever 'S' occurs, replace it with the sign '-'. Wherever the simple 'b' occurs, replace it by 'l', that is, by ' $-\left(p_{0}-p_{0}\right)$ '. Wherever ' $b$ ' occurs followed by i primes, $i \geqslant 1$, replace that occurence of $\quad$ bl and the primes following it by $p_{i}$. This completes the instruction for $f$; the result of the application of this instruction to an alpha graph $X$ will be called $f(X)$, and is a wff of $P_{r}$.

This last definition tells us how to transform an alpha graph into a wff of the CPC. As we remarked earlier, there is one and only one "standard name" for each alpha graph. It is quite clear that given any standard name, the latter part of the instructions in DI will yield one and only one wff of $P_{r}$. The function $f$ as defined above, then, is a one-one function;

44
$f(X)$ will be the same formula as $f(Y)$ iff $X$ is the same graph as $Y$. The intuitively acceptable interpretations of the signs of the alpha graphs are preserved in the translation made possible by the function $f$; unseparated occursnce of graphs in an area is correlated by $f$ to PC conjunction, and enclosure by a cut is correlated to inclusion in the scope of a negation sign; the minimal graphs of alpha are correlated to the atomic formulas of $P_{r}$.

We now move on to the definition of the function which will enable us to translate wffs of the CPC into alpha graphs. First of all, we shall consider a subset of the set of alpha graphs, which we shall call $\underset{\alpha}{\infty}$. Membership in $\boldsymbol{a}_{\text {is }}$ defined as follows:
1.2vii All members of the set $\mathrm{Mi}_{\mathrm{a}}$ are members of $\boldsymbol{C}_{a}$ with the exception of $b$.

1. $2 \mathrm{viii} \mathrm{S}(\mathrm{b})$ is a member of $\mathrm{P}_{\mathrm{a}}$.
1.2ix If $X$ and $Y$ are both members of $\boldsymbol{\sim}$, then $S(J(X S(Y)))$ is a member of $\alpha$.
Let us introduce the following definition:
$D 2: G(X Y) ~ \overline{\bar{d}} \mathrm{f}$ $S(J(X S(Y)))$.
We might now restate the last rule thus: If $X$ and $Y$ both are members of $\propto$, then $G(X Y)$ is a member of $P$.

We may now move directly to a statement of the function $\mathrm{g}:$
D3: The function $g$ takes $\left(P_{W}\right)$ as its domain, and $\rho_{\alpha}$ (a subset of the set of alpha graphs) as its range. Given any wff of $P_{W}$, replace ${ }^{r} C_{A B}{ }^{7}$ wherever it occurs by $r_{G(A B)}{ }^{7}$; wherever the variable $p_{i}$ occurs, for each $i$
and each such variable occurrence, replace it by ${ }^{\prime} b^{\prime}$ followed by a string of i primes; wherever ' ${ }^{\prime}$ ' (the constant false proposition) occurs, replace it by 'S(b)'. The rosult is the name of a graph. Where the wff with which we began was $A$, the graph named by the result of applying this instruction is $g(A)$; draw the graph thus named. The instruction is complete. It is clear that the function $g$ is one-one and onto $P$.

### 1.3 Alpha as a Logic

Before entering into a detailed study of alpha as a logic, it will be well to say a few words about logics in general. The definitions we employ are in general adopted from Martin Davis; we retain, however, our numbering. First of all, let us say what we mean by "logic."
$D_{4}:$ By a logic $\mathcal{L}$ we understand a recursive set $A$ of words, called the axioms of $\mathcal{X}$, together with a finite set of recursive word predicates, none of which is singulary, called the rules of inference of $\mathbb{L}$.
It should be clear that a "recursive word predicate" is to a number-theoretic predicate as a recursive word function is to a (partial recursive) number-theoretic function.

D5: When $R\left(Y, X_{1}, \ldots, X_{n}\right)$ is a rule of inference of $\mathcal{C}$, we shall sometimes say that $Y$ is a consequence of $X_{1}, \ldots, X_{n}$ in $\mathfrak{C}$ by .

D6: A finite sequence of words $X_{1}, X_{2}, \ldots, X_{n}$ is called

[^3]a proof in a logic $\mathcal{C}$ if, for each $i, ~ I \leq i \leq n$, either
(I) $X_{i} \varepsilon A$, or
(2) There exist $j_{1}, j_{2}, \ldots, j_{k}<i$ such that $X_{i}$ is a consequence of $X_{j 1}, X_{j 2}, \ldots, X_{j k}$ in by one or the rules of inference of $\mathcal{L}$.
D7: We say that $W$ is a theorem of $\mathbb{C}$, or that $W$ is provable in $\mathcal{L}$ and we write
$t^{-w}$
If there is a proof in $\mathcal{C}$ whose final step is w. This proof is then called a proof of $\overline{\text { in }} \mathcal{L}$.
1.31 "Theorem Generation" in Alpha

It will be our desire to show as quickly as possible that alpha is a logic. But before we state a metatheorem to this effect, let us examine alpha in the light of the requirements of Davis's definition. The first such requirement is for a recursive set of axioms; the usual criterion for determining what--in a given system--is an axiom is the word of the author of the system. Peirce was not so kind as to say explicitly, "Such-and-such a graph is an axiom of alpha," so we must look closely at the matter. An axiom is a theorem or "assertable word" of the system which need not be derived or proven within the system. Examining Peirce's presentation of alpha, we find one and only one graph which qualifies as such in what may be called the "unspecialized version" of alpha (that is, alpha with no "extralogical" premises). That graph is the blank sheet of assertion itself. We will recall that Peirce explicitly called SA a graph, and that we have notation in our metalanguage to
speak aboui it. Any blank area on SA (and this includes the completely blank SA itself) is the null-graph, or b. Since $S A$ is a presupposition of any graph whatsoever, we shall declare that the axiom set of alpha contains one and only one member, b.

It may seem curious to employ a null "something-or-other" as an axiom, since we very commonly think of the null-set as correlated in some way with the truth-value "false"; but let us recall that the "constent felse proposition" employed in many systems of PC is often explicated as the proposition which says that "everything is true," This explication is exemplified in systems which have quantifiers ranging over propositional variables; in these systems the proposition $'-(p) p$ is a theorem. In the sense of "null" which is contrasted to the above sense of "universal," then, it is quite reasonable to take the "nullgraph" as assertable.

The other requirement of Davis's definition of a logic is that it contain a finite set of recursive word predicates, the rules of inference of the system. It is clear that the rules of transformation for alpha qualify as such recursive word predicates. Employing 'R' with a subscript as notation for these predicates, we may list them as follows:
$R_{\text {ins }}(Y, X)$ : Which is true iff $Y$ is identical to $X$ except for containing in a position enclosed by an odd number of cuts a graph $Z$ which $X$ does not contain at the corresponding position.

Whentr $(X):$ Which is true iff $Y$ is identical to $X$ except for
containing one more occurrence of a subgraph $Z$ then does $X$ (with $X$ having at least one occurrence of $Z$ ); the extra occurrence of $Z$ in $Y$ is to be located in an area enclosed by at least all the cuts which enclose another occurrence of $Z$ in $Y$, which last mentioned occurrence corresponds to an occurrence of $Z$ in $X$.
$R_{b c l}(Y, X)$ : Which is true iff $Y$ is identical to $X$ except for containing a graph $S(S(Z)$ ) where $X$ contains simply 2.

The above predicates may be called the "positive rules of inference in alpha." In addition, we have the following "negative" rules:
$R_{\text {ers }}(Y, X)$ : Which is true iff $R_{\text {ins }}(S(X), S(X))$ is true.
$R_{\text {dit }}(Y, X)$ : Which is true iff $R_{\text {itr }}(X, Y)$ is true.
$R_{n b c}(Y, X)$ : Which is true iff $R_{b c I}(X, Y)$ is true.
The above six predicates are easily recognized respectively as Peirce's rules of insertion in odd, iteration, biclosure, erasure in even, deiteration, and negative biclosure. We may now state the following metatheorem:
*1.01 Alpha is a logic.
PROOF: By $D 4$ and the above exposition of axiom and rules of inference in alpha.

The axiom of alpha, then, gives us a starting point from which we may, by the stated rules of inference of alpha, generate the theorems of alpha. We now enter into an investigation of that set of theorems of alpha.

1. 32 The Logic Alpha in the System $P_{r}$

In DI we defined a function $f$ which maps the set of alpha graphs into the set of wffs of $P_{r}$. Our project is now to show that whenever a given alpha graph $X$ is a theorem of alpha, the corresponding ff, $f(X)$, is a theorem of $P_{r}$, and then to show the converse, that whenever $f(X)$ is a theorem of $P_{r}, X$ is a theorem of alpha.

LEMMA 1.02 $f(b)$ is a theorem of $P_{r}$.
PROOF: By DI, $f(b)$ is 'I', which is ' $-\left(p_{0} \cdot-p_{0}\right)^{\prime}$, which is jimmediately recognized as a theorem of $F_{r}$.

The above lemma establishes that the axiom of alpha is correlated by $f$ to a theorem of $P_{r}$. We now turn to the rules of inference in alpha, proving in the process two lemmas that are of some independent interest in the study of the CPC itself. We shall say that a given occurrence of wi subformula, $B$, of $P_{r}$ is in "antecedental position," or "A-pos," in a $P_{r}$ wee $Q$, and we shall write ${ }^{5} Q^{A}(B)^{7}$ for the whole formula inf the occurrence of the subformula $B$ is within the scope of an odd number of nagation signs in $Q$ at the one occurrence of $B$ in $Q$ which is in question. We shall say that that occurrence of $B$ is in "consequential position," or "C-pos," and shall write ${ }^{(Q C}(B)$ for the whole formula otherwise, that is, when $B$ is in the scope of an even number of, of of no negation signs in Q.

LEMMA 1.03 Where $f_{\bar{r}}{ }^{r} Q^{A}(B)^{\boldsymbol{T}}$ and $f_{\bar{r}}{ }^{r} D \supset B$, then also $I_{\bar{r}}{ }^{r_{Q} A(D)^{2}}$.
LEMMA 1.04 Where $f_{\bar{r}} r_{Q}^{C}(B)^{7}$ and $f_{\bar{r}}{ }^{\prime} P_{B} \supset D^{2}$, then also

$$
f_{\bar{r}} r_{Q}^{C}(D)^{7}
$$

PROOF: These two lemmas shall be proven together. It is understood, of course, that in each lemma the $D$ is to be considered as replacing the $B$.

We know that it is possible to reduce any wif of $P_{r}$ to an equivalent conjunctive normal form. Reduce the formula $Q(B)$ to such a form, making one exception to the usual procedure; that will be to treat $B$ in the one occurrence with which we are concerned as if it were a propositional variable. All occurrences of propositional variables outside of that occurrence of $B$ are to be treated as usual in the reduction, but the occurrence of B with which we are concerned will never be "broken up" in the reduction. The form we thus arrive at we may call the "quasi-normal-conjunctive" form of $Q(B)$, or $" C 口 j(Q(B)) . "$ The PC laws needed for the transformation are (in parenthesis-free form): I. EApKqrKApqApr
2. ENANpNqKpq
3. ENKPqAITpNq
4. EpNNp.

These, together with the definitions of connectives in $P_{r}$, substitution for variables, and the substitutivity oi the biconditional are all that is needed to perform the required transformation. An examination of the above laws will show that the property in a subformula occurrence in a wff $A$ of being in A-pos or in $C$-pos in $A$ is hereditary through applications to $A$ of substitution instances of the above laws by substitutivity of the biconditional. But such applications are all that is needed, basically, to trensform $Q(B)$ to $\operatorname{Gnj}(Q(B))$.

But this "hereditary nature" of A-pos and C-pos through the relevant transformations means that (with the aid of the law 'EpKpp') any $\operatorname{Cnj}\left(Q^{A}(B)\right)$ may be written in the general form:
 and any $\operatorname{Cnj}\left(Q^{C}(B)\right)$ may be writiten in the general form: 6. ${ }^{r} G_{I} \cdot G_{2} \cdot \cdots \cdot G_{m} \cdot F_{1} \vee B \cdot F_{2} \vee B$. . . . $\cdot F_{n} \vee B{ }^{7}$ The $n$ indicated occurrences of $B$ in each of 5 and 6 above are the only occurrences of $B$ in these formulas "derived from" the occurrence of $B$ in question in $Q^{A}(B)$ and $Q^{C}(B)$ respectively; note that in 5 all such occurrences of $B$ are in A-pos, and in 6 all such occurrences are in C-pos. Now, by laws l-4 above: plus 'EpKpp', 5 may be transformed to a formula of form:

$$
\text { 7. }{ }^{r}-3 \vee s^{7} \text {, }
$$

which, of course, is equivalent to

$$
7^{\prime} \cdot{ }^{r} B P S^{7}
$$

The formula $7^{\prime}$ is, of course, equivalent to the original $Q^{A}(B)$, and the one occurrence of $B$ as the antecedent of $7^{\circ}$ is the only one in 7 " which may be considered "ancestrally derived from" the occurrence of $B$ in question in $Q^{A}(B)$. Similarly, 6 may be placed in the form

$$
\text { 8. }{ }^{r} \mathrm{R} V \cdot \mathrm{~S} \cdot \mathrm{~B}^{7} \text {, }
$$

which is equivalent to a form

$$
8^{\prime} \cdot{ }^{5} \mathrm{~T} D . \mathrm{S}^{7}
$$

The formula 8: is equivalent to $Q^{C}(B)$, and the one occurrence of $B$ in the consequent of $8^{\prime \prime}$ is the only one in 8: which is "ancestrally derived from" the occurrence of $B$ in question in $Q^{C}(B)$. The proof of the lemmas follows fmmediately. If
$F_{r}{ }^{r_{D}} \supset B^{\top}$, then $7^{\prime}$ is immediately transformable into ${ }^{\Gamma} D \supset S^{\prime}$; we can see immediately that this last formula is equivalent to $Q^{A}(D)$. Also, if $F_{\bar{r}} \Gamma_{B} \supset D$, then $8^{\prime}$ is immediately transform-
 $Q^{C}(D)$ 。

These two lemmas are of some interest in the study of the CPC as they provide us with a kind of analysis of the rule of substitutivity of the biconditional. Whereas the latter rule gives us a means for replacing a subformula $B$ by a subformula $D$ when ${ }^{5} B \supset D . D \frown B^{\top}$, the lemmas 1.03 and 1.04 specify conditions when the replacement may be made when simply ${ }^{r} D \supset B^{\top}$ or ${ }^{5} B \Longrightarrow D{ }^{\top}$ respectively. These lemmas could not be used, of course, as they have been proven here, as parts of a proof of the rule of substitutivity of the biconditional, for that rule has been used in their proof. It is not difficult to visualize proofs of these lemmas, however, which would not make use of this rule.

We may now put these lemmas to use in the proof of the following:

IEAMA 1.05 Whenever, for alpha graphs $X$ and $Y, R_{\text {ins }}(Y, X)$ is true, then if $f(X)$ is a theorem of $P_{r}$, so too is $f(Y)$.

IEMNA 1.06 Whenever, for alpha graphs $X$ and $Y, R_{\text {ers }}(Y, X)$ is true, then if $f(X)$ is a theorem of $P_{r}$, so too is $f(Y)$.

PROOF: If $R_{\text {ins }}(Y, X)$ is true, then there is a subgraph $Z$ oddly enclosed in $Y$ which does not stand at the corresponding position in $\bar{X} ; X$ and $Y$ are otherwise identical. By DI (the definition of
f), then, $f(X)$ and $\hat{I}(Y)$ are identical except that $f(Y)$ contains the subiormula which is $f(Z)$ in an A-pos where $f(X)$ does not contain it. In an A-pos, then, $f(Y)$ contains the subformula $r_{A . f}(Z) \cdot B^{\boldsymbol{7}}$, where one but not both of $A$ and $B$ may be null; in the corresponding position, $f(X)$ contains merely ${ }^{5} A \cdot B^{3}$. But it is trivially the case that $f_{r}{ }^{5} A \cdot f(Z) . B . D . A . B 7$. But then, if $f(X)$ is a theorem of $P_{r}$, by lemma $1.03 f(Y)$ must also be a theorem, and lemma 1.05 holds. The proof of lemma 1.06 is similar, emploving, in its course, lemme l. O4.

We now move to two more lemmas:
IEMTA 1.07 Wherever, for alpha graphs $X$ and $Y, R_{i t r}(Y, X)$ is true, then if $f(X)$ is a theorem of $P_{r}$, so too is $f(Y)$.

LENHA 1.08 Wherever, for alpha graphs $X$ and $Y, R_{d i t}(Y, X)$ is true, then if $f(X)$ is a theorem of $P_{r}$, so too is $f(Y)$.

PROOF: It will be recalled that $R_{\text {itr }}(Y, X)$ is true iff $Y$ is identical to $X$ except for containing one more occurrence of a subgraph $Z$ than does $X$, with $X$ having at least one occurrence of $Z$; the extra occurrence of $Z$ in $Y$ is to be located in an area enclosed by at least all the cuts which enclose another occurrence of $Z$ in $Y$, which last-mentioned occurrence corresponds to an occurrence of $Z$ in $X$. What we want at this point is a simple means of characterizing in $P_{r}$ the differences between the wffs $f(X)$ and $f(Y)$. A good way of doing this will be to employ the notion of the "functor variable." We shall not, however, employ
$I_{A .} N$. Prior, Formal Iogic (2nd ed.; Oxford: Oxford, 1962), p. 64ff.
functor variables as signs of the object language, as Prior does in the passage cited above. The sign ' $\delta$ ' will be considered a sign of the metalanguage; ${ }^{r} \delta p^{7}$ will be a schema which may represent any truth-function of $p$.

We may now characterize the difference between $f(X)$ and $f(Y)$. The wffs $f(X)$ and $f(Y)$ are identical except that where $f(X)$ contains the subformula

$$
r_{f(Z)} . \delta(A . B)^{7}
$$

$f(Y)$ contains the subformula

$$
\Gamma_{f(Z)} \cdot \delta(A \cdot f(Z) \cdot B)^{7}
$$

Note that one but not both of the wf subformulas $A$ and $B$ may be null. But it is easily proven (and intuitively acceptable) that

$$
f_{I} r_{f(Z)} \delta(A \cdot B) . \equiv . f(Z) . \delta(A \cdot f(Z) \cdot B)^{7}
$$

In the presence of the substitutivity of the biconditional, this means that, given the definition of $f$ and the problem as we have stated it,

$$
f_{r} r_{f(X)} \equiv f(Y)^{7}
$$

This means that lemma 1.07 holds; and, since $R_{\text {dit }}$ is the exact converse of $R_{\text {itr }}$, lemma 1.08 also holds.

We now may move to the two final lemmas of this sequence: LETMA 1.09 Wherever, for alpha graphs $X$ and $Y, R_{b c l}(Y, X)$ is true, then if $f(X)$ is a theorem of $P_{r}$, so too is $f(Y)$.

LEMMA 1.10 Wherever, for alpha graphs $X$ and $Y, R_{n b c}(Y, X)$ is true, then if $f(X)$ is a theorem of $P_{r}$, so too is $f(Y)$.

PROOF: $R_{b c I}(Y, X)$ is true iff $Y$ is Iike $X$ except for containing
a subgraph $S(S(Z)$ ) where $X$ contains simply $Z$. But then $f(Y)$ is like $f(X)$ except for containing the subformula ${ }^{r}--f(Z)^{7}$ where $f(X)$ contains just $f(z)$. But

$$
f_{r} p \equiv-p ;
$$

so by substitutivity of the biconditional,

$$
F_{r} r_{f(X)} \equiv f(Y)^{\top} .
$$

Lemma 1.09 then holds, and since $R_{n b c}$ is the exact converse of $R_{b c l}$, lemma 1.10 holds as well.

We may now state the metatheorem to which these lemmas have been leading:
*1. 11 If a graph $X$ is a theorem of alpha, then $f(X)$ is a theorem of $\mathrm{P}_{\mathrm{r}}$.

PROOF: Immediate from the preceding lemmas. For by lemma l.02, $f$ of the axiom of alpha is a theorem of $P_{r}$, and the lemmas 1.031.10 show that for each of the rules of inference of alpha there is a parallel derived rule of inference in $P_{r}$. If then there is a prooi in alpha for a graph $X$, there is also a proof in $P_{r}$ for $f(X)$, and the metatheorem holds.

COROLLARY 1.12 Alpha is consistent.
PROOF: Suppose alpha to be inconsistent. Then any well-formed graph would be derivable by its rules of inference; specifically, the graph $S(b)$ would be so derivable. But by *1.11, $f(S(b))$ would be a theorem of $P_{r}$. Now $f(S(B))$ is equivalent to ' $\mathrm{p}_{0} \cdot-\mathrm{p}_{0}$ ', which is obviously not a theorem of $\mathrm{P}_{\mathrm{r}}$. Neither, then, is $S(b)$ a theorem of alpha, and alpha is consistent.

The next step we must undertake is to prove the converse of the metatheorem *1.11. Consider a function, which we shall
call h. This function is to be many-one, and is to map the set $\left(P_{r}\right)$ onto the set of alpha graphs. For any $P_{r}$ wff $A$, form $h(A)$ as follows: Wherever in A subformula - (B) occurs, replace it by $B$, and replace each $P_{r}$ propositional variable by an appropriate minimal graph of alpha. The $P_{r}$ variable ' $p_{0}$ ', we will recall, has a special use in the wff ${ }^{p}-\left(p_{0} \cdot-p_{0}\right)^{\prime}$, which is associated With the null graph of alpha. We may remark here that if any $P_{r}$ wff $A$ contains $p_{0}$ outside the context ${ }^{\prime}-\left(p_{0} \cdot-p_{0}\right)^{\prime}$, then $A$ is clearly not in the range of the function $f$. In such cases, simply substitute for $p_{0}$ wherever it occurs in $A$ a propositional variable entirely new to $A$. Now if $1-\left(p_{0} \cdot-p_{0}\right)$ ' occurs in a formula as it has been transformed to this point, simply erase it to form the null graph. This completes the instruction; the result of the application of this instruction to a wff $A$ is the graph $h(A)$. Note that where there were conjunctions of subformulas in $A$, there are unseparated occurrences of subgraphs in $h(A)$, and where there were negation signs, there are cuts.

It should be evident that $h$ is, as we claimed earlier, many-one and onto alpha. It is many-one (and not one-one) since the formulas ' $p_{1} \cdot p_{2}$ ' and ' $p_{2} \cdot p_{1}$ ', for example, would both translate through $h$ as the same graph. It is onto alpha, since, quite clearly, from the definition of $f$,

$$
h(f(X))=X,
$$

and for every alpha graph $X$ there is a corresponding wff $f(X)$. We shall now establish the following lemma: IT LEMITA 1. 13 Where $A$ is one of the axioms of $P_{r}, h(A)$ is a theorem of alpha.

PROOF: We shall prove this lemma by deriving as theorems of alpha $h$ of each of the three axioms of $P_{r}$ which we listed earlier in this chapter.

Axiom, $R_{b c l}$

(1), $R_{\text {ins }}$

(2), $R_{\text {its }}$


Note that (3) is h of the axiom 'p.q .ap'.
(1), $R_{\text {ins }}$

(4), $R_{\text {its }}$

(5), $R_{\text {its }}$


Note that (6) is $h$ of the axiom 'pコ.p.p'.
(I), $R_{\text {ins }}$

(9), R $\mathrm{R}_{\mathrm{bc}}$


Note that (10) is $h$ of the axiom 'p> q. D.-(qr) D -(rp)'; this concludes the proof.

We shall now prove lemmas regarding "derived rules of inference" in alpha. Note that we shall make these lemmas do double duty, stating them both for $h$ and the system $P_{r}$ and $g$ and the system $P_{w}$. This will save us the trouble of proving a parallel set of lemmas in the next section of this chapter. LEMTIA 1. Il where ${ }^{r} \delta p^{7}$, as a truth-function of $p$, is a theorem of either $P_{r}$ or $P_{V}$, and ' $\delta A$ is the result of substituting the wff $A$ for every occurrence of $p$ in ${ }^{r} \delta p^{\top}$, then if $f_{a} h(\delta p)-$ or $g(\delta p)$, depending upon the system of which ${ }^{「} \delta p^{7}$ is a theorem--then also $f_{\bar{a}} h\left(\delta_{A}\right)$--or $g\left(\delta_{A}\right)$, as the case may be. This lemma is stated only for the cases in which $r \delta A^{7}$ does not contain ${ }^{\prime}-\left(p_{0}-p_{0}\right)^{\prime}$.
PROOF: This lemma is stated only for the "unspecialized" alpha system, that is, the system which has $b$ as its sole axiom. If there is a proof in alpha for $h(\delta p)$--or $g(\delta p)--I$ think it can be seen without elaborate argument that there will also be a proof for $h(\delta A)$--or $g(\delta A)$. The minimal graph corresponding to $p$ in $h(\delta p)$--or $g(\delta p)$--had originally to be introduced into the graph by an appiication of $R_{\text {ins }}$. But a graph corresponding to A could just as easily have been introduced at that point, and then treated in subsequent transformations just as the minimal graph corresponding to $p$ was treated. If, then, $h(\delta p)$-or $g(\delta p)$--is an alpha theorem, then $h(\delta A)$--or $g\left(\delta_{A}\right)$--must also
be an alpha theorem. This lemma states, in effect, the existence of a "derived rule of substitution" for minimal graphs in alpha; this derived rule may be called $R_{s b s}$, this being a binary recursive word predicate.

LEMMA 1.15 Where $h(A D B)$ and $h(A)$-or $g(A \supset B)$ and $g(A)$, depending on whether $A$ and $B$ are wis of $P_{r}$ or $P_{W}$-are theorems of alpha, then $h(B)$--or $g(B)-$ is also a theorem of alpha.
PROOF: Let $h(A)$--or $g(A)-$ be the graph $X$; let $h(B)-$ or $\delta(B)--$ be the graph Y. The graph $h(A \supset B)$--or $g(A \supset B)$ is:


This is clear from the definitions of these functions. Now, by hypothesis, the following graph is a theorem of alpha:


By one application of $R_{\text {dit }}$, this becomes:


And by one application of $R_{\text {ers }}$, this becomes:


And finally, with an application of $R_{n b c}$, we get:

But $Y$ is $h(B)$--or $g(B)_{s}$ as the case may be--and so the lemma holds. There is just one case in which there may be some question as to the truth of this lemma; this is with regard to the $P_{r}$ theorem. For $h\left(-\left(p_{0^{\circ}}-p_{0}\right)\right)$ is $b$, the null graph, and not a graph of form $G(X . Y)$. But note that here the second hypothesis of the lemma--that $h(A)$ be a theorem of alpha--can never be realized because of the consistency of alpha and the fact that $h(A)$ will here be an alpha minimal graph other than $b$. Since that hypothesis can never be realized, the antecedent of the lemma is false in this special case, and so the lemma is true. This lemma may be considered to assert the existence in alpha of a derived rule of detachment, which may be called $R_{\text {dtm }}-$-a ternary recursive word predicate.

Now we may apply our lemmas thus:
*. 16 If $A$ is a theorem of $P_{r}$, then $h(A)$ is a theorem of alpha.

PROOF: We know from lemma 1.13 that when $A$ is an axiom of $P_{r}$, $h(A)$ is a theorem of alpha. We also know from lemmas $1 . I_{4}$ and 1.15 that analogs of $P_{r}$ 's rules of inference exist as derived rules of inference in alpha.

Let us now divide the theorems of $P_{r}$ into two sets:

1. Those which do not contain the subformula ${ }^{\prime}-\left(p_{0} \cdot-p_{0}\right)$ ', and
2. Those which do contain occurrences of this subformula. Clearly, if there is a proof in $P_{r}$ for a wff $A$, and $A$ belongs to the first of these sets, then there is a proof for $h(A)$ in alpha, by lemmas $1.13,1.14$, and 1.15 , and the definition of $h$. Now consider a wff A for which there is a proof in $P_{r}$,
and which contains one or more occurrences of ${ }^{\prime}-\left(p_{0}-p_{0}\right)$ '. But if there is a proof in $P_{r}$ for $A$, then there is a proof for a wii $A^{\prime}$, which is exactly like A except for containing the subformula ${ }^{\prime}-\left(p_{i},-p_{i}\right)$ '-with $p_{i}$ entirely new to the formula-Wherever A contains $1-\left(p_{0}-p_{0}\right)$ '. This we know because of the rule of substitutivity of the biconditional. $A$ ' is then a theorem, and belongs to the first of the sets of theorems mentioned above. By our remarks in the preceding paragraph, then, $h\left(A^{\prime}\right)$ is a theorem of alpha.

The graph $h\left(A^{\prime}\right)$ contains at certain places the subgraph bI (bI) (with the I representing a string of $i$ primes)
corresponding to the subformula ${ }^{\prime}-\left(p_{i},-p_{i}\right)$ ' in $A^{\prime}$. But for any graph $X, X$ (X) is clearly a theorem of alpha. The subgraphs bI bI may then be deiterated from wherever they stand in $h\left(A^{\prime}\right)$, leaving blanks at those places. But by our definition of $h$, the result of such deiterations from the graph $h\left(A^{\prime}\right)$ is grecicely the graph $h(A)$. In the case where $A$ contains occurrences of $'-\left(p_{0}-p_{0}\right)^{\prime}$, then, and is a theorem of $P_{r}, h(A)$ will be a theorem of alpha. Thus, in every case that $A$ is a theorem of $P_{r}, h(A)$ is a theorem of alpha.
*1. 17 If $f(X)$ is a theorem of $P_{r}$, then $X$ is a theorem of alpha.

PROOF: Suppose that $f(X)$ is a theorem of $P_{r}$. Then, by $\# 1.16$, $h(f(X))$ is a theorem of alpha. But by the definitions of $f$ and $h$, we know that $h(f(X))$ and $X$ are the same graph; thus $X$ is a theorem of alpha, and the metatheorem holds.

> 1. 33 The System $P_{w}$ in the Logic Alpha
> We now move to a consideration of how a set of PC
theorems maps into the set of alpha theorems. At first glance this may seem a strange project to enter into at this point, for we have already indicated that the function $h$ maps the set of theorems of $P_{r}$ onto the set of alpha theorems (although we have not formally stated this, it is nonetheless fairly evidently the case). But $h$ is not a one-one function, and we wish to show that the set of PC theorems maps one-one into the set of alpha theorems. Here we shall make use of the one-one function $g$ and the subset Ref alpha graphs.

We shall now introduce a sign of the metalanguage similar to one we used in the proof of lemmas 1.07 and 1.08 , the sign ' $\delta$ '. This sign may be used along with the signs of alpha, and when it appears in a sign complex, that complex will be known as a "graph schema." The sign will be a Greek letter, usually ' $\delta$ ', followed by a pair of curly braces within which will be scribed a graph (possibly the null-graph, in which case nothing will appear between the braces).

## $\delta\{x\}$

This sign, with a graph scribed between its braces, may stand in place of any alpha graph, and its relation to the alpha system is just the same as that of the ' $\delta$ ' employed in the proof of lemmas 1.07 and 1.08 to the CPC. It represents, in other words, a "graph function" of the graph that appears between its braces.

We shall now engage in some graphical proofs: LEMMA 1.18 Let ${ }^{\prime} \delta\left\{\begin{array}{ll}x\end{array}\right\} \in \mathcal{P}_{\alpha} \quad$ whenever $X \in \mathcal{P}_{\alpha}$. Then the (5) graph is a theorem of alpha and a member of $\mathcal{C}$.

PROOF: The lemma is proven by the following graphical steps:

Axiom, $R_{b c l}$

(I), $\mathrm{R}_{\text {ins }}$

(2), $R_{i t r}$

(8\{\}
(3), $R_{i t r}, R_{b c l}$
(4), $R_{b c I}$


The graph at (5) is the one we wished to prove. That any graph belonging to this schema is a member of $P_{a}$ is a simple matter of inspection.

LEMMA 1.19 With assumption as above, the graph


PROOF:
(1), $R_{\text {ins }}$



PROOF:
(1), $R_{\text {ins }}$

(10), $\mathrm{R}_{\text {itr }}$


Now with ( $\mathrm{I}_{4}$ ), applying ( $\mathrm{I}_{4}$ ) first to the graph of lemma 1.18, and the result of that to the graph of lemma 1.19 by the derived rules $R_{s b s}$ and $R_{\text {d tm }}$ (taking first the graph of 1.18 and then that of 1.19 as "antecedent" in [7]]), we get


Membership in $P_{\infty}$ by inspection.
Let us now examine what we have. By the translation function $g$, the graph-theorem-schema of lemma 1.20 is correlated to the $P_{W}$ theorem schema

$$
r_{C O I C} \delta O \delta p_{p}
$$

Here 'l' is defined as 'COO'. This will be recognized as being of the same form as the single axiom of Lukasiewicz' Classical PC with functor variables of 1951. ${ }^{\text {I }}$ Although we are not using functor variables as primitive symbols, it should be evident that the formulas belonging to the above schema, when joined to the rules of inference of detachment and substitution for variables, form a sufficient basis for the complete CPC; the axioms of $P_{W}$ are derivable in a system containing the above schema. The presence of the schema of lemma 1.20 in alpha emphasizes the extensional nature of alpha, and also illustrates the power of the rules of transformation of alpha. We may now state the metatheorem to which these lemmas have been leading:

$$
\text { rabid. }_{\text {Ib }} \text { p. } 306 .
$$

*1.21 A wff $A$ is a theorem of $P_{W}$ iff $g(A)$ is a theorem of alpha.

PROOF: Lemmas 1.14 and 1.15, along with lemma 1.20, show us that whenever there is a proof for $A$ in $P_{w}$, there is a proof for $g(A)$ in alpha. Conversely, suppose that $g(A)$ is a theorem of alpha, but $A$ is not a theorem of $P_{r} \cdot P_{W}$ is strongly complete, and by the first part of this metatheorem, every theorem of $P_{W}$ has a correlate theorem in $P_{\alpha}$ (the range--in alpha--of the function $g$ ). If in addition to these theorems we have $g(A)$ as a theorem derivable by the alpha rules of transformation, while $A$ is a nontheorem of $P_{W}$, it is easy to see that in the presence of the other theorems of alpha which are members of $\mathcal{P}$ and the derived rules of substitution and detachment in alpha that any member of $P_{a}$ would then be provable as an alpha theorem. But $S(b)$ is a member of $\rho_{\alpha}$, and would in this case be an alpha theorem; this, however, would render alpha inconsistent. But, by corollary 1.12, alpha is consistent. Therefore, it must be the case that if $g(A)$ is a theorem of alpha, $A$ is a theorem of $P_{r}$, and the metatheorem holds in both directions.

We shall now state another definition of Martin Davis. ${ }^{\text {I }}$ D8: Let $\mathcal{L}$ and $\mathcal{L}$ ' be logics. Then we say that $\mathcal{L}$ is translatable into $\mathcal{L}$ ' if there exists a recursive word function $k(X)$ such that $f_{\mathcal{L}} X$ iff $f_{X} k(X)$, and moreover, if, whenever $X=Y$, we also have $k\left(\begin{array}{l}K\end{array}\right)=k(Y)$. (That is, if $k$ is one-one.)

[^4]The following metatheorem applies this notion to alpha:
*1. 22 Any complete CPC is translatable into alpha and vice-versa.

PROOF: Immediate from D8, *1.11, $\% 1.17$, and $\% 1.21$, and the definitions of the functions $f$ and $g$.

Actually, considering the natures of the functions $f$ and g, we are safe in saying that alpha is itself a complete classical propositional calculus. We may add the following concluding metatheorem:
*1. 23 Alpha is complete in the strongest sense possible for a system lacking a primitive rule of direct substitution for variables.

PROOF: Immediate from $* 1.17$, which asserts that if $f(X)$ is a theorem of $P_{r}, X$ is a theorem of alpha.

## CHAPTER II

## THE BETA SYSTEM

We now move to a close-up study of the beta part of the graphs. As we have seen, alpha may be considered to be a system of propositional calculus; to be sure, alpha's approach to truthfunctional logic differs from approaches utilizing more ordinary notation, but it is relatively easy to grasp intuitively. We may even react quite favorably, in fact, to features of alpha like the symmetry--or irrelevancy of position--and associativity of conjunction implicit in the "simultaneous unseparated occurrence" of alpha graphs, this in spite of the complexities introduced by such features in, say, the translation of the graphs into ordinary notation and vice-versa. Beta, however, is a kettle of fish taken from somewhat deeper waters. Beta, we shall find, bears a relation to alpha similar to that borne by the ordinary first-order predicate calculus to the ordinary CFC. But as was indicated in the Introduction, the "individual variable" and the method of quantification in beta are, apparently, radically different from the corresponding elements in the ordinary predicate calculus. While intuition may give willing assent to the characteristic features of alpha, it is possible that it may be a bit more hesitant about beta. But a careful examination of beta should lead to a more willing acceptance of its features; such an examination will be the aim of this chapter.

The project of chapter i was a comparison of the alpha system with the ordinary CPC. As we might infer from the remarks we have just made, the project for beta will involve a comparison of beta with ordinary classical predicate calculus. We shall, in fact, compare beta with the complete classical first-order calculus with identity.

The notation of beta is--as we have already seen-considerably more complicated than that of alpha. We shall, then, first set down some remarks on that notation. Much of the terminology of the beta system will be explained, and a list of rules characterizing the beta graphs will be set down.

In our comparison of alpha with the CPC, we found it convenient to use two formulations of the CPC. Similariy, we shall here employ two formulations of the first-order calculus with identity. The first, $F_{r}$, will--like $P_{r}$ of chapter i--have conjunction and negation as primitive operators; the other, $F_{w}$, will use implication and constant false proposition, as did $P_{W}$. Both systems will have the universal quantifier and the sign of identity as primitive. $F_{r}$ and $F_{W}$ are both full classical firstorder calculi with identity, and are "equivalent" to each other in the sense that $P_{r}$ and $P_{W}$ are equivalent.

We shall provide a set of instructions, which shali be called the (one-one) function $f^{\prime}$, and which--when applied to any beta graph $X$ as argument--will "translate" it into a unique cłosed wff-ccalled $f^{\prime}(X)$-of the logic $F_{r}$ •

We shall also provide a set of instructions, to be called the (one-one* function $g^{\prime}$, which-when applied to any closed wff

A of the logic $F_{W}$--will translate it into a unique beta-graph-to be called, in this case, $\mathrm{g}^{\prime}(\mathrm{A})$.

The description of the functions $f$ ' and $g^{\prime}$ will parallel in many ways the description of the functions $f$ and $g$ of chapter i.

Then will come an investigation of "theorem generation" in beta. This will involve an explicit statement of the rules of transformation, or inference, in beta. Eere we shall show both that beta is a logic and that it is consistent.

The next step will be a proof--through a series of lemmas showing that the beta rules of transformation have analogs in $F_{r}$--that:

If a beta graph X is a theorem of beta, then the closed wff $f^{\prime}(X)$ is a theorem of $F_{r}$.
The proof of the converse of this metatheorem, however, does not follow as easily as it did in alpha, and will be taken up later in this chapter.

Then we shall achieve a most remarivable result. We shall show that:

A closed wff $A$ is a theorem of the logic $F_{W}$ iff the graph $g^{\prime}(A)$ is a beta theorem.

In the process we will give what amounts to a set of semantical rules for beta, that is, a means of assigning an interpretation to any beta graph. This will enable us to say what it means for a beta graph to be valid.

We may then enter the final phase of our beta project. This will be to prove that every valid beta graph is a theorem of beta. This is, in effect, to prove that beta is complete.

Once this is done, it will follow that:
If the closed wff $f^{\prime}(X)$ is a theorem of $F_{r}$, then $X$ is a theorem of beta.

We shall thus have established that the set of beta theorems maps one-one into the set of theorems of the iirst order calculus with identity, and more importantly, that the set of theorems of the first-order calculus with identity map into the set of beta theorems. Given the natures of the mapping functions, $f^{\prime \prime}$ and $g^{\prime}$, we will then have shown beta itself to be a complete first order calculus with identity, and to have a recursively unsolvable decision problem.

### 2.1 The Set of Beta Graphs

In the Introduction we examined the beta system-at arm's length--and got some idea of what it is for a sign-complex to be a beta graph. In this section we shall look more closely at the set of beta graphs. Our purpose shall be two-fold; we wish:
(1) To recursively characterize the set of beta graphs, and in the process to say what it means for two beta graphs to be identical, and
(2) To lay the groundwork for the definition of the functions which will translate beta into an ordinary logic and vice-versa.

The characterization of the set of alpha graphs offered us no problem at all. Given the set of minimal alpha graphs and the "operations" $S(X)$ and $J\left(X_{1}\right.$, . . . $\left.X_{n}\right)$, we were easily able
to characterize the set of alpha graphs.
As might be gathered from the Introduction, beta will be more difficult to handle than was alpha. It is fairly evident that beta, with its "spots," is a "calculus of predicates." And among the signs of beta is that protean "line of identity" (which we shall often abbreviate as "II"); this sign is sometimes itself a graph--and then has a propositional interpretation--and sometimes, as we remarked in the Introduction, a kind of "bound variable." The presence of the II in the vocabulary of beta considerably complicates both the characterization of the set of beta graphs and the definition of "translation functions" paralleling alpha's $f$ and $g$.

Let us now define a term we shall find quite useful in our treatment of beta. We shall call a II "geodesic" between two points on the SA iff it connects those points, crossing only the cuts which may be between them, and each of those cuts only once.

We shall now provide a set of rules which will characterize the set of beta graphs. These rules might also be considered rules for the "generation" of any beta graph.
2.Ii The "null-graph," $b$, is a beta graph.
2.1ii $\quad$ _I--a LI situated entirely in one area with no connections or branchings is a beta graph; we shall say this graph has two "Ioose ends," which are the end points of the II.
2.Iiii ' $\quad$ :--the complex consisting of 3 II's connected at one point, all in the same area, and with no other
other connections or branchings is a beta graph; this graph has 3 "loose ends."
 each of its $n$ hooks, the entire complex in the same area, and none of the LI's having any other connections or branchings is a beta graph; this graph has n "loose ends."
2.Iv Where $X$ is a beta graph and has $n$ loose ends, $S(X)$ is a beta graph and has $n$ loose ends.
2.Ivi Where $X_{1}, \ldots, X_{n}, n 2$, are $n$ beta graphs admitted by rules 2.lii-v above, and the total number of loose ends in these $n$ graphs is $m$, then $J\left(X_{1}\right.$. . . $\left.X_{n}\right)$ is a beta graph and has $m$ "loose ends."
2.Ivii Where $X$ is a beta graph having $n$ loose ends, and $X$ ' is like $X$ except for having two of those ends connected by a geodesic LI, then $X$ ' is also a beta graph, and has n-2 loose ends.

It should be fairly clear that these rules will admit all and only the sign complexes which Peirce would consider beta graphs. Two beta graphs are identical iff they have identical "histories of generation" by the above rules.

It is evident that for the generation of a given beta graph by these rules, the insertion by rules 2.lii-iv of certain signs involving LI's is essential to the generation of that graph. To put it another way, we may say that for the description of the "LI network" of a given graph, it is necessary that we know the locations in that graph of certain "critical points"
in that network. These "critical points" are:
(I) The places where II's connect to hooks of spots,
(2) Branchings in LI's,
(3) The places where LI's come to "dead ends,"
(4) The places where II's become "non-geodesic."

In the "generation" of a beta graph by rules 2.li-vii, these are the points which must "get into" the graph through rules 2.liiiv. The remainder of the II network of the graph may be "filled in" by rule 2.lvii.

A comment on (4) above may be in order. If a LI is non-geodesic between two points, a little thought will tell us that there is at least one place along its length where it crosses a cut and then re-crosses the same cut thus:


Such LI formations will be called "loops." Consider any nongeodesic II, snaking its way through a beta graph. If this II were to be broken at all its loops, like this:

it is obvious that each of the LI's resulting from such breaking would be geodesic. If we wish to picture to ourselves the "generation" of a beta graph containing non-geodesic LI's (which is the same as saying, "Containing loops"), we may imagine that LI's with two "dead ends" are first inserted by rule 2.lii at places
in the graph where loops will eventually appear; the connections which will then "create" the loops may be made by 2.lvii. So, justified by 2.lii we have:


And then justified by 2.1vii:


The other three kinds of critical point in the II network require, I think no further explanation. We shall see that these "critical points" play an important role in the translation of beta into an ordinary logical system in such a manner that $X$ and $Y$ translate as the same formula in ordinary logic iff the graphs $X$ and $Y$ are identical, that is, have the same "history of generation."

We will here note one special but unimportant kind of LI formation; if a LI "twists back on itself" and joins end to end, all in the same area, to form the graph:

(This is not a cut, but a LI) with no branchings and homeomorphic to a circle, that LI we shall call the "cyclic graph."

We may alsc add, as a bit of nomenclature, that we shall ssy that a LI "terminates" when and only when either it comes to a dead end, connecting to nothing, or it joins two other LI's at a branching.

### 2.2 The Beta Graphs and the WFFs of Classical Predicate Calculi

2.21 The Systems $F_{r}$ and $F_{W}$

As was the case in Section 1.2 of our investigation of alpha, we shall set out two systems of classical logic; in this case these will be systems of first-order predicate calculus with identity. The systems themselves will be called $F_{r}$ and $F_{w}$; we shall be interested in a particular subset of the set of wfis of each of these systems, the set of closed wffs (for closed wfi we shall write "cwff"). The sets of cwffs of $F_{r}$ and $F_{w}$ respectively will be $\left(F_{r}\right)$ and $\left(F_{W}\right)$, and we shall specify what it is to be a cwff.

We shall employ the upper-case letters at the beginning of the Roman alphabet as metalinguistic variables for wffs and for predicates, and the lower-case letters at the beginning of the Roman alphabet as variables for individual variables. The letters 'x', 'y', . . . , will, as usual, be the individual variables themselves. An upper case letter will normally represent a predicate oniy when it is followed by a sequence of lowercase letters, which will represent or be the arguments of that predicate. " $\left.\right|_{\bar{R}} A$ " shall mean "the closure of $A$ is a theorem of $F_{r}, "$ and $\left.\right|^{\prime} A^{\prime \prime}$ shall mean "the closure of $A$ is a theorem of $F_{w^{*}}{ }^{\prime \prime}$ The notion of closure is as in the revised edition of Quine's Mathematical Logic.

The primitive signs $\dot{\text { of }}$ the system $F_{r}$ are: A denumerable infinity of signs, $w, x, y, z, W_{1}, x_{1}, .$. . called the "indiVidual Variables, " the signs '(', ')', '-' as in $P_{r}$, the sign '=1, a constant dyadic predicate called "the sign of identity."

The rest of the signs of $F_{r}$ are "variable predicate symbols," which we need not show, and each of which has associated with it a natural number $\geqslant 1$ called its "degree."

The primitive signs of $F_{W}$ are: individual variables and variable predicate symbols as in $F_{r}$, the signs ' $C$ ' and ' 0 ' as in $P_{W}$, the sign 'I', a constant dyadic predicate called "the sign of identity," and the sign $1 \prod_{1}$, called the "sign of the universai quantifier."

Again, we shall assume all the standard definitions, including that of the existential quantifier. Note that the kind of notation used in practice is frequently a matter of convenience. It will be recalled that sometimes in our work with $P_{r}$ in chapter $i$ we used the Polish notation, even though the primitive symbols of that system are not in that notation. We did this because we feel that the Polish notation is superior to the "PM-type" notation for work in the PC. For extended work in quantificational systems, however, we prefer the "PM-type" notation; hence, we shall often, in this chapter, write out $F_{W}$ formulas in that notation. It is always to be understood, however, that a formula so presented is a definitional "abbreviation" of a formula in primitive notation.

Now, the rules of formation for $F_{r}$ are:
2.21i $r_{a}=b^{\top}$ is wf where $a$ and $b$ are individual variables. 2.2lii $r_{A a_{1}} \cdot . a_{n}$ is wf where $A$ is a predicate symbol of degree $n$ and $a_{1}$, . . . , $a_{n}$ are exactly $n$ individual variables.
$2.21 i i^{r}{ }^{r}(A)^{7}$ is wf where $A$ is wf.
2.2lif $\Gamma_{A B}$ is wi where both $A$ and $B$ are wi. 2.21v $\Gamma_{(a)(A)}$ is wit where $a$ is an individual variable and $A$ is wi.

An occurrence of a variable a is called "bound in a whf $A$ " if it is in a wi part of $A$ of form $\Gamma_{(a) B}{ }^{7}$. Otherwise it is called "free in A." A wii in which no variable has a free occurrence is called "closed." We write "cwff" for "closed well-formedformula."

The rules of formation for $F_{w}$ are:
2.21vi 0 is wi.
2.21vii ${ }^{I_{a b}}{ }^{7}$ is $W I$ where $a$ and $b$ are individual variables. 2.2lviii This rule is the same as 2.21ii.
2.2lix ${ }^{C A B}{ }^{7}$ is wi where $A$ and $B$ are wi.
2.21x ${ }^{\circ} \prod_{a A}{ }^{\top}$ is wit where $a$ is an individual variable and A is wit.

The remarks concerning "freedom," "binding," etc. for $F_{W}$ apply here as well, mutatis mutandis.

As axioms for both systems we shall employ versions appropriate to the respective primitive notations of Quine's "axioms of quantification," $\# 100, * 101, * 102$, and $\% 103$. In addition we shall have the following axiom schemata for $F_{r}$ :

$$
\begin{aligned}
& \operatorname{H}_{\bar{R}} \Gamma_{a} \equiv a^{7} \\
& \vdash_{\bar{R}} r_{a}=b \supset . A a \supset A b^{2} .
\end{aligned}
$$

In $F_{W}$ the extra axiom schemata are:

$$
\begin{aligned}
& f_{\bar{W}} \Gamma_{I_{a a}} \\
& f_{\bar{W}} \Gamma_{C I_{a b} C_{B a B b}}{ }^{7} .
\end{aligned}
$$

The rule of inference for each system shall be an appropriate Version of Quine's $\# 104$ 。 All of Quine's metatheorems referred to here are, of course, from the revised edition of Mathematical Iogic.

### 2.22 The Translation Function fi

In chapter $i$ we showed how two functions, $f$ and $g$, might be defined. The former was a function which translated alpha graphs into formulas of an ordinary PC, and the latter translated formulas of an ordinary PC into alpha graphs. We are now prepared to present the similar "translation functions" for the beta system. These functions will relate beta to the calculi $F_{r}$ and $F_{W}$, and will be called $f^{\prime}$ and $g^{\prime}$ respectively.

We shall first consider the function $f^{\prime}$. This function takes as arguments the members of the set of beta graphs, and finds its range in the set ( $F_{r}$ ) of cwffs of $F_{r}$. For the purposes of translation, we shall add to the vocabulary of beta (temporarily) a "translation vocabulary" consisting of three spots:
(I) A unary spot, $Q$,
(2) A binary spot, I,
(3) A ternary spot, B.

We now apply the function $f$ ' to an arbitrary beta graph X. Given $X$, attach an instance of the spot $Q$ to each dead end of a II occurring in $X$.

INext, we will recall from our earlier remarks what a loop is. Wherever a loop occurs in $X$,

break it like this:

and then attach the two II ends thus freed, one to each hook of the spot L :


And then, there may be branchings in $X$. Each of them will look like this:


Erase the center of the branching thus:

and attach each of the loose ends of LI's thus formed to one of the hooks of the spot $B$, like this:


There may be "cyclic graphs" occurring in $X$. Wherever such a graph occurs, erase it and write the sign-complex ' $\left(\begin{array}{l}\text { w }\end{array}\right)(w=w)$ '. Consider this sign-complex for the moment as if it were a graph.

It is now clear that all the LI's remaining in the graph $X$
ore, must be, geodesic. Effective means are certainly available for ordering the set of LI's remaining in $X$ (we remarik in passing that there are now, of course, no dead ends or branchings left in $X$ ). Order this set, and then associate with each such II a distinct individual variable of the system $F_{r}$ (excluding 'w'). If a given II in the graph as it now stands is associated with the variable a, erase that II and write the variable a at the points in the graph which were connected by the II in question; that is, attach a to the hooks to which the II had been connected. Do this for all LI's remaining in the graph. Where $X$ was the original graph, call the version as so far transformed "X.。"
$X^{\prime}$ is a graph free of II's. Where $X$ used II's to identify arguments of spots of various kinds, $X$ ' uses individual variables. In this it is much closer to a formula of ordinary logic than was $X$. It is also much more similar to an alpha graph. In fact, we may now use an appropriately altered version of the function $f$ of chapter $i$ to convert $X^{\prime}$ to a unique wfi of $F_{r}$. If the cyclic graph occurred in the original graph $X$, let the wffe' $(\exists)(\bar{w}=w)$ be carried over into the formula we are forming unchanged. The spots $Q$, $I$, and $B$ should be associated with constant predicates $Q I$, and $B$ of $F_{r}$, the predicates being unary, binary, and ternary respectively. All individual variables shoula be carried over from $X^{\prime}$ as arguments of the predicates associated with the spots to which those individual Variables were attached in $X^{\prime}$; let the arguments of each of the predicates $I$ and $B$ be ordered alphabetically. Let each of the
variable spots in $X$ ' be associated with an appropriate variable predicate symbol in the formula being formed from $\mathrm{X}^{\prime}$. Now assign quantifiers to the variables of this formula. Begin with the alphabetically lowest variable which appears free in the formula. Where this variable is a, write the quantifier $r(\beth a)^{7}$ in such a manner that it takes as its scope exactly the least subformula of the whole formula which contains all occurrences of a. Do this for each variable in turn, in alphabetical order.

Now for each variable $a$, wherever ${ }^{\circ}{ }_{Q Q}{ }^{\top}$ occurs, replace the $r_{Q a}{ }^{7}$ by $r_{a}=a{ }^{7}$. For each $a$ and $b$, wherever $\left.{ }^{r} \Gamma_{a b}\right\urcorner$ occurs, replace it by $r_{a}=b^{7}$. For each $a, b$, and $c$, wherever $\Gamma_{B a b c}{ }^{7}$ occurs, replace it by the formula $\Gamma(J w)(a=w \cdot b=w \cdot c=w)$. This completes the instruction for $f^{\prime \prime}$. Where the graph we started out with was $X$, the cwff of $F_{r}$ we now have is $f^{\prime}(X)$. This formula is the unique translation by the function $f^{\prime}$ of the graph $X$ into the logic $F_{r}$.
2.23 The Translation Function $g^{\prime}$

The function $g$ of chapter $i$ translates the CPC $P_{W}$ into the alpha system. The function $g^{\prime}$ will perform a similar function for the first-order calculus and the beta system. Consider an arbitrary member of the set $\left(F_{W}\right)$, $A$. $A$ is a cwff; its signs may consist of individual variables, predicate signs of various degrees, the sign of identity, 'I', the sign of implication, 'c', the constant false proposition, ${ }^{10}{ }^{\prime}$, and the sign of universal quantification, $\prod^{1}$. Now in the $F_{W}$ wff $A$, let us for the
time being consider the sign complexes ${ }^{\top} \prod{ }^{2}$ (the quantifiers) as if they were themselves wffs, and immediately before each ' $\Pi$ ' insert a 'C'; call the resulting formula $A^{\prime}$ '-on the supposition that $r \prod a^{7}$ is $w f, A^{1}$ is also wf. Now apply the function $g$ (from chapter i) to $A^{\prime}$, with the following adjustments in instructions: $g$ called for the replacement of $P_{W}$ propositional variables by alpha minimal graphs, but here let the predicate signs of $A$ : be replaced by appropriate beta spots: where a predicate sign of degree $n$ is replaced by a spot (also of degree $n$, of course) let the argument variables of that original predicate sign be attached to appropriate hooks of the replacing spot. Let
 ' ${ }^{\prime}$ ', the constant false proposition, will be replaced by the simple empty cut, $S(b)$.

Now we have transformed $A$ through $A$ ' into a graph, but one without lines of identity. Turn next to the subformulas ${ }^{\text {Iab }}{ }^{7}$ in that graph. Replace the formula $I_{a b}$ with the graph

for each such formula. The motivation behind this move is easy to understand. If we had taiken the fairly obvious step of simply replacing Iab by the graph $a-b$, we would have no means of distinguishing the translation of ${ }^{\prime} \mathrm{Iab}{ }^{\prime}$ from that of ${ }^{\text {IIba }}{ }^{7}$--for $a-b$ and $b-a$ are, in the beta system, identical graphs; beta does not distinguish left from right or up from down. The arrangement of cuts in a however, distinguishes it from b-(9), and enables us to offer distinct translations for $\Gamma_{I_{a b}}{ }^{7}$ and $r_{I b a}$.

Now turn to the formulas ${ }^{\text {「 }}$ Ta＇in our graph；consider an arbitrary one of these formulas in that graph．In the original formula $A$ there is a quantifier associated with the「 $\Pi a^{7}$ we are considering in our graph．In the scope of that quantifier in A are $n$ occurrences of the variable a which n oc－ currences are bound by the quantifier in question．First of all，if $n=0$ ，that is，if the quantifier in question is vacuous， replace the $「 \Pi a$ in our graph with＇－＇，the simple＂double－ dead－end＂LI situated entirely in the area in which the ${ }^{r} \prod_{a}{ }^{7}$ stood．

But if $n \neq 0$ ，replace the appropriate $\ulcorner\Pi \vec{a}$ in our graph with the following sign－complex：


That is，replace it with a LI having $n$ branchings，at the end of each of which is the variable a（the parenthesized numerals in the above diagram are not part of the sign－complex replacing $\Gamma$ Ta ${ }^{7}$ ）。

Now we are ready to complete our translation of the original formula $A$ into a beta graph．In essence，what we are about to do is just the reverse of a step we took in our descrip－ tion of the function fi－－there we replaced geodesic LI＇s with individual variables，and here we will replace individual vari－ ables with geodesic LI＇s．So go to one of the complexes

standing in our grapi. This sign-complex corresponds to a quantifier in the original cwff A, which quantifier binds n occurrences of the variable a in A. There are, in our graph as it now stands, $n$ points--each marked by the variable a--which points correspond to the $n$ occurrences of $a$ in $A$ bound by the quantifier in question. Let each of the branchings in the above pictured complex be connected by a geodesic II to one of these points; erase each of the a's as the II's are drawn (these variables are no longer needed as place holders once the II's are present). These connections should be made in some effectively determined order; that is, we should have a mechanical procedure for telling which branch of the pictured sign-complex is to be attached to which point in the graph--we will not describe such a procedure, but it should be clear that it would be quite easy (if irrelevantly tedious) to do so.

The above procedure of replacing variables by II's should be continued until all variables in the graph have been replaced by II's. What we have when we are finished is a beta graph with its variables replaced by LI's, and with distinctive signs involving LI's replacing quantifiers and identity formulas. Where $A$ was the original $F_{W}$ cwff, the graph we now have is $g^{\prime}(A)$. 1
$I_{\text {Cf. Willard Van Orman Quine, Mathematical Logic (rev. ed.; }}$ Cambridge: Harvard, 1958), p. 70. Note the similarity between Quine's "curved line formilas" and the beta graphs which wili constitute the range of $\mathrm{g}^{\prime}$.

We must draw attention here to the fact that $g$ as described above is not, strictly speaking, one-one, but manyone. This is so because if $B$ is a mere alphabetic varient of the cwff A, then with the procedure we have outlined, $g^{\prime}(B)$ will be precisely the same graph as $g^{\prime}(A)$. As a simple example, the $F_{w}$ cwfis ' $\Pi x$ xxx' and $' \prod$ XIyy' will both translate as the beta graph


One might comment that this is not a serious difficulty; from one point of view, you might even consider that if $A$ and $B$ are merely alphabetic variants of each other, then they are essentially the same formula--from this point of view, g' as it stands would already be one-one. But I submit that there are many possible ways of making $g$ ' take account of alrhabetic variance, to yield distinct graphs as values for $g^{\prime}$ of cwifs $A$ and $B$ when $A$ and $B$ are distinct alphabetic varients of each other. Again, however, the description of such means has a definite tendency to be tedious--to be a kind of intellectual nitpicking. And it adds little to the main thrust of this paper. Hence, let us state simply that provisions may be built into g' to take care of alphabetic variance. Once this is accounted for and our explicit description of $g^{\prime}$ taken as above presented, we may assery that $g^{\prime}$ is a one-one recursive word function.

It will be recalled from chapter i that the function $g$ mapped ( $P_{\mathrm{W}}$ ) onto a recursively characterizable subset of the
set of alpha graphs, $\int_{\alpha}$. From the description we have given of $g^{\prime}$, it is clear that the beta graphs constituting the range of $g^{\prime}$ are members of a set in many ways similar to $\int_{\alpha}$. As we shall see later in this chapter, this set too is recursive, although its characterization is a bit more complex than that or $\int_{a}$. The set of beta graphs which is the range of $g^{\prime}$ we will call $p_{\beta}$.

The mode of definition of the functions $f^{\prime}$ and $g$ ' tends to suggest, at least, that beta itself may be considered a complete notational basis for the first-order calculus with identity. This may seem somewhat weird, for it is quite apparent that beta has no notation specifically for explicit quantifiers. Weird it is if we restrict our concept of "quantification" to the quantification associated with the ordinary garden-variety quantifier we are accustomed to seeing. It will be recalled that in working with the functions $\mathrm{I}^{\prime}$ and $\mathrm{g}^{\prime}$ we make no attempt to correlate beta graphs with open formulas of predicate calculi; this is because every beta graph is, in effect, a cwff. One of the functions of the II in beta is that of the individual variable. Quantification over these individual variables in beta is not accomplished by the insertion of a sign of quantification, but is implicit in a LI wherever it appears. The kind of quantification, the way the implicit quantification is to be interpreted, depends on the location in the beta graph of the II being considered. There is nothing unusual about this; it makes the kind of quantification (that is, whether the quantification is universal or existential) depend upon "truth-functional" connectives
in beta, specifically, upon the cuts in the graph by which the II is enclosed. The ordinary classical quantification depends for distinction between universal and existential quantification on truth-functional features also. '(x)' is a universal quantifier, and $1-(x)-1$ is an existential quantifier; the only difference between them is the presence of negation signs in the latter. Briefly, we may remark that a II whose outermost point in a graph $X$ is oddly enclosed in $X$ bears an implicit universal quantification in $X$; otherwise it is existential. This will become easier to see in our discussion of the theorems of beta. It is sufficient for now to note that both the function $f$ : and the function $g^{\prime}$ take account in their translations of this implicit quantification in beta.

### 2.3 Beta as a Logic

### 2.31 Theorem Generation in Beta

We now move from the study of the set of objects which qualify to be called beta graphs to the study of the subset of that set which is characteristic of beta as a logic--the theorems of beta. ye have remarked that every beta graph is to be considered a closed quantificational formula. It follows rather trivially from this that every theorem of beta will be a closed formula. This fact is not as restrictive as it might seem at first; it is true that there are formulations of the predicate calculus which recognize some open formulas as theorers, but this is by no means necessary. The system of Quine's Miathematical Logic, for exampie, is one in which every theorem is a cwff; we
have, in fact, based our systems $F_{r}$ and $F_{W}$ upon the "quantification theory" of Mathematical Logic.

Beta as a logic is built upon alpha; this becomes apparent in an examination of the set of rules for beta given in 4.505-508, for example. This means that the six rules of inference for alpha are to be considered to apply to beta graphs as well, insofar as the transformations wrought by these rules do not affect the II's of a graph; in addition, the logic beta will contain what we may call extensions of these rules for cases involving transformations affecting LI's; we shall discuss this presently.

We will recall that the single axiom for alpha is the simple null-graph b. As we noted in the Introduction, Feirce indicates that another graph is to be what we would call an axiom for beta (4.567). For our purposes, we may take this graph to be the doubly terminating II--the II with two dead ends--standing alone on SA, with no branchings or connections. It is evident that given this graph as axiom and the rule $R_{\text {ers }}$, $b$ may be derived as a theorem of beta. Let us then say that the double-dead-end LI standing on SA is the only axiom of beta.

In beta we have, as we have mentioned, the six alpha rules of transformation. In this sense beta is founded upon alpha just as quantification theory is founded upon the PC. There are also certain specific beta extensions of these rules which we shall now list (CI. 4.505-508). Note that we use the same notation for these rules as we did for the alpha rules; the conditions we list here are to be considered clauses extending
the alpha conditions for the respective rules of transformation.
Following, then, are the "extending clauses" for the rules of transformation as they shall be employed in beta:
$R_{i n s}(Y, X):$ Is true provided $Y$ is exactly like $X$ except that in an oddly enclosed area where $X$ has two II dead end termini, $Y$ has not those two termini but a continuous II joining the points in $Y$ corresponding to the points in $X$ to which the terminating II's were connected (this rule, in other words, permits the joining of two "Ioose ends" in an oddly enclosed area).
$R_{i t r}(Y, X): \quad$ Is true provided either:

1. $Y$ is exactly like $X$ except that at a point Where $X$ contains a continuous segment of II, Y contains a branching with two of the branches connected respectively to the points connected by the continous II in $\bar{X}$ and the third coming to a dead end with no cutcrossings, or
2. $X$ contains at some point a "dead end" II, and $Y$ is identical to $X$ except for having that dead end extended geodesically to any point in $Y$ enclosed by at least all the cuts by which the original dead end in $X$ was enclosed, or:
3. We shall call the "boundary" of a subgraph 2 of a beta grapk $X$ an "imaginary self-returning

IIne" homeomorphic to a circle which might be drawn in $\bar{X}$ to enclose that subgraph; all, in fact, that is within that boundary will be considerea the subgraph $Z$. The boundary may intersect II's, but may not intersect cuts--the contents of the boundary is then a wf beta graph itself. Now, if a beta graph $Y$ is exactly Iike a beta graph $X$ except that while $X$ contains somewhere a subgraph $Z$ (that is, a boundary could be drawn somewhere in $X$, the entire contents of that boundary being Z), Y contains--at some point enclosed by at least all the cuis enclosing the original Z--another instance of the entire contents of the boundary of the subgraph Z--if all this is true, then $R_{i t r}(Y, X)$ is true. Or,
4. Xiand $Y$ are as described in clause 3 above and in addition, some point (or points) on an II (or II's) belonging to the second occurrence of $Z$ in $Y$ (that is, within the boundary of that occurrence of $Z$ ) but outside any cuts belonging to $Z$ is connected (are connected) to a geodesic II (II's) running from the corresponding point (points) in the original instance of $Z$ into the area in which the new instance of $Z$ in $Y$ has been
scribed. The connections are always to be made in that area, and the "geodesic II" may have "branching points" along its length; that is, it may actually be composed of a number of LI's connecting at branching points.
$R_{b c l}(Y, X):$ Is true as provided in chapter i for the alpha system, and in addition, it is true if the two cuts of the biclosure present in $Y$ but not in $X$ intersect II's in such a manner that the intersected segments of LI's pass from entirely outside the outer to entirely inside the inner cut--no branching, loops, dead ends, or any other kind of graph is permitted in the annular space between the two cuts of the biclosure. The only signs that may be there are the II's enroute from outside to inside the biclosure.
$R_{\text {ers }}(Y, X):$ Is true iff $R_{\text {ins }}(S(X), S(Y))$ is true.
$R_{\text {dit }}(Y, X):$ Is true iff $R_{\text {itr }}(X, Y)$ is true.
$R_{n b c}(Y, X)$ : Is true iff $R_{b c I}(X, Y)$ is true.
Thus do we state, for the purposes of this chapter, the beta versions of the rules of transformation, which in the Introduction were numbered 0.07 to 0,12 . As is evident, these rules are not easy to express in English (or French, German, or Sanskrit, for that matter); but notwithstanding the complexity of their statement, they are intuitively not at all difficult to grasp. At this point it might be a good idea to review the examples of
the applications of these rules which are presented in the Introduction.

We may now move to the statement of a metatheorem which parallels $* 1.01$ in the alpha chapter:
*2.01 Beta is a Logic.
PROOF: Immediate from our definition of "logic" and the above statements regarding the axiom and rules of inference of beta.

Alonzo Church ${ }^{\text {l }}$ makes use of the notion of the "associated form of the propositional calculus"--abbreviated "afp"--in order to show that a first-order predicate calculus which he presents is consistent. We here introduce an analogous notion for the beta system; we shall speak of "the associated form of the aipha system" or "afa" of a given beta graph. It is clear that the spots of beta may be correlated one-one with the members of the set $M_{a}$ (aside from b), the minimal graphs of alpha. Perform such a correlation, and for any beta graph X , replace each spot of X with its associated minimal graph of alpha; in the process, erase the entire LI network of $X$. The result of applying these instructions to a beta graph $X$ is an alpha graph, and this graph will be called the afa of X .
*2.02 If $X$ is a theorem of beta, then the afa of $X$ is a theorern of alpha.

PROOF: The introduction of any spot with its connected LI'smthe initial introduction--into a beta graph is exactly like the initial introduction of an alpha minimal graph in the proof of

[^5] (Princeton: Princeton, 1956), I, pp. 180-81.
an alpha graph in that that introduction requires an application of $R_{i n s}$. Furthermore, all the beta rules of inference as they apply to iransformations involving spots and cuts are directly parallel to the alpha rules of transformation, prescinding from the effect these beta rules may have upon any LI's present. If, then, there is a proof for the beta graph $X$, then there is a proof in alpha directly paralleling the proof of $X$; where the proof of $X$ performs some transformation involving a spot, the proof in alpha performs an analogous transformation involving on alpha minimal graph associated with the spot in question. The proof in alpha has no steps paralleling those in beta which affect only II's, but this makes no difference, as these steps do not affect the location, etc., of the spots in X. But if such a proof exists in alpha, it is, by the definition of afa, a proof of the afa of $X$. Thus if $X$ is a beta theorem, the afa of $X$ is an alpha theorem. $* 2.03$ Beta is consistent.

PROOF: It is clear that not every beta graph has an afa which is a theorem of alpha--an arbitrary spot with its II's at its hooks, the whole complex standing alone on SA is an example of such a graph. But by $* 2.02$ through modus tollens, then, there are beta graphs which are not theorems of beta, and beta is consistent.
2. 32 The Iogic Beta in the System $F_{r}$

In section 2.22 we defined a function $f^{\prime \prime}$ which maps the set of beta graphs into the set of cwffs of $\mathrm{F}_{\mathrm{r}}$. Our project now is to show that whenever $X$ is a theorem of beta, $f^{\prime}(X)$ is a
theorem of $F_{r}$. We state first the following lemma:
LEMMA. 2.04 Where $X$ is the axiom of beta, $f^{\prime}(X)$ is a theorem of $F_{r}$.
PROOF: The axiom of beta is a simple double-dead-end II standing alone on SA. Then, by the definition of $f^{\prime}, f^{\prime}(X)$ is the cwff $\Gamma_{( }\left(\exists_{a}\right)(a=a \cdot a=a)^{7}$. This is trivially a theorem of the calculus $F_{r}$.

This lemma shows that the axiom of beta is correlated by $f$ to a theorem of $F_{r}$. We now move to lemmas concerning the beta rules of inference; so far as the "alpha clauses" of these rules are concerned, we know by our work in chapter i that they "hold" in $F_{r}$, since $F_{r}$ is, essentially, "based on" the CPC $P_{r}$.

LEPTA 2.05 Whenever, for beta graphs $X$ and $Y, R_{\text {ins }}(Y, X)$
is true, then if $f_{\bar{R}} f^{\prime}(X)$, then $f_{\bar{R}} f^{\prime}(Y)$.
LEMMA 2.06 Whenever, for beta graphs $X$ and $Y, R_{\text {ers }}(Y, X)$
is true, then if $f_{\bar{R}} f^{\prime}(X)$, then $f_{\bar{R}} f^{\prime}(X)$.
PROOF: (As we will recall, " $f_{\bar{R}} A$ " is to be read, "The closure of $A$ is a theorem of $F_{r}{ }^{\prime \prime}$ ) Based on our work in chapter $i$ (lemmas 1.03 and 1.04) we may take it as fairly evident that the following hold:

If $\hat{K}_{\bar{R}}{ }^{P_{P}}(B)^{7}$ and $\hat{K}_{\bar{R}} \Gamma_{D} D_{B}{ }^{7}$, then $\hat{V}_{\bar{R}} \Gamma_{P A}(D)^{7}$, and
If $\hat{F}_{\bar{R}} \Gamma_{P}^{C}(B)^{2}$ and $t_{R} r_{B} \supset D^{2}$, then $f_{\bar{R}}{ }^{r_{P}^{C}}(D)^{7}$.
Now let us take as hypotheses:
For beta graphs $X$ and $Y, R_{\text {ins }}(Y, X)$ is true

$$
\begin{equation*}
t_{R} f^{\prime}(x) \tag{3}
\end{equation*}
$$

Now let us define as "PrensA)" some specific prenexnormal form of the cwff A; we then have:
(4), Df. $\operatorname{Pren}(A)$
$\psi_{\vec{R}} \operatorname{Pren}\left(f^{\prime}(X)\right)$
By (3) and the definition of $R_{\text {ins }}$, there are, in an oddly enclosed area of the graph $X$ two "loose ends" of LI's, which loose ends are connected in the graph Y. Hence, by the definition of the function $f^{\prime}, \operatorname{Pren}\left(f^{\prime}(X)\right)$ may be represented by the schema $\Gamma^{A}(a=a \cdot b=b)^{\top}$, where $\Gamma_{a}=a^{7}$ and $\Gamma_{b}=b^{7}$ are associated respectively through $f^{\prime}$ with the two loose ends in question. It should be clear that we have replaced $f^{\prime}(X)$ by one of its prenex normal forms to get any quantifiers which may have been introduced by $f$, out of the way. But now, since $\Gamma_{P^{A}}(a=a \cdot b=b)^{7}$ is the same formula as $\operatorname{Fren}\left(f^{\prime}(X)\right)$, we have by (5) above:

$$
\begin{equation*}
Y_{\bar{R}}{ }_{P}^{A}(a=a \cdot b=b)^{7} \tag{6}
\end{equation*}
$$

But by the laws of $F_{r}$, it is triviaily true that:

$$
\begin{equation*}
t_{R} r_{a}=b \supset . a=a \cdot b=b^{7} \tag{7}
\end{equation*}
$$

Then, by (1), (6), (7):

$$
\begin{equation*}
f_{R}{ }^{P_{P}^{A}}(a=b)^{7} \tag{8}
\end{equation*}
$$

By Df. R ins , the graph $y$ differs from the graph : only in having the two "loose ends" in question connected; the "individuals" represented by these two "loose ends" in $X$ are then identified in $Y$. Step (8) shows that the same identification may be accomplished in the system $F_{r}$. There should be no trouble in seeing, given the definition of $f^{\prime}$ and $R_{i n s}$ and the substitutivity of identity, that ${ }^{r} P^{A}(a=b)$ is a prenex normal form such that:

$$
\begin{equation*}
t_{\mathrm{R}}{ }_{P} \mathrm{P}^{\prime}(a=b)=\mathrm{P}^{\prime}(\mathrm{Y}) \tag{9}
\end{equation*}
$$

Then: by (8), (9)
$f_{\mathrm{R}} \mathrm{f}^{\prime}(\mathrm{y})$
This proves the first of the two leman involved. The
relation of the second of these lemmas to the first is fairly clear, and once the first has been proven, the proof of the second should offer no difficulty. 1

We now turn to two more lermas:
LEMTA 2.07 Whenever, for beta graphs $X$ and $Y, R_{i t r}(Y, X)$ is true, then if $f_{R} f^{\prime}(X)$, then $F^{\prime} f^{\prime}(Y)$.
LEMMA 2.08 Whenever, for beta graphs $X$ and $Y, R_{\text {dit }}(Y, X)$ is true, then if $F_{\bar{R}} f^{\prime}(X)$, then $F_{R^{\prime}} f^{\prime}(Y)$. PROOF: Recall that fors $R_{\text {itr }}$ (and $R_{\text {dit }}$ is just the converse of $R_{\text {itr }}$ ) there are four basic cases to be considered:

1. When $X$ is transformed into $Y$ by the extension of a branch from a LI.
2. When $X$ is transformed into $Y$ by the extension inwards of the loose end of a LI.
3. When $X$ is transformed into $Y$ by the iteration of a subgraph $Z$ (defined by the notion of the "boundary" of a subgraph) in the same area or inwards.
4. When $X$ is transformed into $Y$ by an iteration as in 3, with the mairienance of certain LI connections. (For details, see the original statements of the definitions of $R_{\text {itr }}$ and $R_{\text {dit }}$ earlier in this chapter.)

For all of these cases, the following hypotheses will hold:
hyp.
for beta graphs $X$ and $Y, R_{i t r}(Y, X)$ is true (I)
hyp.

$$
\begin{equation*}
f_{R} f!(x) \tag{2}
\end{equation*}
$$

Now let us consider the first case. Here $Y$ differs from $X$ only in having, at some point, a branch (with loose end)
extending from an II where $X$ has no such branch. Let a be the variable in $f^{\prime}(X)$ associated with the LI involved (that from which the branching is to be extended). The cwff $f(x)$ will then contain at some point a subformula, a function of a containing all occurrences in $f^{\prime}(X)$ of a, Aa . The cuff $f^{\prime}(X)$ contains a similar subformula in conjunction with a formula which by fi represents a branching with a loose end. By fl, the conjunction occurring in $\mathrm{fl}^{\prime}(\mathrm{Y})$ in place of Aa will be of general form

$$
\begin{equation*}
{ }^{r}(\exists \mathrm{~b})(\exists \mathrm{c})(\exists \mathrm{w})(a=\mathrm{w} \cdot \mathrm{~b}=\mathrm{w} \cdot \mathrm{c}=\mathrm{w} \cdot \mathrm{c}=\mathrm{c} \cdot \mathrm{Ab})^{\top} \tag{3}
\end{equation*}
$$

where the three formulas involving 'w' represent the branching itself, and $\Gamma_{c}=c$ represents the new "loose end" itself. But clearly, in $\mathrm{F}_{\mathrm{r}}$,

$$
f_{\bar{R}} r_{A a} \equiv(\exists b)(\exists c)(\exists \mathrm{w})\left(a=w_{0} b=w_{0} c=w_{0} c=c \cdot A b\right) \quad \text { (4). }
$$ Then, since $\mathrm{I}^{\prime}(\mathrm{Y})$ differs from $\mathrm{I}^{\prime}(\mathrm{X})$ only in having the equivalent of (3) where $f^{\prime}(X)$ has the simple $A a$, by the substitutivity of the biconditional, ( $Z$ ), and (4) we have

$$
\begin{equation*}
\hat{K}_{\bar{R}} f^{\prime}(Y) \text { for case } \tag{5}
\end{equation*}
$$

We now consider the second case. Here $Y$ differs from $X$ only in having the loose end of a LI "extended geodesically" inwards from the original position it occupied in X . This means, by Df. $f^{\prime}$, that somewhere in $f^{\prime}(X)$ there will be a subformula $\left.\Gamma_{a}=a\right\urcorner$ corresponding to the loose end in $X$ and the scope of and bound by a quantifier ${ }^{r}(\exists a)^{r}$, and that in $f^{\prime}(Y)$ that formula $r_{a}=a^{7}$ will not be where it was in $f^{\prime}(X)$, but will be eisewhere in the whole formula, though still in the scope of and bound by that same quantifier (we know from Df. f' that $r_{a}=a$ in $f^{\prime}(Y)$
must be within the scope of at least all the negation signs within whose scope $a=a$ is in $f(X)$--this all is guaranteed by the fact that the II in question is to be extended geodesically inwards. In all other respects $f^{\prime}(X)$ and $f^{\prime}(Y)$ are the same. But we have as an axiom of $F_{r}$ that

$$
\begin{equation*}
F_{R} r_{a}=a^{7} \tag{6}
\end{equation*}
$$

It should be quite clear from the nature of $F_{r}$ and (6), then, that whenever $f^{\prime}(X)$ and $f^{\prime}(Y)$ differ only as we have said they do, then

$$
\begin{align*}
& f_{\bar{R}} \Gamma_{f^{\prime}}(X) \equiv f^{\prime}(Y)  \tag{7}\\
& f_{\bar{R}} f^{\prime}(Y), \text { for case } 2 \tag{2}
\end{align*}
$$

We turn now to the other cases of the rule $R_{i t r}$. Although the statement of these cases looks very complicated, what they do in terms of the function $\hat{\rho}^{\prime}$ is really quite simple. We may recall the function of the rule $R_{i t r}$ in the alpha system. This rule permits us to iterate a subgraph within the same area or "invards." For the purposes of the beta version of this rule, we have defined subgraph through the notion of "boundary" in a graph. Let us ask, first of alI, what we do when we iterate the contents of a "boundary" within a beta graph according to clause 4 of the definition of $R_{i t r}$, supposing that each distinct II outside all cuts in the iterated subgraph is connected by geodesic II to the corresponding LI in the original instance of that subgraph. If there are no such II's outside all cuts in this subgraph, then the iteration is simply an ordinary alpha iteration, justified by lemma 1.07. If there are such II's, and all the connections are made as stated, the situation is
not really too different. What such connections in $Y$ assert is the identity of certain individual variables in $f^{\prime}(Y)$. Where $Z$ is the iterated graph, and $a_{1}$, . . ., $a_{n}$ are the $n$ variables in $f^{\prime}(Z)$ which are associated with the $n$ LI's connecting the original and the new instances of $Z$, we are assured by the requirement of $R_{\text {itr }}$ (that such connected points be outside all cuts in 2 ) and by the definition of fl that all occurrences of the $a_{1}$, . . , $a_{n}$ in $f^{\prime \prime}(Y)$ will be in the scope of the appropriate quantifiers, that no quantificetions will be changed by the iteration. Indeed, the adjustment of the scope of the quantifiers as they occur in $f^{\prime}(X)$ to that as they occur in the formula with iteration, $f^{\prime}(Y)$, will require, at most, the movement to the right of a right parenthesis, the scope of each such quantifier in $f^{\prime}(Y)$ being included within the scopes of exactly the same negation signs in $f^{\prime}(Y)$ as was the scope of the correlate quantifier in $f^{\prime}(X)$ 。 Other than the relatively minor adjustments in scopes of quantifiers in $f^{\prime}(Y)$, the justification of the transformation from $f^{\prime}(X)$ to $f^{\prime}(Y)$ by $R_{i t r}$ in this case is basically the same as the justification of the transformation from $f(X)$ to $f(Y)$ in lemma 2.07 of chapter i. Thus we see that there is no trouble justifying the iteration of the "contents of a boundary" in a graph $X$ when each LI within that bounciary and outside all cuts in that boundary is connected by geodesic II to its correlate II in the new instance of the "contents of that boundary."

Now note that any "significant" iteration is made into an evenly encl osed area (for any graph may be inserted in an oddly enclosed area by $R_{i n s}$ ). Suppose that such an iteration has
been made, with all II's outside all cuts in $Z$, the iterated graph, being connected by geodesic II to the correlate II's in the original instance of $Z$. Since the iteration has been made into an evenly enclosed area, any or all of these geodesic II's may be broken by Rers (which has already been shown to have an analogous derived rule of inference in $F_{r}$ ) and withdrawn by clause 2 of $R_{\text {dit }}$ (which also may be considered to have a correlate derived rule of inference in $F_{r}$, by our previous work in this proof). If all such II's are broken and withdram, the result is the same as that allowed by clause 3 of $\mathrm{R}_{\text {itr. }}$. From the informal argument we have offered, then, I think that it is fairly easy to accept that when, for beta graphs $X$ and $Y, R_{i t r}(Y, X)$ is true in the cases 3 and 4 mentioned at the start of this proof, and at the same time $f_{\bar{R}} f^{\prime}(X)$, then also $f_{R} f^{\prime}(Y)$. We have dealt above primarily with $R_{i t r}$. It is safe to say, I believe, that no elaborate arguments need be offered in support of lemma 2.08, which asserts the existence in $F_{r}$ of a derived rule of inference analogous to $R_{\text {dit }} \cdot R_{\text {dit }}$ is the exact converse of $R_{i t r}$, and it is clear that lemmas 2.07 and 2.08 stand or fall together. We may then say that, in effect, we have shown that these lemmas both hold for $R_{\text {itr }}$ and $R_{\text {dit }}$ as previously defined.

LEMMA 2.09 Whenever, for beta graphs $X$ and $Y, R_{b c l}(Y, X)$ is true, then if $f_{\bar{R}} f^{\prime}(X)$, then $F_{\bar{R}} f^{\prime}(Y)$.
ITHMA 2.10 Whenever, for beta graphs $X$ and $Y, R_{n b c}(Y, X)$ is true, then if $f_{R} f^{\prime}(X)$, then $f_{R} f^{\prime}(Y)$.
PRCOF: We may say that there are two basic cases to deal with in
this proof. The first of these is when the two cuts in the biclosure which stands in $Y$ but not in $X$ intersect each II involved as that II stands in $X$ no more than once (once, that is, for each of the cuts). In this case, these lemmas follow immediately from substitutivity of the biconditional and the theorem-schema

$$
\psi_{\bar{R}} r_{A} \equiv--A
$$

The other of these basic. cases occurs in transformations of the following kind:


That is, it occurs when loops are introduced into the graph (or removed from it) by applications of $R_{b c l}$ (or $R_{n b c}$ ). We shall argue very simply here. Note that the translation through is of the graph to the left in the above diagram would be of the general form

$$
\stackrel{r}{-(\exists a)(\mathrm{Aa} \cdot \mathrm{Ba})^{7}, ~}
$$

and that of the graph to the right would be

$$
{ }^{5}(\exists a)(\exists b)(a=b \cdot-(A a \cdot B b))^{7}
$$

Quite trivially in $F_{r}$ we have

$$
-\bar{R}^{r}-(\exists a)(A a \cdot B a) \equiv-(\exists a)(\exists b)\left(a=b_{0}--\left(A a_{0} B b\right)^{7}\right.
$$

This with the substitutivity of the biconditional shows that lemmas 2.09 and 2.10 hold in the above shown special case. There would be no trouble in extending the argument to more complex cases.

We may move imediately to the metathe orem to which these lemmas have been leading:
$\because 2.11$ If a graph $X$ is a theorem of beta, then $f_{R} f^{\prime}(X)$.

PROOF: Immediate from the preceding lemmas. By 2.04 we know that there is a proof in $F_{r}$ for $f^{\prime}$ of the axiom of beta, and by 2.05-2. 10 we know that when there is a proof in beta leading from a theorem $X$ of beta to a theorem $Y$, and $f^{\prime}(X)$ is a theorem of $F_{r}$, then there is a proof in $F_{r}$ for $f^{\prime}(Y)$. Thus the metatheorem holds.

Thus the function $f^{\prime \prime}$ relates beta and $F_{r}$ in one of the ways that $f$ relates alpha and $P_{r}$. As we suggested earlier in this chapier, the proof of the converse of $\%$ 2.ll--that is, the completion of the proof that $f^{\prime}$ is a full-fledged mapping of the beta theorems into the $F_{r}$ theorems--must await further developments in this chapter.
2.33 The System $F_{W}$ in the Logic Beta

The conclusions of the preceding section are not startling. $F_{r}$ is, after all, a powerful system--the complete firstorder calculus with identity. That would be surprising, however, is to find that the set of theorems of such a calculus maps one-one into the set of beta theorems. It would be surprising from a formai point of view, because the notation oi beta is so different from that of ordinary first-order calculi and because beta has no explicit quantifier, as well as because the beta-characteristic clauses of the rules of transformation seem so directly analogous to the purely alpha parts of the rules.

It would also be surprising historically, because although Feirce may be credited with being one of the midwives attending the birth of the modern quantifier, he seems--in his
"algebra of logic"--never to have developed or even to have tried to develop a complete quantificational logic. If beta turns out to be, in effect, a complete first-order calculus with identity, it must be rated as a significant and remarizable accomplisment of a remarkable man, C. S. Feirce.

Again we shall enter into a series of lemmas leading up to the conclusions of this section. First of all, a lemma concerning the rule of inference in $F_{W}$.

LEMAA 2.12 Whenever, for $F_{W}$ wfis $A$ and $B, g^{\prime}(A)$ and $g^{\prime}(A \supset B)$ are both beta theorems, then so too is $g^{\prime}(B)$.
PROOF: Eractly as for the proof of the "derived rule of detachment" in alpha, lemma 1.15. This is quite clearly. a "derived Version" in beta of Euine's *IO4. The rule $\because 104$ reads, "If $A$ and ${ }^{\prime} A D B^{7}$ are theorems, then $B$ is a theorem." In the system of Mathematical Logic--and so in $F_{W}-a l l$ theorems are cwfis; therefore, the statement of $\% I 04$ guarantees that both $A$ and $B$ be cwfifs, and so have, in effect, no variables in common. The graph $g^{\prime}(A \supset B)$ will then be of form:


There will be no LI's connecting $g^{\prime}(A)$ and $g^{\prime}(B)$; thus as we mentioned, the proof follows exactly as in lemma 1.15. For beta, we may call this derived rule " $\mathrm{R}_{1 \mathrm{O}_{4}}$ "

This last lemma shows that Quine's "axiom of quantification" $\approx 104$ "holds" in the beta system. We now move to a
consideration of the other "axioms of quantification." First of all, we shall make some remarks concerning the set of "axioms" admitted by Quine's $\% 100$.

Quine's $\approx 100$ (taken now for our system $F_{W}$ ) reads, "If A is tautologus, $f_{W} A . "$ It admits as axioms, then, the closures of all tautologous wffs of the system. Now, it will be recalled ${ }^{\text {l }}$ that given the axiom schema

$$
\begin{equation*}
r_{C} \delta I C \delta O \delta p \tag{I}
\end{equation*}
$$

where 'O' and 'I' are constant false and true propositions respectively and ' $\delta$ ' is as we explained in chapter i, and given the rules of detachment and substitution for variables, we have a complete basis for the CPC; we have a system within which may be proven any CPC theorem, any member of the set of tautologous wfis of the system.

Note now the following schema:

$$
{ }^{r} \delta I \supset . \delta 0 \longmapsto\left(a_{n}\right) \cdot \cdots\left(a_{2}\right)\left(a_{1}\right) \delta A, n \geq 0
$$

The schema of (2) is to be considered closed, to contain no free variables. The use of ' $\delta$ : is as it was in (1); where $A$ is a Wff of $F_{W},{ }^{\top} \delta A^{7}$ is a wff of $F_{W}$. In (2), $A$ is any wff of $F_{W}$ (subject to a restriction which will follow), ${ }^{\prime} O^{\prime}$ is the constant false proposition, and 'l' is the definitional abbreviation of ${ }^{\prime} 0$ D0'. We specify that where a1, a2,. . . , amare the m distinct variables which are free in $A$, in the schema of (2), then each of these $m$ variables is free at every occurrence in rסA. This precludes the "capturing" of any of A's free

$$
I_{\text {Cf. }} \text { Prior, p. } 366 .
$$

variables by quantifiers which may be "lurking" in the contert $\delta$ 。

It should be evident that (2), when things are as we have stated them to be, is a theorem schema of $F_{W^{\circ}}$ But more interesting is the set of theorems which may be derived from (2) through the rule of inference $\% 104$. A little thought (in the light of the properties of the schema of (1)) will reveal that the set of consequences of (2) by $\% 104$ inciudes the entire set of cwfis of $\mathrm{F}_{\mathrm{w}}$ which are either themselves tautologous (this is When, in (2), $n=0$ ) or are formed by prefixing a string of universal quantifiers to a "most general" tautologous wfif of $\mathrm{F}_{\mathrm{w}}$. A "most general" tautology is one which contains no unnecessary identifications of free variables. Thus, while 'Ax $\triangle B y . D:$
 both tautologies, and both belong to the same tautologous schema, the latter contains "unnecessary identifications" of free variables; the former, containing no such unnecessary identifications, is a "most general" tautology.

If a system, then, contains all the consequences of (2) by $\% 104$ and contains as well a theorem schema of the general form:

$$
\begin{align*}
& \Gamma\left(a_{n}\right) \cdot\left(a_{j}\right) \cdot\left(a_{1}\right) \cdot \cdot\left(a_{1}\right) A D \\
& \left(a_{n}\right) \cdot\left(a_{1}\right) \cdot\left(a_{1}\right) A^{r} \tag{3}
\end{align*}
$$

where $A^{\prime}$ is like $A$ except for containing free occurrences of $a_{i}$ wherever A contains free occurrences of $a_{j}$, that system will contain as theorems all the cwffs which are either themselves tautologous or are formed by prefixing a string of universal
quentifiers to any tautologous wff. For (3), which is clearly a theorem schema of $F_{W}$, permits us to move from the formulas involving "most general" tautologies to formulas involving less general tautologies by identifying variables free in the tautologies in question.

Note that by Quine's definition ${ }^{\text {I }}$ the closure, properly so called, of a wff containing free variables is a particular one of the cufis which may be formed by prefixing a string of universal quantifiers to the wff in question--specifically, the closure is that cuff which has the quantifiers in its prefix arranged alphabetically, from right to left, none of the quantifiers in question being vacuous. The set of closures of tautologous wffs, then, is a subset of the set of theorems provable in the system containing (2), (3), and $* 1040^{2}$ We have already shown that *104 has an analog, $\mathrm{R}_{104}$, in beta. If then we can show that there are theorem schemata in beta which correspond by $\mathrm{g}^{\prime}$ to (2) and (3), we will have shown that the following holds:

IEMIIA 2.13 When $A$ is the closure of a tautologous wff of

$$
F_{W}, g^{\prime}(A) \text { is a theorem of beta. }
$$

PROCF: We shall first attack the schema (3) above. We shall prove it only for its simplest case, that is:

$$
\begin{equation*}
H_{\bar{W}} \Gamma_{(b)(a) A} \supset(a) A^{\prime} \tag{4}
\end{equation*}
$$

where A' is like A except for containing free occurrences of a
$I_{\text {Quine }}$, p. 79.
2 Note that since vacuous quantifiers are among those allowed to be introduced in the schema (2), Quine's $\% 102$ would also be easily provable in this system. We shall not, however, make use of this in the present development.

Wherever $A$ contains free occurrences of $b$. The extension to cases involving more quantifiers and free variables wili, I think, be obvious.

By the alpha rules alone, we have:


Applying $R_{b c l}$, beta biclosure, we get:


Applying $R_{i n s}$, that is, "joining in odd":


With a simple biclosure, (7) becomes:


By the function $g^{\prime}$, (8) may be consiaered a "graph schema" representing any formula admitted as a theorem of $F_{W}$ by (4) above; if, then, $B$ is such a theorem of $F_{W}$, then $g^{\prime}(B)$ is a theorem of beta. Note that, strictly speaking, if (8) is $g^{\prime}$ of (4) then $A$ in (4) would contain only one free occurrence of $a$ and one of $b$, and A' would contain two free occurrences of a. But let us consider that each of the two II's pictured "running into" $X$ in (8) may represent an indefinite finite number of II's; (8) may then be considered to take care of all cases of (4), that is, to account for the cases when $A$ contains occurrences of $a$ and $b$ in greater
numbers. We will offer one example; suppose $A$ to contain two occurrences of a and three of $b$. The schema (8) written out fully would then be


The proof of this last graph is almost exactly the same as that of (8) as explicitly shown. It may be said without hesitation that (8) represents g' of (4), then, regardiess of the numbers of free occurrences of $a$ and $b$ in $A$.

As we mentioned before, it should be quite clear, now that we have (8), how one would go about proving $g^{\prime}(B)$ as a theorem of beta, where $B$ is an $F_{W}$ theorem which is a member of the more general schema (3). This would simply be a question of inserting biclosures at the proper times and places and of making the proper II connection as was made at (7) in the above proof. We shall then state that whenever $B$ is an $F_{W}$ theorem of the general form of (3), $g^{\prime}(B)$ is a theorem of beta.

Now we turn our attention to the schema of (2), which is really the key schema of this lemma. In the series of graphs that follow, we shall execute the proof only for the case in which $n=1$. Extension to cases involving more quantifiers and free variables will again, I think, be obvious. And the case where $n=0$ is a matter entirely of proof by the alpha rules, for which see lemma 1.20.

The sign $\mathfrak{i}\{\}$ ' will again be used, and in much the same manner as it was in chapter i. For beta purposes it will
have a slight extension of usage. Used thus

$$
\delta\{x\}
$$

the sign will represent a graph containing occurrences of the subgraph $X$, with a separate geodesic II running from entirely outside the graph

$$
\delta\{x\}
$$

to each of the relevant hooks in the subgraph $X$. If there are n such hooks in the whole graph thus represented, then there will be $n$ separate geodesic LI's represented by the II shown. If the sign is scribed in this manner:

then it will indicate that all these II's are connected by a "branching line" entirely outside the graph so represented. In the first case, then, the sign will represent a graph of form

and in the second, one of form


By the alpha rules and beta $R_{b c l}$, then, we have


Applying beta $R_{\text {its }}$ :

Applying beta $\mathrm{R}_{\text {ers, }}$, "breaking in even":

Applying beta $R_{\overline{\alpha i t}}$ "withdrawal of LI":


And simple alpha iterations by $R_{i t r}$ :


Now we prove another graph--by the alpha rules:


By beta $R_{i t r}$, applied as often as necessary:


Now another new graph--first, again, by the alpha rules:


And by beta $R_{\text {itr }}$ as at step (15):


Now apply beta $R_{n b c}$, "negative biclosure," as often as needed:


We may now write the following graph as a specific case of graph (13);


From the graph of (19) we may deiterate the graphs of (15) and (18) by $R_{\text {dit }}$ :


But now with several applications of $R_{b c l}$, (20) becomes:


An examination of the definition of the function g' will show us that when $B$ is a member of the schema

$$
\begin{equation*}
{ }^{r} \delta I D . \delta 0 \longmapsto(a) \delta A \tag{22}
\end{equation*}
$$

where a is free in $A$ (and $B$ is therefore a theorem of $F_{r}$ ), the graph of (21) will do very nicely as $g^{\prime}(B)$. This means that when $B$ is a member of the theorem schema (22), $g^{\prime}(B)$ is a theorem of beta. But (22) is the case of the more general schema (2) when $\mathrm{n}=1$.

As we mentioned earlier, the extension of the procedure
to any finite $n$ offers no problem at all. The entire above proof may be executed showing any number of "parallel" II's explicitly attached to $X$ instead of the one that we actually showed. If we had shown two such II's, for example, step (21) would be (with an extra biclosure):


This, of course, would be g' of the schema

$$
\begin{equation*}
{ }^{\top} \delta 1 \supset . \delta 0 \supset\left(\mathrm{a}_{2}\right)\left(\mathrm{a}_{1}\right) \delta \mathrm{A}^{\top} \tag{24}
\end{equation*}
$$

The cases we have been discussing have been cases invalving non-vacuous quantifiers. To show that $g^{\prime}$ of the schema of (2) is a theorem schema of beta when some of the quantifiers show are vacuous would be quite simple, but irrelevant to the purpose of the lemma we are proving. if have indicated suficiently, I think, that when $D$ is a member of the theorem schema (2) of $F_{W}$, and all the quantifiers shown are non-vacuous, then $g^{\prime}(D)$ is a theorem of beta. We had already shown that if $B$ is a member of the theorem schema (3) of $F_{W}$, then $g^{\prime}(B)$ is a beta theorem. By lemma 2.12, we know that $R_{\text {IO 4 }}$, an analog in beta of the rule of detachment $\% 104$, exists as a derived rule of inference in beta. But by the remarks we made before we stated the present lemma, this means that if $A$ is the closure of a tautologous whf of $F_{W}$, then $g^{\prime}(A)$ is a theorem of beta. And this is what we wanted to show.

The last lemma shows that the "axioms of quantification" admitted $\ddagger 0 F_{W}$ by Quine's $\approx 100$ map into the set of theorems of
beta by the one-one function $\mathrm{g}^{1}$. The next lemma will show that the same is true of the axioms of quantification admitted by *101.

IEMMA 2.14 Whenever $D$ is the closure of the $F_{W}$ mf

$$
{ }^{r}(a)(A \supset B) \bigcirc .(a) A \Longrightarrow(a) B
$$

then $g^{\prime}(D)$ is a theorem of beta.
PROOF: We shall first prove this lemma for the case where $D$ is precisely the formula $\Gamma^{(a)(A D B)} \longrightarrow .(a) A \supset(a) B$. Then we shall show how it holds also in the cases where there are free variables in this latter formula. For the case when there are no variables free in the distribution formula: By the purely alpha clauses of the rules of transformation:


Applying beta $\mathrm{R}_{\text {bcI }}$ :


Applying beta $R_{\text {ers }}$, "erasure in even":


Applying beta $R_{\text {dit }}$, "withdrawal of $L I ":$


Extending branchings by $R_{i t r}$, and applying $R_{b c l}$ several times:


The graph at (5) is $g^{\prime}(D)$ when $D$ is the "distribution of universal quantifier over implication" formula, with no free variables. Actually, however, (5) as it stands is, stricily speaking, $g^{\prime}(D)$ only for the case in which the subformulas $A$ and $B$ of $D$ contain only one occurrence each of the distributed variable a. It would be well for us to indicate that $g^{\prime}(D)$ rill be a theorem of beta regardiess of the numbers of occurrences of the distributed variable in $A$ and $B$. We shall indicate how the proof may be so extended by assuming that A contains, say, three occurrences of the distributed variable, and $B$ two. Then in place of (I) above, we shall scribe, by the alpha rules alone:


Applying beta $\mathrm{R}_{\mathrm{bcl}}$ as before:


Now--the characteristic step for these situations--by beta $R_{i t r}$ :


Note what we have done in step (8). We have iterated segments of II into the annular space between the two cuts of the biclosure by clause 4 of beta $R_{i t r}$. We may now easily by beta $R_{\text {ers }}$ and $R_{\text {dit }}$ move to:

(9)

By applying $R_{b c l}$ as in step (5) this last graph becomes g: (D), Where $D$ is as hypothesized, with three occurrences of the distribute variable in $A$ and two in $B$. It should be evident that this procedure may be extended to cover any possible combination of numbers of occurrences of the distributed variable in $A$ and $B$.

The above proofs were, as we said earlier, proofs for the case where the distribution formula contains no free variables, is its own closure. We shall offer one example of a case where the distribution formula contains a free variable; let $D$ be the cf

$$
\begin{equation*}
r(b)((a)(A \oslash B) \oslash .(a) A \oslash(a) B)^{7} \tag{10}
\end{equation*}
$$

where $b$ and only $b$ is free in the distribution formula (with occurrences, say, in both $A$ and $B$ ). The proof will be icientical to the first we presented, except that we shall start out with a different first step. From our previous work (with lemma 2.13) it should be clear that the following is a beta theorem:


It should be clear that each step of the first proof may be carried out without difficulty, beginning with (10), to come to the following result:


This last graph is g' of (10) above, assuming that there is one occurrence of a in each of $A$ and $B$. For cases involving different numbers of occurrences of a in $A$ and $B$, see steps (6) to (9) above and the remariks therewith. Note that the operations of our proof do not disturb the LI's representing the occurrences of $b$ at all. It is clear that the procedure may be extended to any number of free variables in the distribution formula, and we may consider the lemma proven.

We now move to a lemma which shows that the "axioms of quantification" admitted to $\mathrm{F}_{\mathrm{w}}$ by $\approx 102$ map into the set of beta theorems by $\mathrm{g}^{\prime}$.

LEMMA 2.15 Where $D$ is the closure of the $F_{W}$ wff ${ }^{\circ} A D(a) \vec{A}$, and the variable a does not occur free in $A$, then $g^{\prime}(D)$ is a theorem of beta.

PROOF: We present the proof only for the case where there are no variables free in $\Gamma_{A} \supset(a) \vec{A}$; the extension to cases where there are variables free presents no problem and is quite similar to the analogous extension in the last lemma. Our explicit proof, then, is for the case where $D$ is the formula $\Gamma_{A} \supset(a) \hat{A}$. The proor involves one step; by the alpha rules alone,

is a theorem of beta; this graph is $g^{\prime}$ of $\Gamma_{A} \supset(a) \vec{A}$ when $a$ is not free in $A$, that is, when the quantifier ${ }^{「}(a)^{\top}$ is vacuous. The double dead-end LI represents the wacuous quantifier according to g .

We now move to Quine's $\equiv 103:$

IEMMA 2.16 When $D$ is the closure of the $F_{W}$ wii $\Gamma(a) A D A^{7}$, where $A^{\prime}$ differs from $A$ only in having the (entirely new) variable $b$ wherever $A$ has $a$, then $g^{\prime}(D)$ is a theorem of beta.

PROOF: Once again, we shall show the proof only for the case where the only free variable in ${ }^{r}(a) A D A^{\prime}$ is $b$, that is, where ra) $A^{7}$ contains no variables free. The extension to cases where there are other free variables will be as in the preceding lemmas. By the alpha rules alone we have:


With beta $R_{i t r}$ and $R_{b c l}$ we have:


Applying beta $R_{e r s}$, breaking in even:


Then, by beta $R_{d i t}$, withdrawal of II:


And finally, $R_{b c l}$ :

(5)

The graph of (5) is $g^{\prime}(D)$ where $D$ is the cuff ${ }^{r}(b)\left((a) A D A^{\prime}\right)$.

The proof as sketched above is, of course, explicitly for the case when A contains only one occurrence of a free. The externsion to cases where A contains more than one occurrence of a is similar to that of steps (6) to (9) of lemma 2.14.

We now have shown that all the axioms of quantification of $F_{W}$ map into the set of beta theorems by the function $g^{\prime}$. We shall now show that the same is true for the "axioms of identity" as well.

LEMMA 2.17 When $B$ is one of the $F_{W}$ cwffs 1. ${ }^{( }(a)(a=a)^{7}$, or the closure of 2. $\Gamma^{(b)}(a)(a=b \supset . A a \supset A b)^{\top}$, then $g^{\prime}(B)$ is a theorem of beta.

PROOF: The lemma will be proven by showing that the following proofs hold in beta:

By the alpha rules, we have:


Then, by $R_{\text {its }}$ :


And applying $R_{b c l}$ twice:


The graph of (3) is $g^{\prime}(B)$ when $B$ is $\Gamma(a)(a=a)$.
We shall state the proof for the second schema of this
lemma only for the case in which $B$ itself is the formula $\Gamma(b)(a)(a=b \supset, A a \supset A b) \bar{c}$. The proofs for the cases in which $A$
contains free variables other than a or $b$ will be similar to those outlined in the previous lemmas. We have, then, by the alpha rules and $R_{\text {itr }}$ of beta:


Applying $R_{b c l}$ twice, we have:

(5)

Applying beta $R_{i t r}$ and, again, beta $R_{b c l}$ :

(6)

The graph of (6), strictly speaking, is $g^{\prime}(B)$ when $B$ is the schema of substitutivity of identity with only one occurrence of a free in $A a$ and no variables free in $B$. We shall state simply that it is quite easy to extend the proof to any case of the substitutivity of identity. As an example, note a specific instance of this axiom schema:

$$
r_{(y)}(x)(x=y \circlearrowright . A(x x y) \Longrightarrow A(x y y))
$$

The graph corresponding to this formula is

which is easily provable in beta.
We have now established that when $\Delta$ is either one of the axioms of quantification or the axioms of identity of $F_{W}$, then $g^{P}(A)$ is a theorem of beta. But before we make use of the preceding lemmas in the proof of the central metatheorem of this section, let us examine briefly another issue which shall be of some importance in that proof.

Apart from the question of whether or not a given beta graph is a theorem of beta--which is the question of whether or not there is a proof in beta for that graph--we may raise the question of whether or not a given beta graph is valid. Although it is possible to speak of validity in a "purely syntactical" sense, it is undeniable that the notion--even that of syntactical validity--is intimately related to the interpretation of the system in question.

From what has gone before, we should have a good idea-even without the formal statement of semantical rules--of what the principal interpretation of beta will be. Beta graphs may be interpreted as statements, statements which are either true or false depending on "certain circumstances."

Speaking rather loosely, we might say that a given beta graph is $\forall$ alid iff it is true "regardless of what the circumstances are." It is incumbent upon us to be rather more specific, however, in setting down just what it means to say, "The beta graph $X$ is valid."

The first step in this direction will be to provide--in definite terms-a "sound interpretation" of the logic beta. According to Church,
we call an interpretation of a logistic system sound if; under it, all the axioms either denote truth or have always the value truth, and if further the same thing holds of the conclusion of any immediate inference if it holds of the premise. 1

The system $F_{r}$ which we set down earlier in this chapter is a complete first-order calculus with identity; there are, of course, sound interpretations of $F_{r}$. Might it not be possible to provide our interpretation of beta through $F_{r}$, and thus avoid the statement of very complex semantical rules for beta? Indeed it is possible, and the means to do so are already at hand:

For a given sound interpretation of the system $F_{r}$, let the interpretation of the beta graph $X$ be precisely the same as that of the $F_{r}$ cwff $f^{\prime}(X)$.

Such an interpretation of beta is unquestionably sound, for our metatheorem $\approx 2.11$ asserts that if a graph $X$ is a theorem of beta, then $H_{\bar{R}} f^{\prime}(X)$. This metatheorem guarantees that the conditions for soundness of an interpretation are met by our suggestion for an interpretation of the beta system, provided

[^6]$\mathrm{F}_{\mathrm{r}}$ has a sound interpretation, which it has.
Under this interpretation of beta, we may characterize validity in beta in this manner:

A beta graph $X$ is valid iff the $F_{W}$ cwff $f^{\prime}(X)$ is valid.
We may then say, in effect, that validity is "preserved" through the function $f^{-1}$. In the light of this, we may state quickly the following lemma:

IEMINA 2.18 Every theorem of beta is valid. PROOF: By our above remarks on validity in beta=

Now we may move to the statement of the principal thesis of this section.
*2. 19 The cwif $A$ is a theorem of $F_{W}$ ifi $g^{\prime}(A)$ is a beta theorem.

PROOF: The "only if" part of this metatheorem follows immediately from lemma 2.12--which asserts the existence of detachment, or Quine's $\because 104$, as a derived rule in beta--lemmas 2.13, 2.14, 2.15, and 2.16--which assert that the axioms of quantification admitted to $F_{W}$ by Quine's $\% 100, \div 101, * 102$, and $\% 103$ respectively map into the set of beta theorems by gl-and lemma 2.17, which asserts that the axioms of ideatity of $F_{W}$ map by $g$ : into the theorem set of beta. All the above means that if there is a proof for a cwff $A$ in $F_{W}$, then there is a proof for $g^{\prime}(A)$ in beta, and the "only if" part of the metatheorem holds.

Now, with the "only if" part holding, it is safe to say that we could, if we wished, assign a sound interpretation to $F_{W}$ by means of beta, (through $g^{\prime}$ ) just as we assigned an interpretation to beta through $F_{r}$. We may say of the function $g^{1-1}$,
just as we did of $\mathrm{f}^{-1}$, that "validity is preserved through it." If $g^{\prime}(A)$ is valid, then, so too will be the cwff A. If the "if" part of this metatheorem does not hold, then there is some cwff A of $F_{W}$ which is not a theorem of $F_{W}$ while the graph $g^{\prime}(A)$ is a beta theorem. But $F_{W}$ is a complete system, which is to say that in it, every $\forall a l i d$ cwff is a theorem. So if $A$ is not a theorem of $F_{W}$, then $A$ is not valid. By modus tollens, then, $g^{\prime}(A)$ must be invalid. But this is impossible, since our supposition was that $g^{\prime}(A)$ is a beta theorem, and by lemma 2.18, every beta theorem is valid. Thus, if $A$ is not a theorem of $F_{W}$, then $g^{\prime}(A)$ cannot be a theorem of beta, and the metatheorem holds in both directions.
2.34 The Completeness of Beta

As we stated in the rather trivial lemma 2.18, every beta theorem is valid. But more interesting than this is the question of whether or not every valid beta graph is a theorem; equivalently, this is the question of whether or not beta is complete. We shall now answer that question in the affirmative: *2.20 Beta is complete.

PROOF: As we have remarked, beta is complete iff every valid beta graph is a theorem of beta; this we shall now prove. To avoid interrupting the general development with a long graphical prooi, we shall, for the moment, assume the following, for which demonstrations shall subsequently be provided:

1. $\beta_{\beta}$, the set of beta graphs which is the range of the function $g^{\prime}$, is recursively characterizable.
2. There is a (many-one) function $k$ taking the set of beta
graphs as its domain and $\beta_{\beta}$ as its range, and such that:
(a) $X$ is a beta theorem iff $k(X)$ is a beta theorem, and
(b) $X$ is a valid graph iff $k(X)$ is a valid graph.

Suppose that a beta graph $X$ is valid (recall from our earlier remaris that a beta graph $X$ is valid iff $f^{\prime}(X)$ is a valid cwff). Then, by 2-b above, $k(X)$ is also valid. But $k(X) \in \beta_{\beta}$; that is, there is a cwff $A$ of $F_{W}$ such that $k(X)$ is the same graph as $g^{\prime}(A) ; g^{\prime}(A)$, being precisely $k(X)$, is valid. But then, as we remarked in the proof of $\% 2.19$, A itself must be valid, and so by the completeness of $F_{W}$, A must be a theorem of $F_{W}$. By $\approx 2.19$, then, $g^{\prime}(A)-$-and so too $k(X)$, which is $g^{\prime}(A)$--must be a theorem of beta. But if $k(X)$ is a theorem of beta, then--by 2-a above-so too must $X$ be a theorem of beta. Therefore, if a beta graph $X$ is valid, it must be a theorem of beta, and beta is complete. The completion of this proof awaits the demonstration of 1 and 2 above, which will follow an immediate corollary.

GOROLIARY 2.21 If the cwff $f^{\prime}(X)$ is a theorem of $F_{P^{\prime}}$, then the graph $X$ is a theorem of beta.

PROOF: Immediate: Every theorem of $F_{r}$ is a valid cwff, so if $f^{\prime}(X)$ is a theorem, $f^{\prime}(X)$ is valid. But then the beta graph $X$ is also valid, and by $* 2.20$ is a beta theorem.

This last corollary is the long awaited converse of \%2.11, and in conjunction with $\% 2.11$, it establishes that "A beta graph $X$ is a theorem of beta iff $f^{\prime}(X)$ is a theorem of $F_{r}{ }^{\prime \prime}$

We now move to assumptions 1 and 2 in the proof of $\approx 2.20$. We shall first work with the first of these assumptions, that is,
that the set that it is so characterizable by presenting a set of rules which characterizes it; these rules will be exactly parallel respectively to the rules characterizing the set of cwffs of the system $F_{W}$. The major problem here is that the cwffs of $F_{W}$ are defined through the wffs in general, and there are wifs of $F_{w}$ which are not closed; as we have indicated, however, there is no beta graph which is not a "closed formula."

We shall require a device in our characterization, then, to parallel the free variable of $F_{w}$. This device we shall call the "free LI terminal," or "flt."

If a spot has attached to any of its hooks an II which crosses no cuts and comes to a dead end without branchings or connections, that dead end will be called an flt. If either of the two II ends extending from the graph ' (O) ' comes to a dead end without cut-crossing, branching, or connections, it too will be called an flt. Only these termini will be called flts.

Note carefully that the flt is by no means to be considered to be relaied to the free variable of $F_{W}$ by g'--it is merely an expedient we employ to help us define the set $P_{\beta}$. We shall now define a set $Q$ of beta graphs, of which $\rho_{\beta}$ is a subset, just as the cwffs of $F_{w}$ are a subset of the wffs. We shall in each case state a rule of formation of $F_{W}$, and with it, the analogous rule for $Q$.
2.34i $F_{W}$ rule: ' $0^{\prime}$ (constant false proposition) is wf.
$Q$ rule: The empty cut, ' $O$, belongs to $Q$, and has no flts.
2.34ii $F_{W}$ rule: lab is wi where $a$ and $b$ are individual variables.
$Q$ rule: The graph ' is a member of $Q$, and has 2 fits.
2.34iii $F_{W}$ rule: Where $A$ is a predicate symbol of degree $n$, and $a_{j}, a_{2}, \ldots, a_{n}$ are $n$ individual variables, $A a_{1} a_{2} \cdot \cdots a_{n}$ is wIt. Q rule: Where $s$ is an n-adic spot, the graph $S \in \begin{gathered}\left(\begin{array}{c}(1) \\ (2) \\ (n)\end{array}\right)\end{gathered}$ is a member of $Q$, and has $n$ fits. The $n$ II's attached to the n hooks of $s$ are considered to terminate with no branchings or cut-crossings.
2.34iv $F_{w}$ rule: where $A$ and $B$ are both wi, $C_{A B}$ is wi. $Q$ rule: Where $X$ and $Y$ are both members of $Q$, and $X$ contains $m$ fits and $Y$ n fits, then the graph

is a member of $Q$ and contains $m+n$ fits.
2.34v $F_{W}$ rule: Where $A$ is wi and $a$ is an individual bariable, ${ }^{r} \prod_{a A}{ }^{7}$ is wi.

Q rule: (I)--vacuous case--where $X$ is a member of $Q$ and has $n$ fits, then the graph

is a member of $Q$ and has $n$ fits.
(2)--non-vacuous case--where $X$ is a member of $Q$ and has $n$ fits, and $Y$ is the graph

where both $k \leq n$ and $k \geqslant 1$ and each of the $k$ LI's shown "branching off the main trunk" in the diagram is geodesic for all its length and connects to an appropriate one of the flts of $X$ (that is, in a determined "proper order" from the first to the kth such $I I$ ) then $Y$ is a member of $Q$ and contains $n-k$ fits.
2.34vi $F_{W}$ rule: (Understanding the meaning of "free variable") Where $A$ is wi and contains no free variables, $A$ is a closed wff, or cwif.
$Q$ rule: Where $X$ is a member of $Q$, and $X$ contains no flts, $X$ is a member of $\beta$.
This completes the definition of the set $\beta_{\beta}$. The "proper ordering" referred to in $2.34 \nabla$ is meant to agree with the similar "ordering of connections" required in the definition of the function $g^{\prime}$ when that function correlates a non-vacuous quantifier with a "branching-complex" such as appears in the graph of $2.34 \nabla$. In fact, if we look besk at the definition of the function $\mathrm{g}^{\prime}$, in Section 2.23, we shall easily be able to see that the characterization of $\rho_{\beta}$ is also the characterization of the set of graphs which is the range of $g^{\prime}-$-the juxtaposition above of the rules of formation for the system $F_{W}$, whose cwifs constitute the domain
of $\mathrm{g}^{\prime}$, and those for the set $Q$ will make this quite obvious. The set $P_{\beta}$ above characterized is, then, the set of beta graphs constituting the range of the function $g^{\prime}$.

The above recursive characterization takes care of assumption $I$ in the proof of $\% 2.20$. We shall now move on to the second of these assumptions. This is that there is a function $k$ with the set of beta graphs as its domain and the set $\rho_{\beta}$ as its range such that:
(a) $X$ is a beta theorem iff $k(X)$ is a beta theorem, and
(b) $X$ is a valid graph iff $k(X)$ is a valid graph.

Because of the large variety of sign-complexes possible in beta, the demonstration that $k$ exists will be largely a matter of busy-work, which we now enter into.

First of all, let us specify that if $X$ is a member of $P_{\mathcal{B}}$, then $k(X)=X$. For graphs which are already members of $P_{\beta}$, then, there is no problem. For them $k$ is simply the identity function, and trivially possesses the required properties.

For graphs which are not members of the range of $\mathrm{g}^{\prime}$, however, proving the existence of $k$ is another problem. Our method will be to show that with applications of the beta rules of inference alone, any beta graph $X$ as premise has as a consequence a member of $P_{\beta}$, which we shall call $k(X)$; and further, that $k(X)$ as premise, by applications of the beta rules alone, has as a consequence the graph $X$. If this is the case, then obviously, $X$ is a beta theorem iff $k(X)$ is a beta theorem; this is one of the required properties of $k$.

We also wished $k$ to be such that $X$ is valid iff $k(X)$
is valid. If the computation of $k(X)$ from $X$ consists solely in a deduction from $X$ as premise by the beta rules of transformation, and if, with $k(X)$ as premise $X$ can be derived by the beta rules alone, then it is indeed the case that $X$ is valid iff $k(X)$ is valid. If $R(Y, X)$ is one of the beta rules, then, as we have shown for each of these rules, if $f^{\prime}(X)$ is a theorem of $F_{r}$, then so too is $f^{\prime}(Y)$. Suppose $X$ to be valid; then $f^{\prime}(X)$ must also be valid, by our definition of validity in beta. (since we have agreed that the interpretation of any beta graph is to be exactly the same as that of $f^{\prime}$ of that graph). By the completeness of $F_{r}$, then, $f^{\prime}(X)$ is a theorem of $F_{r}$. Then if for some $Y, R(Y, X)$ is true, then also $f^{\prime}(Y)$ is a theorem of $F_{r^{\prime}}$. But then $f^{\prime}(Y)$ is trivially valid, and so too then is $Y$. We conclude then that no consequence of a valid beta graph by the beta rules of inference can be invalid, and so as we have surgested $k$ should be, $X$ is valid iff $k(X)$ is valid.

We know, then, that if $k(X)$ is computed by taking $X$ as a premise and applying the beta rales of transformation, and if with $k(X)$ as a premise $X$ may be deduced by the beta rules alone, then both of the properties required of our function $k$ in the proof of $\because 2.20$ are there, that is, $X$ is a beta theorem iff $k(X)$ is, and $X$ is valid iff $k(X)$ is.

It is now a question of showing that any beta graph as premise may be transformed into a member of $\rho_{\beta}$ by the beta rules alone, and that that member of $\rho_{\beta}$ as premise may be transformed back into $X$ by the beta rules of transformation alone.

We now take an arbitrary beta graph $X$ which is not a member of $\rho_{\beta}$. We may say this: if $X$ is to be transformed into a member of $/ \beta$, then there must be transformations available which will enable us, first, to get the LI network of $X$ into a pattern characteristic of a member of $\mathcal{\beta}_{\boldsymbol{\beta}}$, and secondly, to transform the cut-nest of $X$ into a cut-nest characteristic of a member of $\beta_{\beta}$.

We first approach the problem of the II network. We shall do this in steps:

Step 0: If $X$ is of form (Y), let it as it is; otherwise, transform it to (X) by $R_{b c l}$.
Step 1: The "cyclic graph" step. If there are any cyclic graphs in $X$, convert them to double dead end LI's by $R_{i t r}$ and $R_{\text {dit }}$ thus:


Step 2: The "dead end" step. If a dead end occurs in a given area of the graph resulting from the previous steps, then for that area we have one of the foolwing forms, where $W$ is the intire graph in that area apart from the dead end in question (note that W could be as little as the "other end" of a double-dead-end LI, or ever, in some cases, the nullgraph), and--in (2) below--Z is the graph, whatever it might be, which is outside the area in question, and to which the dead end in question is connected.

We thus have, for a given dead end in a given area, either
(1)


These may be transformed by $R_{b c i}$ respectively to (I')


Now, in some established order, carry out the applicable one of the transformations above for each individual dead end in the graph resulting from step 1.

Step 3: The "branching" step. If a branching occurs in a given area of the graph resulting from the previous steps, then for that area we have one of the following forms, where $W$ is as in step 2, and $X, Y$, and $Z$ all have the function of $z$ in step 2 .
or (4)
or (5)
or (6)




By $R_{b c l}$, these may be transformed respectively to (3') or (4')
Now, in some established order, carry out the appli-
cable one of the above transformations for every
individual branching in the graph resulting from step 2.

Step 4: The "connecting II" step. In the graph resulting from the previous steps, there may be places where two graphs in the same area, $Y$ and $Z$, are connected by a LI which has its outermost portion in the same area in which $Y$ and $Z$ occur. This is case
(7)


By $R_{b c l}$, this may be transformed into (71)


Now, in some established order, carry out the above transformation for every case in the graph resulting from the previous steps where two graphs are connected as in (7).

Step 5: The "in-pointing loop" step. In the graph resulting from the above steps, there may be cases where there are loops with "their ends pointed in" --if step 4 had to be applied, there will indeed be such loops. For a given area into which such a loop points, using $W$ as before, we have
(8)


By $R_{b c l}$, this may be transformed to


For every such in-pointing loop in the graph resulting from step 4 , in some established order, carry out the above transformation. Note that if at (8) there were two such loops, the final result of the transformation would look like


Step 6: The "quantifier-indicating" step. In the graph as so far transformed, dead-ends, "in-pointing" loops (those of step 5), and branchings all occur, respectively in subgraphs of the forms, now to be shown, where the dead end, loop, or branching is the only sign in the annular space between the two cuts shown with the possible exception of geodesic LI's which pass from completely outside the outer to completely inside the inner of the cuts. The operations to this point have been arranged, then, so that the dead end, in-pointing loop, or branching is the only graph standing in that annular space. Each dead end, in-loop, or branching of the graph, then, occurs, respectively in a subgraph of form

(9)--for dead end \begin{tabular}{c}
(I0)--for in- <br>
pointing loop

$\quad$

(11)--for <br>
branching
\end{tabular}



By $R_{\text {itr }}$ these may be transformed into (91)
(10')
(111)


At this point a striking similarity to something we saw in rule 5 of the characterization of $\beta_{\beta}$ shows up. Before we remarix on that, however, we will take one further step.

Step 7: The "out-pointing loop" step. All loops remaining in the graph as it now stands are "out-pointing"; where such a loop occurs in a given area, we have (using $W, Y$, and $Z$ as before)
(12)


By $R_{b c l}$ this is transformable to
(121)


Transform every loop remaining in the graph resulting from step 6 as above.


I contend that we have now transformed－－using $R_{b c I}, R_{i t r}$ ，and $R_{\text {dit }}$ alone－－the II network of the original graph into an LI network characteristic of a member of／$\beta$ ．Note that all branchings and dead ends in the transformed graph occur in sub－ graphs of form（9＇），（10＇），or（11＇）above．This is precisely as is required for the branchings and dead ends of a member of $\beta_{\beta}$ by rules 5 and 6 characterizing $\beta_{\beta}$ ．Note too that all the loops in the graph we now have occur only in subgraphs ＇⿴囗十介＇，by step 7．This also is as required by the characteriza－ tin of $/ \beta$ ．Any LI which crosses a cut－apart from those in the subgraphs＇－ores geodesic，and moves inwards from one of the branching complexes＇f＇，＇$F$＇，or＇$E$＇as they occur in the forms（ $9^{\prime}$ ），（10＇），and（11＇）to connect either to a hook of a spot or to one end of the graph＇ف⿴囗十介 Thus I submit that we have transformed the II network of the original graph into an II network characteristic of a member of $/ \beta$ ．What follows is easy．The steps required to make the graph as it now stands a member of $/ \beta$ are almost the same as the steps by which any alpha graph may be transformed into a member of／a ．That is， by appropriate biclosures only，the graph may be transformed into the desired form．The problem in the general case，is that of getting the cut nest of the graph resulting from our seven steps into the form of a cut nest characteristic of a member of

I shall go no further here than to offer the argument
that just as any wff containing only the connectives 'K' and ${ }^{\prime} N^{\prime}$ may be transformed into an equivalent wff containing only the connective ' $C$ ' and the constant false proposition 10 ' merely by application of the law 'EpNNp' through substitutivity of equivalence and the equivalences 'ENNKpNNGNCpNq' and then 'EINPCDO', so too may any graph resulting from the application of our seven steps be converted, by $P_{b c l}$ alone, to a member of / $\beta^{-}$Once the LI networiz is taken care of-owhich we did in the seven steps--the rest is easy.

Thus we will argue that the function $k$ required for the proof of the completeness of beta exists, and has the properties required of it. We have shown explicitly that an arbitrary graph $X$ may be converted by the beta rules $R_{b c l}, R_{i t r}$, and $R_{\text {dit }}$ alone into a member of $\beta_{\beta}$ which we may call $k(\alpha)$. And since the above mentioned rules are all that are required to do the joi, with $K(X)$ as a premise, $X$ may be derived, since the converse of each of the rules used is itself a rule of beta; the proof of $X$ from $k(X)$ is then just the "reverse" of that of $k(X)$ from $X$. We have thus shown that with an arbitrary beta graph $X$ as premise, $k(X)$ such that $k(X)$ is a member of $\rho_{\beta}$ may be computed using the beta rules alone, and that if that $k(X)$ is taken as a premise, $X$ may be derived by the beta rules alone. Therefore, as required in the metatheorem on completeness, there is a $k$ such that for any $X, k(X) \varepsilon / \beta$, and both $X$ is a theorem of beta iff $k(X)$ is, and $X$ is valid iff $k(X)$ is.
2.35 The Intertranslatability of Beta and First Order Calculi with Identity

Recalling Martin Davis's definition of translatability, which we employed in chapter $i$, we may state the following metatheorem:
*2.22 Beta is translatable into any complete classical first-order calculus with identity, and any such calculus is translatable into beta.

PROOF: Immediate. the functions $f^{\prime}$ and $\xi^{\prime}$ are both one-one functions, as required in the definition of translatability, and we have proven that: $X$ is a beta theorem iff $f^{\prime}(X)$ is a theorem of $F_{r}$, which means, by the definition, that beta is translatable into $F_{P}$. We have also proven that a cwif $A$ is a theorem of $F_{W}$ iff $g^{\prime}(A)$ is a theorem of beta, which means that $F_{W}$ is translatable into beta. But $F_{W}$ and $F_{r}$ are translatable into each other, and into any full classical first-order calculus with identity, and any such calculus is translatable into either $F_{W}$ or $F_{F}$. By the transitivity of translatability, then, the metatheorem holds. COROLLARY 2.23 The decision problem for beta is recursively unsolvable.
PROOF: By inartin Davis's theorem $8.1 .3,1 \approx 2.22$, and the recursive unsolvability of the decision problem for full first-order calculi.

This chapter has been quite an effort--for reader as much as for author, I am sure--but I believe that it has been worth

$$
I_{\text {Davis, p. }} \text { I19. }
$$

it. It has established that the unlikely looking system beta is, in effect, a full first-order calculus with identity. And it has introduced us to and shown us the power of a novel concept in symbolic logic--that of implicit quantification as exemplified in the beta line of identity.

## CHAPTER III

THE GAIMA SYSTEMS

In the Introduction, we showed that the "gamma part" of the Existential Graphs had a place near to the very heart of C. S. Peirce. Gamma as Peirce envisioned it was a system of many signs, of great complexity. Primarily, it was to be the system which, by using a book of sheets of assertion rather than just one, was to add an "extra dimension" to the logical analysis of reality; gamma was to help us extend this analysis to possible universes of discourse and to enable us to deal with problems beyond the scope of alpha and beta.

Hopes for the stereoscopic gamma went a-glimmering. Peirce was not able to pull the system together as he wanted to. But he did try to make a start; we restate here a passage we quoted in the Introduction:

In endeavoring to begin the construction of the gamma part of the system of existential graphs, what $I$ had to do was to select, from the enormous mass of ideas thus suggested, a small number convenient to work with. It did not seem to be convenient to use more than one actual sheet at one time; but it seemed that various different kinds of cuts would be wanted (4.514).

The "different cut" to which Peirce seems to have paid most attention is the "broken cut," which we will recall from the Introduction. This is, in fact, the only of the gamma cuts to which any real attention is paid in the writings of Peirce
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appearing in the Collected Papers. The bulk of this chapter will be devoted to a study of systems including the broken cut among their signs.

In 4.516, Peirce states two rules for the use of the broken cut; one of these rules is our 0.13 of the Introduction. The other rule has two clauses and is stated as our 0.14 and 0.15 in the Introduction. We may at this point repeat these rules as we stated them there:
0.13 In a broken cut already on SA any graph may be inserted.
0.I4 A broken cut in an area enclosed by an odd number of cuts (which may be either alpha or broken cuts) may be transformed to an alpha cut (by "filling in" the breaks in it).
0.15 An alpha cut in an area enclosed by an even number of or by no cuts may be transformed to a broken cut (by erasing parts of it).

At this point we shall simply remariz that these rules are open to amplification and interpretation, as we shall eventually see; and depending on how we amplify and interpret, they will yield us a variety of logical systems. In this they are like the rule of "strict implication introduction," for example, which is used by Anderson and Johnstone ${ }^{l}$ to set up a system of natural deduction which is basically equivalent to the Lewis-modal S4. Although the rule as they present it enables us to derive the theorems of $S 4$ within their system, there would be no trouble in so modifying the restrictions on the application of the rule as to enable us to derive the theorems of, say, the system S5.

[^7]We shall, then, construct several "broken cut" systems by slightly modifying certain rules for transformations involving the broken cut. As we will recall from the Introduction, the graph

may be interpreted as asserting, "It is possibly not the case that X." Systems containing the broken cut among their signs, then, may be considered systems of modal Iogic.

In chapters $i$ and ii we compared the alpha and beta systems to ordinary logical calculi. The project for gamma will be similar. We shall compare the broken cut systems which we will define with ordinary systems of modal logic. We shall define four different broken cut systems, and shazl compare them to four different standard modal systems. Three of the systems we shall thus use belong to the family of "Lewis-modal" systems, the "classical" modal systems of contemporary Iogic. The fourth system is a rather unusual modal system invented by Lukasiewicz. The usual axiomatizations of modal systems ordinarily take either "necessity" (with "Ip' read as "necessarily p") or "possibility" (with 'Mp' read as "possibly p") as primitive modal operators. Since the primitive modal operator in the gamma systems is the broken cut, which states "possibly not," it may be worthwhile to provide axiomatizations of our ordinary modal systerns taking "possibly not" as primitive rather than the usual "possibly" or "necessarily." We thus shall state some rather neat axiomatizations of several Lewis-modal systems taking "possibly not" as primitive--these are, so far as I am
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aware, new bases for these systems.
We shall then present the axiomatic basis for that unusual system of Lukasiswicz, and then make some remarks about that calculus.

The next step will be to describe each of the four broken cut systems we have mentioned, and to compare each in turn to an appropriate standard modal system. We shall, in fact, show that our broken cut systems are equivalent to these standard systems in the same sense that alpha, say, is equivalent to the GPC.

### 3.1 Remarks on Some Standard Modal Systems

If the alpha cut is to be considered a negation sign, then the broken cut will be a sign that states "possibly not." The broken cut then represents a "weak negation." We shall presently be comparing the systems involving the broken cut to certain standard modal calculi. As we mentioned, these systems are ordinarily formulated using either ' M ' (possibility) or ' $I$ ' (necessity) as a primitive modal operator. It is easily possible, however, to get nice axiomatizations of the standard modal systems with which we will be concerned using "possibly not" as the only primitive modal concept. We may read 'Rp' as "possibly not $p . "$ Then we have:

Definitions: $M \overline{\overline{d f}} \mathrm{RN}$; $I \overline{\overline{d f}} \mathbb{N}$. Rule of Inference: If $\alpha$ is a theorem, so too is $N R \alpha$. This rule may be called "RL." (This is the name of the rule, and not a sequence of operators.)

Stock of Axioms:

1. CNCRpRqRCqp

I'. CRCRpRqRCqp
I': GRRCpqCRqRp
2. $\quad \mathrm{NNpRp}$
3. CRRPNRRNp.

The axioms and rule will be considered to be subjoined to a complete CPC base, including the rules of detachment and substitution of variables. The specific formulations of the systems are as follows:

For each of the systems below, any complete base for the CFC. Also for each of these systems, the rule "RI" mentioned above. In addition, the axioms for the respective systems from the above stock are:

For T: $\quad I$ and 2,
For S4: I' and 2,
For S4.2: $\quad I^{\prime}, 2$, and 3,
For S5: I'1 and 2 .
In what follows, we will allude to "well-known" axiomatizations of the above systems, in general, those developed by E. J. Lemmon. ${ }^{1}$

At this point I shall also remark that although we will develop no broken cut system analogous to the calculus $T$, we include its axiomatization in ' $R$ ' here as a matter of general interest.
u
$I_{\text {An excellent }}$ quick reference to these well-known formulations may be found in Friors: Pp. 312 ff.

The axioms are, in general, quite expressive of the nature of 'R' as a sign of "weak negation." Axiom 2 indicates that this weak negation of a statement follows from the ordinary negation; this axiom is equivalent in deductive power to the theses 'CLpp' and 'CpMp'. Axioms I, l', and 1't are "laws of transposition" for the weak negation, analogous to ordinary PC laws of transposition like 'CCNpNqGqp'. By applications of appropriaie GFC laws and the definition of 'L', axiom 1 becomes 'CLCpqCLpLq', and axiom $\mathrm{I}^{\prime}$ becomes 'CLCpqLCLpLq'. It is wellknown that CPC, RL, and the two theses:
*1. CLCpqCLpLq
*2. CLpp
together are an axiomatic besis for the system $T$, while a replacement of $\% l$ above by
※1'. CLCpqICLpLq

Vields the system $S 4$. Our axioms $I$ and $I \prime$, again, are easily shown to be theses of $T$ and $S 4$ respectively. We may state without hesitation, then, that the axioms in ' $R$ ' as we have given them form bases for $T$ and $S 4$. The system 54.2 is ordinarily formulated by subjoining the formula 'CNILDIMp' to a basis sufficient for $\mathrm{S4}$; our axiom 3 is definitionally equivalent to this last formula, so we have also provided a sufficient base for S4.2.

The iteratea modality 'RR' is equivalent to ML' ("pos-sibly-not possibly-not" is the same as "possibly necessarily"). With this in mind, and transposing the consequent of $\mathrm{Ir}^{\prime \prime}$, $\mathrm{Il}^{\prime \prime}$ becomes:
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※1' $\cdot$ CMICpqCLpLq.
This latter formula is, of course, also easily transformable back into l', $^{1}$. If $\%$ : : is a thesis of a system, and $\% 2$ is also a thesis, then $\%$ I is easily provable. Now substitute 'Cpp' for 'p' in $*$ 'l'; the result is:
4. CMICCppqCLCppLq.

By PC and RI, the following strict equivalence holds:

## 5. LEqCCppq.

By PC and the substitutivity of strict equivalence, which holds in the system containing $P C, R I, *$, and $* 2$, all of which we have, and using the strict equivalence at 5, 4 becomes:
6. CLCppCNILqIq;
detaching now with the thesis 'ICpp', which holds in all Lewismodal systems, we get:

> 7. CIIIqIq.

This is a characteristic reduction formula for $S 5$, the strongest of the Lewis-model systems; CPC, $R L, * 1, * 2$, and 7, in fact, constitute a standard axiomatic base for S5. The formula $\%$ 1' 1 is itself an $S 5$ thesis, and easily shown to be such. It follows, then, that CPC, $R L$, $\because I^{1 \prime}$, and $* 2$ form a sufiicient base for 55 ; and then so too will $C P C, R L, I^{\prime \prime}$, and 2--our axioms in ${ }^{\prime} R^{\prime}--$ as we stated earlier.

Of the systems for which we have provided "R-primitive" bases, we shall be interested in the relationship of $54,54.2$, and $S 5$ to the broken cut systems. We shall also be concerned with one other modal system in this connection, and a rather unusual system at that. This is the "f-modal" system of

山 7
Iukasiewicz. ${ }^{\text {I }}$ It should be pointed out that this is not the fairly well-known "three-valued" modial logic of Iukasiewicz, but a system based on his FC extended to include functor-variables, which we mentioned in chapter i. We will not, however, consider the system as we state it to include primitive functor variables; "formulas" like 'GpC $\delta 1 \delta p$ ', for example, will be considered theorem-schemata rather than theorems. It is clear that for every theorem containing functor variables in the system as Iukasiewicz states it, there will be an identical-appearing theoren schema of the system as we state it. The I-modal system contains the rules of detachment and substitution for variables, and has as axioms:

> 8. $\left.r_{\mathrm{C}} \delta_{\mathrm{pC}} \delta_{\mathrm{Np}} \delta q\right\urcorner$
> 9. $\quad$ CLpp,
with standard definition "M $\overline{\overline{d f}} \mathrm{NIN}^{\prime}$; this is the system with 'L' primitive. It might also be stated with 'M' primitive, or even with 'R' primitive. Iukasiewicz also lists two "axiomatic rejections" for the system:

$$
\begin{aligned}
& \approx C p I p \\
& \approx N L p .
\end{aligned}
$$

These will not be of too much interest for our purposes, for they do not actually enter into the generation of the set of theorems of the system.

The system as stated loois innocuous enough, but there is one catch. Functor signs, like ' $\delta$ ' in 8 , may stand in place
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of any context whatsoever, including modal contexts. This causes some unusual results; the formula
10. CLCpqCpLq,
for example, is a thesis of the system. This formula could not be a thesis in any of the Lewis-modal systems, for they all contain as a law 'LCpp', which in the presence of 10 would yield as a theorem 'CpLp', and thereby destroy the modal nature of the system. I-modal, however, contains no thesis of the form ${ }^{[ } \mathcal{L}$, , and so this problem does not arise there. Also among the strange laws of this system are formulas like
11. CMpinip,
which are also incompatible with many characteristic Lewismodal theses. This last is a reduction formula, but it differs from, say, the reduction theses of 55 . Where the S 5 reduction formulas "reduce" a string of modal operators to the rightmost member of the string, as indicated by 7, the f-modal reduction theses reduce such a string to the leftmost member, as indicated by 1l. As an example, MLMMMLMLp' is equivalent in S 5 to the simple 'Lp', while in L-modal it is equivalent to 'Mp'.

### 3.2 The Broken Cut Systems

We now turn our attention back to the broken cut. Earlier in this chapter, we repeated from the Introduction the rules $0.13,0.14$, and 0.15 for the use of the broken cut. There is not too much doubt about how the latter two of these rules are to be interpreted and applied; 0.13, however, begs for study. The question raised by 0.13 is this: Just what is to be the over-all function of the alpha rules of transformation in a
system containing the gamma cut? For example, the transformation

would involve the iteration of a graph "across a broken cut." Do we wish to permit such transformations at all? Do we wish to permit them with certain restrictions? Or do we wish to permit them in unlimited fashion? The rule 0.13 is in itself a very limited rule, as it is stated. But it does involve a certain "cross-breeding" of alpha and gemma concepts. Althourh it is really just a weak "gamma-version" of cur alpha $R_{\text {ins }}$, it somewhat coercively turns our attention to the question of alpha and gamma "cross-breeding" in the rules in general.

Well, we now propose to open an experimental farm for the investigation of some of the possible hybrids, and for the comparison of them with some of the earlier mentioned standard breeds of modal logic. I think we shall find the alpha-gamma progeny, unlike most hybrids, relatively fertile.
3.21 Gamma-MR: Broken Cuts with Minimal Restrictions The first broken cut system we shall develop and study is one which allows the most liberal possible interpretation Within gamma of the alpha rules of inference; we shall call this system "gamma-MP." The basis for gamma-MR will be as follows: The single axiom for gamma-MR will be $b$, the blank alpha SA.

The rules $\mathrm{R}_{\text {ins }}$ and $\mathrm{R}_{\text {ers }}$ will apply just as they do in alpha, and for purposes of their application, broken cuts
will be counted as if they were alpha cuts to determine ＂oddness＂or＂eveness＂of enclosure．

The rules $R_{\text {it }}$ and $R_{\text {dit }}$ will apply just as they do in alpha；any graph may be iterated（or deiterated），across any kind of cut or combination or cuts，just as if they were alpha cuts．

The rules $R_{b c l}$ and $R_{n b c}$ may be applied just as they are in alpha，in any area at all．But it is understood that the only cuts that may be inserted or removed by these rules are alpha cuts．

In addition，there shall be two other rules which shall apply in this system；these rules correspond to our 0.14 and 0.15.
$R_{\text {gam }}(Y, X)$ ：Which is true eff $X$ contains，in an area en－ closed by an even number of or by no cuts of either kind or in any mixture，an alpha cut，and $\Psi$ is like $X$ except for having at that position a broken cut rather than an alpha cut． $R_{\mathrm{ngm}}(\mathrm{Y}, \mathrm{X})$ ：Which is true of $\mathrm{F}_{\mathrm{gam}}(\mathrm{S}(\mathrm{X}), \mathrm{S}(\mathrm{Y})$ ）is true． Before we go any further，let us state－－without explicit proof，however－－two theses which will be useful in what follows． These theses will be analogs for our modal systems of lemmas 1.03 and 1．04：
＊3．01 When ${ }^{\Gamma} Q^{A} A(B)^{\top}$ and ${ }^{\Gamma} D \supset B{ }^{\top}$ are theorems of I－modal，so too is ${ }^{「} Q^{A}(D)^{7}$ ．
When ${ }^{「} Q^{A}(B)^{\top}$ and ${ }^{「} D \prec B^{\top}$ are theorems of $54,54.2$ ， or $S 5$ ，then so too is ${ }^{[ } Q^{A}(D)^{7}$ a theorem of the system in question．
*3.02 Then $\Gamma_{Q}^{C}(B)^{7}$ and ${ }^{-} \bar{B} D D^{\top}$ are theorems of I-modal, so too is ${ }^{r_{Q}^{C}}(D){ }^{7}$.
When ${ }^{r} Q^{C}(B)^{7}$ and ${ }^{r} B \rightarrow D^{\prime}$ are theorems of $S 4,54.2$, or S5, then so too is ${ }^{P_{Q}^{C}}(D){ }^{7}$ a theorem of the system in question.
The formula ' $p-3 q$ ', of course, is read, "p strictly implies $q$ "; it is equivalent to the formula--in Polish notation--'ICpq'. The notation used above is used simply for the sake of consistency with that of lemmas 1.03 and 1.04 . We may assume that the systems for which these theses are stated are "I-primitive" systems; and 'I' affects the A-pos or C-pos of subformulas in its scope in no way. The theses above are provable by an induction on the number of $L^{\prime}$ s (belonging to the formula $Q^{A}(B)$ or $\left.Q^{C}(B)\right)$ within whose score $B$ is located. But without going through the tedium of an explicit proof, I submit that the theses are intuitively quaite acceptable. Recall the relationship of lemmas 1.03 and 1.04 to the rule of substitutivity of material equivaIence in CPC. It may then help our intuition if we note that substitutivity of material equivalence holds in the Imodal system, while substitutivity of strict equivalence holds in all the Lewis-modal systems. That the above theses would hold in "M-primitive" or "R-primitive" systems is evident. Just note that since ERpNLp, an $R$ will affect the A-pos or $C-p o s$ of formulas in its scope just as if it were an ' $\mathrm{N}^{\prime}$,

We may now begin our comparis on of gamma-MR with an "ordinary" modal logic. The calculus used here will be the modal system. In our comparison of alpha with the CPC we found
it convenient to use two formulations of that calculus, $P_{r}$ and $P_{W}$, the former with "K-N" primitive, the latter with "C-O" primitive. We may similarly think of two formulations of modal, one with "K-N-R" primitive (1R', of course, being our possibly-not operator) and the other with "C-O-R" as primitive. in chapter $i$ we defined functions $f, h$, and $g$; it should be evident that we may extend these functions so that they may be able to relate the broken cut systems to systems like E-modal. All that is required here is an instruction to correlate the broken cut to the modal operator ' $R$ '. Cail the functions thus extended $f \%$, $h \%$, and $g *$ respectively.

In chapter $i$, we showed that $f$ of the single axiom of alpha, the null-graph, is a theorem of $P_{r}$. Thei:null-graph $b$ is also the only axiom of gamma-MR; $f \%(b)$ is ${ }^{\prime}-\left(p_{0} \cdot-p_{0}\right)$ ', just as was $f(b)$. Clearly, then, $f \%(b)$ is a theorem of I-modal.

We also showed in chapter $i$ that when $R(Y, X)$ is one of the rules of inference of alpha, and is true for alpha graphs $X$ and $Y$, then if $f(X)$ is a CPC theorem, so too is $f(Y)$.

The rules of inference of alpha hold unrestricted in gamma-MR. But $* 3.01$ and $* 3.02$ hold for $E-m o d a l$, and the schema $\Gamma_{C} \delta_{p C} \delta_{N p} \delta_{q}{ }^{7}$
holds unrestricted in E-modal, as we have mentioned (it is, in fact, an axiom-schema of that system). There would then be no trouble in extending the proofs of chapter i to show that when $R(Y, X)$ is one of the alpha rules as employed in gamma-MR, and is true for gamma-MR graphs $X$ and $Y$, then if $f \%(X)$ is a theorem of E-modal, then so too is f ( Y ).

Gamma-MR also includes two rules for the broken cut-$\mathrm{R}_{\text {gam }}$, which permits an evenly enclosed alpha cut to be transformed to a broken cut, and $R_{n g m}$, which permits an oddly enclosed broken cut to be transformed to an alpha cut. I-modal, of course, contains the law 'CNpRp'; in the presence of $* 3.01$ and $* 3.02$, this means--since the broken cut is correlated by our functions to 'R' just as the alpha cut is to ${ }^{\prime} N^{\prime}$--that if either $R_{\text {gam }}(Y, X)$ or $R_{n g m}(Y, X)$ is true for gamma -IR graphs $X$ and $Y$, then if $f \%(X)$ is an $\mathrm{I}_{\text {-modal }}$ theorem, so too is $\mathrm{f} \%(\mathrm{Y})$.

In summary, all of the above means that:
If $X$ is a theorem of gamma -MR, then $f \%(X)$ is a theorem of I-modal.

Now turning to the "other direction" of the proof, recall again that the rules of insertion and erasure, iteration and deiteration, and positive and negative biclosure hold unrestricted in gamma-MR. This means that the graph

is provable in gamma-MR just as it is in alpha, even though here ' $\delta\}$ : may stand for any graphical context, may include broken cuts. This graph corresponds by $g \%$ (or by $h \%$ ) to the axiom-schema of E-modal, which is "unrestricted" in the same sense as is this "graph-schema."

The graph

is trivially provable in gamma-MR by $\mathrm{R}_{\mathrm{gam}}$ and the alpha rules. This graph corresponds by $\mathrm{g} \%$ (or by $\mathrm{h} \%$ ) to the E-modal axiom 'CNpRp' (which is, of course, equivalent to 'CLpp').

It is clear that the analogs of the rules of substitution and detachment hold in gamma-MR as "derived rules of inference" just as they do in alpha.

Given the above, we submit that the following hold, as analogs of $\%$. 17 and $\# 1.21$ of chapter $i:$

If $f *(X)$ is a theorem of I-modal, then $^{X}$ is a theorem of gamma-MR, and $A$ is a theorem of $E$-modal iff $g *(X)$ is $\approx$ theorem of gamma-MR.

The three underscored statements in the above development assert equivalently that i-modal and gamma-MR are translatable into each other in our technical sense of "translatable." And they mean that gamma-MR and I-modal are equivalent to each other in the same sense that alpha is equivalent to the CPC. This result should not have been unexpected, since the unrestricted "cross-breeding" of aloha and gamma concepts in gamma-MR is strikingly like the unrestricted "cross-breeding" of truthfunctional and modal concepts in the $\overline{\text { modal }}$ system.

To drive the point home a little harder, we shall now engage in a few graphical derivations within gamma-MR. We shall prove within gamma-MR some typical graphs of the system; they shall be seen to correspond to characteristic theses of the E-modal system.

By alpha rules

(I), $R_{\text {its }}, R_{b c l}$

(2), $R_{\text {itu }}$ (note the dependence on unrestricted $R_{\text {it }}$ )
(3), R $\mathrm{R}_{\mathrm{bcl}}$


Note that given the definitions 'L' for 'NR' and 'Np' for 'GpO', (4) is equivalent to a characteristic f-modal thesis, 'CLCpqCpLq'. The critical step of this deduction is (3), where ${ }^{\prime \prime}$ is iterated across a broken cut, as permitted by the rules of ganma-MR. We shall see that in the other broken cut systems we shall examine, this move, and so the graph of (4), is forbidden. We now go on to the proof of a graph which, while not peculiar to gamma-MR, may prove a bit surprising.
alpha rules

alpha rules

(6), $R_{b c l}$

(7), $R_{\text {gam }}$

(8), $R_{\text {itr }}$

(9), $R_{\text {dit }}$

(10), (5), $R_{\text {dit }}, R_{\text {nbc }}$

(11), $R_{n b c}$


The graphs at (II) and (I2) express, equivalently, the thesis 'RRI' or 'MLI'; they assert that the "true" is "possibly necessary." The thing one might find surprising is that the simple "broken cut biclosure" with a broken cut enclosed oddly is a thesis of gamma-MR, derivable only by the rules. It is not inmediately apparent from an examination of $\mathrm{R}_{\mathrm{gam}}$, for example, that this is possible. Yet this theorem should not be too surprising considering that gamma- $\mathbb{M R}$ and I-modal are equivalent to each other, and 'MLI' is a law of E-modal.

We set about the proof, now, of one more characteristic graph of gamma-MR, again, one that is equivalent to a characteristic thesis of m -modal.
(12), $\mathrm{P}_{\mathrm{bcI}}$, $\mathrm{R}_{\text {ins }}$

(13), R its

(15), $R_{\text {its }}, R_{\text {ins }}$

(16), $R_{b c I}, R_{i t r}$
alpha rules

(17), $R_{\text {mgm }}, R_{\text {nbc }}$

(18), $R_{n b c}$


The graph at (19) is a typical gamma-MR graph, equivalent


(20)
$\left(I_{4}\right),(20)$,
$R_{\text {dit }}, R_{\text {nib }}$

alpha rules

(23), $R_{i t r}$
alpha rules


Now in (25) take $\mathrm{b}^{\prime}$ as bit as (2I), (24), $R_{\text {dit, }}$ and $R_{n b c}$, we have:


The graph of (26) says the same thing as the formula 'CMpMLp'; it is thus a "map" of a characteristic modal $^{\text {mos is. }}$ Note that step (16) in the above deduction, for example, again employs the unrestricted "iteration across broken cuts" characteristic of gamma -MR.

The system gamma-MR Fields unusual modal graphs, just as

I-modal gives us unusual modal formulas. In both case the root of the strangeness is the "extensionalizing" of modal concepts. In E-modal this is accomplished by permitting unlimited or unrestricted use of modal contexts in schemata like C pC Np q'; this schema is often referred to as the "thesis of extensionality" (actually, it is but one of several schemata to which the name is appropriate). In the "classical" Lewis-modal systems, of course, such unrestricted treatment of modal operators is not permitted; the closest we can come to a thesis of extensionality in these systems is

$$
\text { CLCpqCLCqpC } \delta p \delta q, 1
$$

which is a statement of the substitutivity of strict equivalence, a principle which, as a rule of inference, is characteristic of all the Lewis modal systems, and which is considerably weaker


In gamma-MR, the "extensionalizing" is accomplished by the unrestricted permission to use the rules $R_{\text {itr }}$ and $R_{\text {dit }}$. The theses $\approx 5.01$ and $* 3.02$ show that the rules of insertion and erasure hold unrestricted even for gamma systems which might be called "Lewis-type," as we shall see; the rules of biclosure and for the broken cut also hold without restriction. The strange nature of gamma-MR may then be credited to its unrestricted rules of iteration and deiteration.
$I_{\text {This }}$ theorem-schema holds as stated in the systems 54 , $S 4.2$, and $S 5$; at this point we will make no claims one way or the other for the other Lewis-modal systems. I am not aware of a general proof for this thesis in the literature, so I have added to this paper a short appendix which discusses the question of the deduction theorem in S4, S4.2, and S5, and shows that this schema holds in these systems.

Another remark is in order here: in 4.518 Peirce indicates that if a graph $X$ is assertable at one "state of information," then ( $\mathbb{X}$ " will be assertable at succeeding states of information. This is much like the move in some Lewis-modal systems justified by RI: "If $\alpha$ is a theorem, then ${ }^{r} I \alpha$ is a theorem." It is perhaps needless to say that this move cannot be permitted in gamma-Mry. Such a permission, in the presence of the theorems of gamma-MR, would result in the collapsing of the modal structure of the system; just $2 . s$ the theoremhood of 'LCpp: would do for $\pm$-modal. The relationship of gamma-MR and $x-m o d a l$, in fact, bars all graphs of form (気 from theoremhood in gamma-MR, since all formulas of form ${ }^{\circ} \mathrm{I} \boldsymbol{a}^{\prime}$ " are rejected in I modal.
3.22 Gamma-4: A "Classical" Broken Cut System

There is little subtlety to the name we have chosen to give the broken cut system of the present section; it is a system which bears the same relation to the Lewis-modal 54 that gama-MR bears to the E-modal system. As we have indicated, the statement of rules for gamma-4 will involve a restriction on the application of the rules $R_{i t r}$ and $R_{\text {dit* }}$ It will also involve the axiomatic assertion of a certain extra graph. Although the graph (!) was derivable as a theorem of gamma-MR, the graph was not derivable there, as indicated by the relationship between gamma-MR and I-modal. This latter graph, we might say, asserts "the necessity of the true." But in all the Lewismodal systems, there is a sense in which the true is necessary;
even in the very weakest systems, Iike Iemmon's SO.5, I there are rules which permit us to move from the theoremhood of a formula $\alpha$ (belonging to a certain set of theorems, depending on the system) to the theoremhcod of ${ }^{\Gamma} \alpha^{7}$. In $S 0.5$, this rule is simply, "If $\alpha$ is tautologous, ${ }^{r} I \alpha^{7}$ is a theorem"; but in the systems from $T$ through $S 5$, the presence of the unrestricted rule $R I$ permits us to move from the assertion of any theorem to the assertion of the necessity of that theorem. In gamma-4 we shall discover that we can get the same results with the simple axiomatic assertion of the graph

which is what we might call "the necessity biclosure." Needless to say, the presence of this graph does not give us the right to use this pair of cuts as if it were a pair of alpha cuts in the application of the rules $R_{b c l}$ and $R_{n b c}$. These rules will still apply just to the insertion or deletion of alpha biclosures. Note too that with $R_{n g m}$ and $R_{n b c}$ there is no irouble in getting from this graph as axiom to the null graph $b$ as theorem.

We shall now state the axiom and the rules as they apply to gamma-4, just as we did for gamma-MR.

The sole axiom of gamma-4 is the graph
Rules $R_{\text {ins }}$ and $R_{\text {ers }}$ apply just as they did in gamma-NR, again counting alpha and broken cuts alike to determine oddness or eveness of enclosure.

[^9]The rules $R_{1 t r}$ and $R_{\text {dit }}$ will apply as before，except for the following restriction：The only graphs that may be iterated or deiterated across broken cuts are those of form （

The rules $R_{b c l}$ and $R_{n b c}$ apply as in gamma－NR．
The rules $R_{\text {gam }}$ and $R_{n g m}$（for the broken cut）apply as in gamma－MR．

The restriction on the rules of iteration and deiteration prevents an iteration in gamma－4 like that leading from step（2） to step（3）in the deductions of Section 3．21．

We turn our attention to the status or these rules in the system S4．First of all，the strict implication

Lciinprp

is a thesis of S4．By $* 3.01$ and $* 3.02$ ，this indicates that any subformula beginning with＇$N$＇and standing in a C－pos in an S4 theorem－－that is，a subformula ${ }^{\mathrm{N}} \boldsymbol{N}^{7}$－－may be replaced by the same formula with an＇ $\mathrm{R}^{\prime}$ in place of the＇ $\mathrm{N}^{\prime}$－－that is，by the subformula ${ }^{「} \mathrm{R} \boldsymbol{\alpha}^{\top}$ ．And also，any subformula ${ }^{「} \mathrm{Ra}^{7}$ standing in an A－pos in a law of $S 4$ may be replaced by ${ }^{「}$ in $\alpha{ }^{\top}$ ．

This indicates that whenever，for gamma－4 graphs $X$ and $Y$ ，either $R_{\text {gam }}(Y, X)$ or $R_{\text {ngm }}(Y, X)$ is true，then if $f \%(X)$ is an $S 4$ theorem，then so too is $f \%(Y)$ ．

The strict implication
ICKpqp
is also a law of S4；in the presence of $* 3.01$ and $* 3.02$ this means that the rules of insertion in odd and erasure in even have analogous derived rules of inference in $S 4$ ，just as do the
above mentioned rules for the broken cut.
A strict equivalence that holds in $S_{4}$ is
LEpNNTP.
Since the system $S 4$ contains the rule of substitutivity of strict equivalence, this means that the rules of biclosure have analogous derived rules of inference in 54 .

We move now to the rules of iteration and deiteration as stated for gamma-4. It will be recalled that the proof in chapter i that the CPC contains rules analogous to $R_{i t r}$ and $R_{\text {dit }}$ pivots about the existence in GPC of a certain theorem schema which for our purposes here we may express as:

$$
\begin{equation*}
\operatorname{EKp} \delta I K p \delta p . \tag{I}
\end{equation*}
$$

If this schema is in a system, and the system contains the rule of substitutivity of material equivalence, then that system contains derived rules of inference analogous to $R_{i t r}$ and $R_{\text {dit }}$.

The schema at (I) quite definitely does not hold in the general case in 54 ; however, recalling the nature of the restriction on the rules of iteration and deiteration in ga ma-4, it is possible to write a schema which does hold in Si4 ana whose presence makes possible proofs of the versions of iteration and deiteration appropriate to 54 .

A little thoughtwill tell us what this schema must be; we will recall that the restriction on iteration and deiteration for gamma-4 states that only graphs of form X $X$ may be iterated across broken cuts, that is, iterated "into modal contexts." This suggests that the schema we want in the general case in S 4 is:

Actually, the simple

$$
\begin{equation*}
\operatorname{EKIp} \delta \operatorname{IKLp} \delta \operatorname{Ip} \tag{3}
\end{equation*}
$$

will do, since we can always move from (3) to (2) by RI. The existence of (2) and the substitutivity of strict equivalence in S4 would permit us to say that in the general case, where ' $\delta$ : may be a modal context, analogs of the pules of iteration and deiteration of gamma- $\frac{1}{4}$ exist in $S 4$.

It will be noted that when ' $\delta$ ' is a non-modal context, that is, when the schema is to parallel iterations across alpha cuts only,

## $\operatorname{EKp} \delta 1 K p \delta p$

does hold in $S 4$ just as it does in CPC.
We shall now show that (3) is indeed a theorem schema in the general case in 54 . The following schema holds in $5_{4}:^{\text {I }}$ CLGpacLcqpc $\delta q \delta p$
where ' $\delta$ ' may represent any $S 4$ context at all.
By (4), q/1 GLCpICLCIpC $\delta 1 \delta p$
(5), LCpI, PC GLCIpC $\delta$ I $\delta p$

The following is an easily provable $S_{4}$ thesis:
$\begin{array}{ll}(6),(7), P C & C L p C \delta I \delta p \\ (8), p / L p & C L I p C \delta I \delta I p\end{array}$
But 'LELLpLp' is a theorem of $54 ;$ by (9) and substitutivity of strict equivalence, then:

$$
\begin{equation*}
\mathrm{CLpc} \delta I \delta I p \tag{10}
\end{equation*}
$$

this.

But (11) is one half of (3), which is the formula we wished to prove. The converse of (II) is provable along much the same lines that (1I) was. We may then say that (3) holds in the general case in S4. But this means that when, for gamma-4 graphs $X$ and $Y, R_{\text {itr }}(Y, X)$ or $R_{\text {dit }}(Y, X)$ is true with the gamma-4 restriction, then if $f *(X)$ is an $S 4$ theorem, so too is $f *(Y)$. Iteration into non-modal contexts as in PC.

Where $X$ is the sole axiom of gommo- 4 , then $f \%(X)$ is ${ }^{\prime N R N K p}{ }_{0} N p_{0}$ ', which is the same as ' $L C p_{0} p_{0}$ ', and is clearly a theorem of S4. We may say, then, that:

If $X$ is a theorem of gamma-4, $f \%(X)$ is a theorem of 54 .
We shall now go on to show both that the converse of the above statement holds, and that the set of theorems of $S 4$ maps into the set of theorems of gamma-4 by the function $g \%$ ( $f \%$ and g*, we should recall, are the functions $f$ and $g$ of chapter i extended to account for the broken cut). Gamma-4 contains all that alpha contains and more. We shall have accomplished our purpose, then, if we can show that the axioms and rule of S 4 beyond those of the CPC map appropriately into the set of theorems of gamra-4. First of all, we may easily prove the following:
alpha rules

(12), $R_{g a m}$


The graph at (13) is cleariy a correlate by $\mathrm{g} *$ or $\mathrm{h} *$ of our axiom 2 for $\mathrm{S}_{4}$, :CNpRp:.

gamma-4 axiom, $R_{b c I}$


( $\mathrm{I}_{4}$ )
(34), $R_{\text {ins }}$

(I7), $R_{\text {itr }}$

(I6), $R_{b c I}$

(19), $\mathrm{R}_{\mathrm{bcI}}, \mathrm{R}_{\mathrm{nbc}}$

(18), $R_{n g m}$

, and bil as
(bil bir ; the graph resulting from these substitutions contains a "replica" of (20) itself. Deiterate this "replica" with (20) and apply $R_{n b c}$ and $R_{n g m}$ to obtain


(22), $R_{\text {ins }}$

(23), $R_{i t r}$


We may now move, by purely alpha methods, employing (21), (24), and the alpha graph

to


The graph at (26) will be found, upon examination, to correspond to our axiom $l^{\prime}$ for 54 , 'CRCRpRqCpq'. The graph of (24) corresponds to 'CRNRpRp', which becomes, on transposition of antecedent and consequent, 'CLpLIp', the characteristic reduction formula of $S 4$.

Note that with as an axiom of gamma-4, the equivalent of RI holds in gamma-4. This is so because any graph derivable as a theorem upon the blank SA alone will be derivable as a theorem within the "necessity biclosure" which is the gamma-4
axiom; this point is illustrated by the deduction leaeing to the Eraph of (20) above. It is now fairly clear that both:

A is a theorem of SL iff $g \%(A)$ is a theorem of garma- 4 , and If $f \%(X)$ is a theorem of SL, then $X$ is a theorem of gamma-L The latter by an extension of the argument leading to the proof of its analog in chapter i.

Gamma-4 is then a graphical version of the Lewis modal S4. One might suspect that there are other Lewis modal systems which may be formulated in the broken cut notation; this in fact is the case.
3.23 Gamma-4.2: Another "Lewis-Ifodal" Broken Cut System

Situated between the Iewis-modal systems $S 4$ and $S 5$ are at least two other systems. They are situated between these systems in the sense that their sets of thecrems include those of $S 4$ and are included in those of 55 . These systems may be formulated by subjoining to $S 4$ certain additional axioms. One of these systems, Sl .2 , is formed by adding to S 4 the axiom CILDLITp.

The other, S4.3, is formed by adding to 54 the axiom
ALCLpqLCLqp.
S4. 2 is contained in S4.3. We shall here set down a broken cut system, gamma-4.2, which bears the same relation to S4. 2 that gamma-4 bears to 54 .

The system gamma-4.2 is based upon garma-4. It is just the same as gamma-4 except for a slightly more liberal restriction attached to the rules $R_{i t r}$ and $R_{\text {dit }}$. Gamma-4 permitted graphs of form ( $X$ to be iterated and deiterated through
broken cuts; gamma-4. 2 will permit as well graphs of form "ixi; to be so iterated. Otherwise the systems are the same.

All that we have said about gamma-4 and $S 4$, then, applies to gamma-4.2 and S4.2; we have in addition, however, to prove the rules of iteration and deiteration with the new restriction in S4.2, and to prove a graph in gamma-4.2 corresponding to the special axiom of S4.2.

Recall how we went about the proof of the rules of iteration and deiteration in Sly ehether or net these rules hela there was a function of whether or not the schema

## EKLp $\delta I K L p \delta I p$

held in S4. The above schema holds in S4.2, to be sure, as well as in $\mathrm{SL}_{4}$. But we must show something more for SL .2 ; the restriction on the rules of iteration and deiteration has been relaxed in this system to permit graphs enclosed by two broken suts to be iterated or deiterated through broken cuts. The pair of broken cuts is correlated by our transiation functions to the modal prefix 'RR', which is equivalent to 'ML'. This suggests that the additional schema which we must show to exist in S 4.2 is EKMLD $\delta$ IKMLp $\delta$ MIp .
A little reflection will show us that this is indeed the case.
Let us turn to step (8) in the deductions of the preceding section, and instead of substituting $L p$ for $p$, substitute MIp (we begin the numbering anew in this section):

CLMLPC $\delta I \delta M L p$
Now, in S4. 2 the following thesis holds--it is not a law of S4:
(1), (2), PC

GILpc $\delta 1 \delta_{\text {FiLp }}$
(3), PC
cKMLp $\delta$ IMMLp $\delta$ MLp
We noted that the converse of the analogous formula in Section 3.22 is proven much as is that formula itself; so too will the converse of (4) follow, and we may state that

$$
\operatorname{EKMLp} \delta I M A L D \delta \operatorname{MLp}
$$

The formula at (5) is the one we wanted, and we are safe in saying that appropriate analogs of the rules of iteration and deiteration with their gamma-4.2 restrictions hold in S4.2. Since all else in gamma-4.2 is as in gamma-4, we may conclude that:

A graph $X$ is a theorem of garma-4. 2 only if $f \%(X)$ is a theorem of S4.2.

To show that the converse of the above holds, and also that the set of 54.2 theorems maps into the set of gamma-4. 2 theorems by $\mathrm{g} \%$, we must show only that there is a theorem of gamma-4.2 which corresponds by $g *$ and $h *$ to the special axiom of S4.2, 'CRILDIMP'--or, in $\mathrm{IR}^{\prime}$, 'CRRPNRPNp'.
gemma-4 axiom

(6), $R_{\text {ins }}$

(8), $R_{n g m}$

(9), $R_{b c I}$


The graph of (IO) states 'CRRPNRRNp', which is the same as 'CMIPIMp'. Note the characteristic gamma-4. 2 operation at step (8). It is now safe for us to state, on the basis oi the above, our work in Section 3.22 , and the relationship between $S 4$ and $S 4.2$, that both:

If $f \%(X)$ is an $S 4.2$ theorem, then $X$ is a theorem of gamma-4.2, and $A$ is a theorem of $S 4.2$ iff $g \%(A)$ is a theorem of gamma-4.2. The systems 54.2 and gamma-4.2 are then translatable into each other, and also may be considered equivalent in the same sense that alpha is equivalent to the GPC.
3.24 Gamma-5: The Limiting "Lewis-Modal" Broken Cut System

In many respects, the system 55 may be considered a "limiting" system among the Lewis-modal calculi--to go into an extensive study of this, however, would really be outside the scope of this paper. ${ }^{1}$

The system gamma-5 is to be a "broken-cut" version of S5; this is why we have called it a "limiting" broken cut system. As might be suspected, gamma-5 differs from gamma-4 and gamma-4. 2 only in having a different, more lenient restriction upon its
$I_{\text {But }}$ cf., for example, C. I. Lewis and C. H. Langford, Symbolic Logic (New York: Dover, 1959), p. 501.
application of the rules of iteration and deiteration. The. statement of this restriction is quite simple:

In gamma-5, the rules $R_{\text {itr }}$ and $R_{\text {dit }}$ apply as they do in alpha, except that a graph $X$ may be iterated or deiterated across a broken cut only if each of X 's minimal graphs is in the "scope" of a broken cut belonging to $X$, that is, provided each of the minimal grapis of $X$ is part of a subgraph of $X$ whose "outermost sign" is a broken cut.

As was the case in Sections 3.22 and 3.23 , we shall state a formula whose theoremhood in 55 will guarantee the existence in 55 of derived rules of inference analogous to the rules of iteration and deiteration with the above restriction. The formula is:

> EK $\alpha \delta I K \propto \delta \alpha$, where $\alpha$ is any
> formula of 55 having each of its propositional variables in the scope of a modal operator belonging to $\propto$.

All the theorems of $S 4$ and $S 4.2$, of course, hold in $S 5$; the schema at (I) is one which does not hold in general in $S 4$ and 54.2 , but which will be shown to hold in $S 5$. As was the case in Section 3.23, we shall first turn to step (8) in the deductions of Section 3.22, and now, instead of substituting 'Lp' for 'p', we shall substitute $a$, where $a$ is any wff having each of its propositional variables in the scope of a modal operator belonging to $\alpha$. The result is:

CL $\alpha$ C $\delta I \delta \alpha$
(2).

Now, there is a pair of rules of inference, due to Prior, which hold in $S 5$ and which--when subjoined to the CPC--
actually form a basis sufficient for $\mathrm{S} 5 .{ }^{1}$ The rules are:

R2: If ${ }^{r} C \alpha \beta^{7}$ is a theorem, then ${ }^{r} C \alpha I \beta{ }^{r}$ is a theorem, provided each of the variables of $\alpha$ is part of a subformula of $\alpha$ beginning with a modal operator.
We have, by PC alone:
Coce
But let $\alpha$ be of such a form that each of its propositional variables is part of a subformula of $\mathcal{C}$ beginning with a modal operator; this means both that the proviso of R2 is fulfilled and that $\alpha$ is the same as the $\alpha$ of the schema at. (2). Then: (3) R 2 CaIa (4) (2), (4), PC $C \alpha C \delta I \delta \alpha$ (5), PC $\quad C K \propto \delta I K \alpha \delta \alpha$

Again, the converse of (6) will be easily provable, and we may state:

$$
\begin{equation*}
E K \propto \delta I K \propto \delta \propto \tag{7}
\end{equation*}
$$

where $\alpha$, of course, is as required in (1).
But (7) is the schema we needed, and so, in the light of all that has gone before, we may state:

If $X$ is a theorem of gamma-5, then $f \%(X)$ is a theorem of $S 5$.
To show that the converse of the above holds and that the set of 55 theorems maps into the set of gamma-5 theorems by g*, it would be sufficient to show that a graphical correlate of our axiom 1': is a theorem of gamma-5; 1: is, of course,

[^10]174
'CRRCpqCRgRp'. But actually it will not be necessary to develop a proof for this particular graph. We know that if the formula 'GILpLp' is added to a base sufficient for S4, the result is the system S5. Another formula which will do the job, and which, in fact, is just a transposed version of 'MILpLp' is

CNLpLNLp.
Another way of writing this formula is
CRpNRRp.
Since gamma-5, with a more liberal restriction on its rules of iteration and deiteration than either of the other such systems we have discussed, will contain all the theorems of both of these systems, it is clear that ir a graph corresponding to the last mentioned axiom can be proven in gamma-5, then graphs corresponding to all $S 5$ theses will be derivable. The proof is as follows:
gamma -4 axiom

(8), $R_{\text {ins }}$

(9), $R_{\text {its }}$ (gem a-5 version)
 (10), $R_{b c I}$


The graph of (11), a theorem of garma-5, corresponds by
g* or h* to 'CRpNRR'. We are then safe in asserting that both: If $f *(X)$ is an $S 5$ theorem, then $X$ is a theorem of gamma-5, and A is a theorem of 55 iff $g *(A)$ is a theorem of gamma-5.

The systems S 5 and gamma-5 are then translatable into each other, in our technical sense of translatable; and we may consider them equivalent in the same sense that alpha and the CPC are equivalent.
3.25 A Summary of the Broizen Cut Systems Here Presented In the preceding sections we have shown how systems equivalent to some contemporary modal systems may be formulated within the "broken cut" notation of Feirce's gamma graphs. The method of setting up these systems is quite simple. We add to the notation and rules of alpha the broken cut and the rules which permit us to change an evenly enclosed or unenclosed alpha cut into a broken cut, and an oddy enclosed broken cut into an alpha cut. We allow the rules of insertion in odd and erasure in even and of biclosure to hold just as they do in alpha, counting broken cuts as if they were alpha cuts to determine whether an enclosure is odd or even. If we add no new graphical axiom and allow the ruies of iteration and deiteration to apply with no restrictions, the system obtained, gamma-MR, is equivalent to I-modal.

If we add as an axiom the graph , and place certain restrictions on the rules of iteration and deiteration, we shall obtain several different systems, depending on what the restrictions are.

If we state that only graphs of form (X) may be iterated or reiterated through broken cuts, we get the system gamma-4, which is equivalent to the Lewis-modal 54 .

If we permit also graphs of form 凭采, to be iterated or deiterated through broken cuts, the system Jielded is gamma-4.2, which is equivalent to the Lewis-modal S4.2.

If we permit any graph all of whose minimal graphs are within the scope of broken cuts belonging to that graph to be so iters.ted or deiterated, we get gamma-5, which is equivalent to the system S5.

It is not by accident that the Lewis-modal broizen cut systems are so formulable. In an article on these systems ${ }^{I}$ I have shown that $S 4$ and $S 4.2$ may be formulated by the subjunction of Prior's rules RI and R2 (which we saw in Section 3.25) to the CPC, changing the proviso oi R2 to read, "Provided $\alpha$ is completely moảalized." ICaistinguish between $S 4, S 4.2$, and S 5 by stating for each of these systems what it is to be completely modalized. In $S 4$ we find that a formula is completely modalized if it begins with an 'I' or is a conjunction of formulas each of which begins with an 'I'. In 54.2 we find that in addition formulas beginning with 'MI' will be completely modalized. For S5, complete modalization is as in Prior's version of the proviso.

It is interesting to note that these definitions of "complete modalization" correspond to the restrictions on iteration and deiteration for the respective systems gamma-4,

[^11]gamma-4.2, and gamma-5. We might, then, state the restriction on these rules in another way, and specify that for all three of these systems iteration or deiteration through a broken cut is permitted only for a "completely modalized graph"--this would be a thread connecting these three gamma-systems. We would then identify each of these systems by a specification of what it is in that system for a graph to be completely modalized.

It is not at all impossible that other Iewis-modal
systems might be formulated as broken cut systems-at least I know of no reason why it should be impossible. At the moment, however, we shall go no further in this direction. We will remark, however, that the formulability of these broken cut systems in really so simple a manner is another tribute to the power of the graphs and to the ingenuity of the man who first thought of them.

### 3.3 Cleaning Up

It is sad to note, perhaps, that from certain points of view the Existential Graphs, into which Peirce poured so much effort, are a failure. The final formulation of the famma graphs as he envisaged it did not come off, and indeed, seems to have been doomed from the start. From this failure follows the failure of the graphs as the ultimate analytical instrument of deductive reasoning in the broadest sense. And this makes the graphs, from this point of view, just an unfinished wing in the incompleted structure that was the philosophy of C. S. Peirce.

But the graphs need not be viewed only from this point
of view. As logical systems they are astoundingly successful. They seor somewhat awhard to work with, especially till you get the hang of them, but so too are many contemporary systems, when considered in their primitive notation. The graphs are, as we have seen, systems of considerable power, both in the theorems derivable within them, and in the insights they afford into logic in general.

Much remains to be done with the graphs. We have offered a sketch, in the Introduction, of how we feel the graphs fit into Peirce's philosophy as a whole; this sketch could be expanded into an interesting study of considerable length, I am sure. Much might also be said about the place of the graphs in Peirce's theory of signs. There are also intriguing little suggestions by Peirce regarding formal features of the graphs, such as the "state of information II" which he mentions in 4.251--here we might find matter for further study and expansion, as we have studied and expanded the broken cut systems.

This paper has studied the more important parts of the graphs, those about which Peirce Zold us the most; it has studied them as logics. And from the point of view which this paper has adopted, we can only say that the graphs are not a failure at all, but a grand success.

## APPENDIX

THE DEDUCTION THEOREM IN S4, S4.2, AND S5

The immediate purpose of our discussion of the deduction theorem in these modal systems is to show that CLCpqCLCqpC $\delta p \delta q$
is a theorem-schema of $S 4, S 4.2$, and $S 5$. But a statement of the deduction theorem for these systems is itself, I think, of considerable general interest.

Actually, there is no trick to merely stating the dediction theorem for any system. The problem is in getting an appropriate definition of "proof from hypotheses" for the system in question. Once we have such a definition, thesstatement and proof of the deduction theorem will ordinarily offer no probiem.

The systems with which we will be concerned are considered to be formulated on a PC base. They will contain, first of all, any basis sufficient for the complete CPC, including the rules of substitution and detachment. Each of these systems will also contain the rule "RI": "If $\alpha$ is a theorem, so too is La." The additional axioms are, for 54 :

1. CLCpqLCIpIq
2. CIpp.

For S4.2, axioms 1 and 2 and also:
3. CNLDIMID.

For S5, axioms 1 and 2 and also:
4. CNLPLNLD.

Since these systems are formulated on a PC base, we might suspect that a good part of the definition of "proof from hypotheses" will be exactiy as for the CPC. This is the case; here we shall make use of Church's definition of "proof from hypotheses" for the CPC. ${ }^{1}$ The clauses of the definition as he states ther are quite easily extendable to our modal systems. We may thus state what will amount to most of the definition:

A finite sequence of wffs $B_{1}, B_{2}$, . . . , $B_{m}$ is called a "proof from the hypotheses $A_{1}, A_{2}$, . . . $A_{n}$ " if for each i, $i \leq m$, either

1. $B_{i}$ is one of the $A_{1}, A_{2}, \ldots, A_{n}$, or
2. $B_{i}$ is a varient of an axiom, or
3. $B_{i}$ is inferred by the rule of detachment from $B_{j}$ and $B_{k}$, where $j, k<i$ and $B_{j}$ is of form $\left.{ }^{B_{k}} D_{i}\right\urcorner$, or
4. $B_{i}$ is inferred by the rule of substitution from $B_{j}$, where $j<i$, and the variable substituted for does not occur in the $A_{1}, A_{2}, \ldots, A_{n}$.
Note that Clause 2 above may be extended without difficulty to include the axioms of the modal systems with which we are concerned. We assume that the meaning of "varient" is understood.

But one thing is missing from the above definition, so far as $S 4, S 4.2$, and $S 5$ are concerned. This is a consideration of the role of the rule RL in a "proof from hypotheses." It is obvious that this rule is analogous to the rule of "universal

[^12]generalization" in predicate calculi; we might, then, expect to get a hint of how to account for this rule by an examination of the way that "universal generalization" is accounted for in statements of the deduction theorem for predicate calculi.

In the definition of "proof from hypotheses" in the predicate calculus, the following move is permitted ${ }^{I}$ in the inference of a $B_{i}$ from a $B_{j}$ by universal generalization: $B_{i}$ may be of form (a)B ${ }_{j}$, where $j<i$ and the variable a does not occur free in any of the hypotheses $A_{1}, A_{2}$,, , $A_{n}$. The problem for us to find, for the systems $54,54.2$, and S5, an appropriate analog of the statement "The variable a does not occur free in any of the hypotheses $A_{1}, A_{2}$, . . , $A_{n}$. 11

Such an analog is available. Prior has shown that $\$ 5$ is derivable, ${ }^{2}$ and $I$ have shown that $S 4$ and $S 4.2$ are derivable, ${ }^{3}$ by subjoining to the GPC the following rules:

RI: If ${ }^{r} \mathrm{C} \alpha \beta^{7}$ is a theorem, so too is ${ }^{r} \mathrm{CL} \alpha \beta^{7}$.
R2: If ${ }^{r} \mathrm{C} \alpha \beta{ }^{7}$ is a theorem, so too is ${ }^{r} \mathrm{C} \alpha I \beta^{7}$, provided $\alpha$ is completely modalized.

The definition of "completely modalized" varies among these systems, and is the factor which distinguishes them. In S4, a wff
is completely modalized iff either:

1. It is a law of the system, every propositional variable
$I_{\text {Cf. }}$ ibid., p. 196.
$2_{\text {Prior }}$ Formal Iogic, p. 312 .
3 Zeman, Notre Dame Journal of Formal Logic, Vol: IV =(1963).
of which is in the scope of a modal operator belonging to $\alpha$, or
 limiting case.

In $S 4.2$ we have--in addition to the above--tinat $\alpha$ is completely modalized if:
3. It is of the form rivinten.

In 55 , a ff $\alpha$ is completely modalized provided every propositional variable of $\alpha$ is in the scope of a modal operator belonging to $\boldsymbol{\alpha}$.

Now, note that the complete quantification theory is formulable by subjoining to a complete CPC base the following:
$R \prod$ I: If ${ }^{r} C \alpha \beta{ }^{\prime}$ is a theorem, so too is ${ }^{r} C \prod x \alpha \beta 7$.
 provided $x$ is not free in $\boldsymbol{\alpha}$.

The similarity of the above rules to $R 1$ and $R 2$ for ${ }^{\prime} I$ is obvious. And this similarity tells us what the analog for St, $S 4.2$, and $S 5$ for, "The variable a does not occur free in any of the hypotheses $A_{1}, A_{2}$, . . , $A_{n}{ }^{\prime \prime}$ will be. Let us now move to a statement of the final clause in our definition of "proof from hypotheses" for $S 4, S 4.2$, and $S 5$.

A finite sequence of wifi $B_{1}, B_{2}, \cdots, B_{m}$ is called a "proof from the hypotheses $A_{1}, A_{2}$, . . . , $A_{n}$ " if for each i, $i \mathrm{~m}$, either one of the four previously mentioned clauses holds, or
5. $B_{i}$ is inferred from $B_{j}$ by $R I$, where $j<i$ and each of the hypotheses $A_{1}, A_{-}, ~ \cdot ~ ., ~ A_{n}$ is completely modalized in the sense of the system in which we are working. With these five clauses, then, defining "proof from
hypotheses" in $S 4, S 4.2$, and $S 5$, we shall write

$$
A_{1}, A_{2}, \cdots, A_{n} f-B
$$

for "there is a proof from the hypotheses $A_{1}, A_{2}$, . . ., $A_{n}$ for the Wifi B."

The deduction theorem now will merely state that when

$$
A_{1}, A_{2}, \ldots, A_{n} f-B
$$

then also

$$
A_{1}, A_{2}, \cdots, A_{(n-1)}+A_{n} \supset B .
$$

The proof of this theorem for the first four clauses of the definition of "proof from hypotheses" will be just like Church's proof. ${ }^{1}$

The only extension of the proof needed is to cover our clause 5; this is easily accomplished. Let each of the $A_{1}, \dot{A}_{2}$, . . , $A_{n}$ be completely modalized. And let $B$ be $B_{i}$, such that if $k<i$, then

$$
A_{1}, A_{2}, \cdots, A_{(n-1)} f-A_{n} \supset B_{k},
$$

that is, the deduction theorem holds for $A_{1}, A_{2}, \ldots, A_{n} f-B_{k}$. And also, $B_{i}$ is inferred from $B_{j}, j<i$, by RL. This means that, by our definition of proof from hypotheses, and since $B_{i}$ is $B$,

$$
A_{1}, A_{2}, \cdot . . \dot{A}_{n} f-B
$$

Now, since $j<i$, then also $j<k$, and we have

$$
A_{1}, A_{2}, \ldots, A_{(n-1)} \nmid-A_{n} \supset B_{j}
$$

But then, since each of the hypotheses is completely modalized, we have also, by RL and our definition of proof from hypotheses:

$$
A_{I}, A_{2}, \ldots, A_{(n-1)} f-I\left(A_{n} \supset B_{j}\right) .
$$

$I_{\text {Church, pp. }}$ 88-89.

It is easily provable as a theorem of $54,54.2$, or 55 inat ${ }^{\text {'CLC }} \alpha \mathrm{pC} \alpha \mathrm{Lp}$ ', where $\alpha$ is completely modalized.

But this means that we may move to

$$
A_{I}, A_{2}, \cdots, A_{(n-1)}+A_{n} \partial L B_{j}
$$

since we originally assumed that $A_{n}$, along with the other hypotheses, is completely modalized. But $B_{i}$ was infered from $B_{j}$ by $R L$, and so is of the form $' I B_{j}$ '. And this means that the deduction theorem holds for clause 5 of our definition. Note the role in the above proof of our requirement that all of the hypotheses be completely modalized.

Now we may quickly prove that the schema

$$
\text { CLCpqCLCqpc } \delta \mathrm{p} \delta q
$$

is indeed a theorem schema of $\mathrm{S} 4, \mathrm{SL} .2$, and S 5 . With the rule of substitutivity of strict equivalence, the following holds for these systems:

$$
\text { LCpq, ICqp } f-C \delta p \delta q .
$$

Note that the hypotheses in this case are completely modalized in any of three systems in question. But by the deduction theorem for these systems, the schema we wished to prove is proven.

Note that we could not in the general case in these systems have stated:

$$
C p q, \quad \text { cqp } \quad \mid-c \delta p \delta q,
$$

even thoughs-as a rule--the substitutivity of material equivalence holds in these systems. For in the general case there is no guarantee that the rule RI will not have to be applied to get the
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desired result, and by our definition of proof from hypotheses, its application would not be allowed in the last case, since the "hypotheses" there shown are not completely modalized in any of the three systems in question.
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