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## Foreword

The area of mathematics surveyed by the present report might be described as a little too broad to be treated in an encyclopedic manner in a reasonable space and yet not sufficiently developed in all its parts to warrant several distinct reports. Group theory and lattice theory are both regarded as outside the scope of the report. Subject to this restriction, the area surveyed is the algebraic theory of systems with a single binary operation. The operation is understood to be singlevalued except in the case of multigroups and allied systems. Since quasigroups, for example, can be studied either in terms of a single binary operation or in terms of three, a little of the theory of general algebras enters quite naturally. A diagram indicating the interrelations of the various systems will be found at the end of Chapter II.

The more highly developed parts of the subject have been treated in detail. Here the emphasis is on theorems and proofs; the work of several mathematicians has been fused into a single whole with only a mild attempt to indicate their several contributions. This is the case, for example, with the main body of the theory of loops and with the theory of ideals in semigroups. At other points, significant theorems have been stated without proof but with precise references to the literature. The author is well aware that many special topics, for example in the theory of semigroups and quasigroups, have not been specifically mentioned in the text. The bibliography should partly make up for such omissions.

I wish to acknowledge with thanks research grants from the John Simon Guggenheim Foundation for the year 1946-47 and from the University of Wisconsin Research Committee for the fall of 1946 and the summers of 1952, 1954 and 1955 - grants which were used partly to expand the subject matter and partly to delineate it.

I am indebted to many persons for aid in the present task: to my wife, Helen ; to the many authors (above all, to R. Baer and B. H. NeuMANN) whose papers and letters have strongly influenced my work; to my student, Donald W. Miller, now of the University of Nebraska, for a painstaking survey of the literature of semigroups which I used freely and according to my own judgement in connection with Chapter II; to Miller, to A. H. Clifford and to others for contributions to Part D of the Bibliography; to BAER for a detailed and helpful criticism of the manuscript; to R. Artzy for preparation of the Index; and, less specifically but no less sincerely, to the various students in my seminars who have helped to shape or correct much of the present text.

March 13, 1958

R. H. Bruck<br>Madison, Wisconsin

## Contents

I. Systems and their Generation ..... 1

1. Groupoids ..... 1
2. Quasigroups ..... 8
3. Loops ..... 15
4. Loops, nets and projective planes ..... 17
5. General algebras ..... 21
II. The Associative Law ..... 23
6. Semigroups ..... 23
7. Cancellation semigroups ..... 26
8. Groups ..... 28
9. Homomorphic imbedding ..... 32
10. Brandt groupoids. Mixed groups ..... 34
11. Polyadic groups. Flocks ..... 36
12. Multigroups, hypergroups, etc. ..... 41
13. Ideal structure of semigroups ..... 44
14. Multiplication semigroups ..... 53
III. Isotopy ..... 56
15. Isotopy of groupoids ..... 56
16. Invariants of principal isotopy ..... 57
17. Non-invariants of principal isotopy ..... 58
18. Isotopy and geometry ..... 59
IV. Homomorphism Theory of Loops ..... 60
19. Normal subloops ..... 60
20. Loops with operators ..... 65
21. The refinement theorem ..... 67
22. Normal endomorphisms ..... 68
23. Direct decomposition ..... 72
24. Characteristic free factors ..... 86
25. Hamiltonian loops ..... 87
26. Loops with transitive automorphism groups ..... 88
27. Homomorphism theory of quasigroups ..... 90
28. Homomorphism theory of other systems ..... 91
V. Lagrange's Theorem for Loops ..... 92
29. Coset expansion ..... 92
30. Lagrange theorems ..... 92
VI. Nilpotency of Loops ..... 94
31. A general theory of nilpotency ..... 94
32. The Frattini subloop ..... 97
33. Hall's enumeration principle ..... 99
34. Local properties ..... 102
35. Ordered loops ..... 108
VII. Moufang Loops ..... 110
36. Groupoids with the inverse property ..... 110
37. Moufang elements ..... 112
38. Moufang loops ..... 115
39. Moufang's theorem ..... 117
40. The core ..... 120
VIII. Commutative Moufang Loops ..... 130
41. Examples ..... 130
42. Two and three generators ..... 132
43. Four generators ..... 133
44. A calculus of associator subloops ..... 138
45. The distributor ..... 141
46. Five generators ..... 143
47. The functions $f_{i}$ ..... 148
48. Two lemmas ..... 149
49. The sets $\mathcal{L}(n)$ ..... 150
50. The main theorem ..... 151
51. Local properties ..... 157
Bibliography ..... 163
A. Books ..... 163
B. Selected papers ..... 164
C. The Main Bibliography ..... 164
I. Algebras (General) ..... 164
II. Groupoids ..... 166
III. Loops and Quasigroups ..... 166
IV. Multigroups ..... 169
V. Semigroups ..... 170
VI. Other Associative Systems ..... 177
D. Supplement ..... 178
Recent papers on Group Axioms ..... 178
Algebras (General) ..... 178
Groupoids ..... 178
Loops and Quasigroups ..... 178
Multigroups ..... 179
Semigroups ..... 179
Index ..... 182

## Note on the Bibliography

For the convenience of the reader, the bibliography has been divided and subdivided. Books are specified in the text by author and title or, occasionally, merely by author; precise references are given in Part A. Part B contains a few necessary papers on subjects outside the scope of the text; references to these take the form: Author $[B n]$, where $n$ is an integer. Part C , the main body of the bibliography, is divided according to subjects, authors being listed alphabetically under each heading; Part D is a supplement to Part C. Papers are numbered consecutively throughout Parts C and D; references take the form: Author $[n]$. No paper appears under two headings; the narrower classification has generally been preferred (e. g., semigroups as against groupoids) but there are exceptions to the rule in doubtful cases. The papers listed are those reviewed in the first seventeen volumes of Mathematical Reviews together with a few earlier or more recent papers. Wherever possible a reference has been appended in form $[M R v, p], v$ being the volume number and $p$, the page, of the review in Mathematical Reviews. The criterion for selection was a vague one; completeness seemed desirable but was clearly beyond reach or even definition.

## Note on Symbols

We define here certain symbols used consistently throughout the text. The symbols $=$ and $\neq$ denote equality and inequality respectively. $\epsilon$ denotes membership in a set or system: " $a \in B$ " means that $a$ is an element (or member) of (the set or system) $B$. $\ddagger$ denotes lack of membership: " $a \notin B$ " means that $a$ is not an element of $B$. ( and ) describe the subset relation: each of " $A \subset B$ ", " $B>A$ " means that every member of $A$ is a member of $B$. The relations " $A \subset B, B \supset A$ ", taken together, and the relation " $A=B$ ", each mean that $A$ and $B$ have the same elements. $\cap$ denotes intersection or meet or common part; $\cup$ denotes union or join or logical sum: if $A, B$ are sets, $A \cap B$ is the set of elements common to $A$ and $B$, whereas $A \cup B$ is the set of elements belonging to $A$ or $B$ or both. $\rightarrow$ is used for two distinct purposes. The most frequent use is for informal specification of a (single-valued) mapping: "the mapping $x \rightarrow x^{2}$ of the group $G^{\prime \prime}$ specifies the mapping of $G$ which maps each element of $G$ upon its square. $\rightarrow$ and $\leftrightarrow$ are used (very sparingly) as symbols of logical implication: " $a=b \rightarrow a^{2}=b^{2}$ " means that if $a=b$, then $a^{2}=b^{2}$; and " $x \in A \cap B \leftrightarrow x \in A$ and $x \in B$ " means that $x \in A \cap B$ if and only if $x \in A$ and also $x \in B . \sum$ sometimes is used as the sign of summation and sometimes to denote a set; both uses are rare and easily distinguished. $\Pi$ occurs only in connection with free products.

## I. Systems and their Generation

## 1. Groupoids

In this and the next two sections we adopt the viewpoint of Bates [63] with modifications suggested independently by Peremans [98] and Evans [81].

A single-valued mapping $\alpha$ of a set $G$ into a set $H$ is a correspondence which assigns to each $g$ in $G$ a unique element $g \alpha$ in $H$. If $\alpha, \beta$ are singlevalued mappings of $G$ into $H$ then $\alpha=\beta$ on $G$ if and only if $g \alpha=g \beta$ for every $g$ in $G$. We allow the possibility that $G$ may be the empty set. If $G, H$ are non-empty sets, the logical product $G \times H$ is the set of all ordered pairs $(a, b), a$ in $G, b$ in $H$, where $(a, b)=(c, d)$ if and only if $a=c, b=d$. By a (single-valued) binary operation $\alpha$ on the (non-empty) set $G$ we mean a single-valued mapping $\alpha$ from some subset $R(\alpha)$ of $G \times G$ into $G$. Here $R(\alpha)$ is the range of $\alpha$; we allow the possibility that $R(\alpha)$ may be empty. Two binary operations $\alpha, \beta$ on $G$ are equal ( $\alpha=\beta$ ) if and only if $R(\alpha)=R(\beta)$ and $\alpha=\beta$ on $R(\alpha)$. We make the following conventions in connection with a binary operation $\alpha$ on $G$ : (1) If ( $a, b$ ) is in $R(\alpha)$, we usually write the "product" $a b$ instead of $(a, b) \alpha$. (2) The statement " $a b$ is defined in $G$ " means that $(a, b)$ is in $R(\alpha)$. (3) The statement " $a b=c$ in $G$ " means $(a, b)$ is in $R(\alpha), c$ is in $G$ and $(a, b) \alpha=c$. It will be obvious from the context what operations are in question.

A halfgroupoid $G$ is a system consisting of a non-empty set $G$ and a binary operation on $G$. A (proper or improper) subset $H$ of the halfgroupoid $G$ is a subhalfgroupoid of $G$ provided $H$ is a halfgroupoid such that $a b=c$ in $G$ whenever $a b=c$ in $H$. A groupoid $G$ is a halfgroupoid $G$ such that $a b$ is defined in $G$ for all $a, b$ in $G$. A subgroupoid $H$ of a halfgroupoid $G$ is a groupoid $H$ which is a subhalfgroupoid of $G$.

The order of a halfgroupoid $G$ is the cardinal number of the set $G$.
Let $A$ be any (non-empty) index set and let $\left\{H_{\alpha} ; \alpha \in A\right\}$ be a collection of halfgroupoids $H_{\alpha}$. The collection will be termed compatible if $a b=c$ in $H_{\alpha}, a b=d$ in $H_{\beta}$ implies $c=d$. The collection will be termed disjoint if $a \in H_{\alpha}, a \in H_{\beta}$ implies $\alpha=\beta$. Every disjoint collection of halfgroupoids is of course compatible. A compatible collection of halfgroupoids $\left\{H_{\alpha} ; \alpha \in A\right\}$ determines uniquely a halfgroupoid $S=\cup H_{\alpha}$, its union, defined as follows: (i) $a \in S \rightarrow a \in H_{\alpha}$ for at least one $\alpha \in A$. (ii) $a b=c$ in $S \leftrightarrow a b=c$ in $H_{\alpha}$ for at least one $\alpha \in A$. In particular, each $H_{\alpha}$ is a subhalfgroupoid of $S$. For special cases of $A$ we use notations such as
$H \cup K$ or $\bigcup_{i=0}^{\infty} H_{i}$. A compatible collection of halfgroupoids $\left\{H_{\alpha} ; \alpha \in A\right\}$
will be termed intersecting if there exists an element $a$ such that $a \in H_{\alpha}$ for every $\alpha$ in $A$. Such a collection determines a unique halfgroupoid $M=\cap H_{\alpha}$, its intersection, defined as follows: (i) $a \in M \leftrightarrow a \in H_{\alpha}$ for every $\alpha \in A$. (ii) $a b=c$ in $M \leftrightarrow a b=c$ in $H_{\alpha}$ for every $\alpha \in A$. In particular, $M$ is a subhalfgroupoid of each $H_{\alpha}$. The meanings of $H \cap K$, $\infty$ $\bigcap_{i=0}^{\infty} H_{i}$ should be clear.

Let $G$ be a subhalfgroupoid of the halfgroupoid $E$. We say that $G$ is closed in $E$ if $a, b \in G, a b=c$ in $E$ implies $a b=c$ in $G$. We say that $E$ is an extension of $G$ if (i) $a b=c$ in $E$ implies $a, b \in G$; (ii) $c \in E, c \notin G$ implies $c=a b$ in $E$ for at least one pair $a, b$ in $G$. An extension $E$ of $G$ is complete if $a b$ is defined in $E$ for all $a, b$ in $G$; in particular, $E$ could be a complete extension of $G$ and consist of the same elements as $G$. An extension $E$ of $G$ is open if (iii) $a b=c$ in $E, c \in G$ implies $a b=c$ in $G$; (iv) $c \leqslant E, c \notin G, a b=a^{\prime} b^{\prime}=c$ in $E$ implies $a=a^{\prime}, b=b^{\prime}$. Every halfgroupoid $G$ is an open extension of itself, but is a complete extension of itself only if it is a groupoid. If $G$ is a halfgroupoid but not a groupoid then, as is obvious from the definitions, $G$ has extensions, distinct from itself, which are complete or open or both. To construct a complete open extension, let $E$ be the set consisting of $G$ and those elements $(a, b)$ of $G \times G$ for which $a b$ is not defined in $G$ and, for all $a, b$ in $G$, define $a b=c$ or $a b=(a, b)$ in $E$ according as $a b=c$ in $G$ or $a b$ is not defined in $G$.

A collection $\left\{L_{i} ; i=0,1,2, \ldots\right\}$ of halfgroupoids $L_{i}$ is called an extension chain if $L_{i+1}$ is an extension of $L_{i}$ for each $i$; and is open (or complete) if $L_{i+1}$ is an open (or complete) extension of $L_{i}$ for each $i$. If $G$ is a subhalfgroupoid of the halfgroupoid $H$, the maximal extension chain of $G$ in $H$ is defined as follows: $G_{0}=G$ and, for each nonnegative integer $i$, (a) $G_{i}$ is a subhalfgroupoid of $H$; (b) $G_{i+1}$ is an extension of $G_{i}$; (c) if $x, y \in G_{i}$ and if $x y=z$ in $H$, then $x y=z$ in $G_{i+1}$. The halfgroupoid $K=\bigcup_{i=0}^{\infty} G_{i}$ may be characterized as follows: (i) $G$ is a subhalfgroupoid of $K$; (ii) $K$ is a closed subhalfgroupoid of $H$; (iii) if $G$ is a subhalfgroupoid of the closed subhalfgroupoid $L$ of $H$, then $K$ is. a subhalfgroupoid of $L$. We call $K$ the subhalfgroupoid of $H$ generated by $G$. In particular, $G$ generates $H$ if $K=H$. The following criterion is convenient: $G$ generates $H$ if (and only if) the only closed subhalfgroupoid of $H$ containing $G$ as a subhalfgroupoid is $H$ itself. We shall use this criterion as a definition.

Lemma 1.1. If $G$ is a generating subhalfgroupoid of $H$ and $H$ is a generating subhalfgroupoid of a halfgroupoid $K$, then $G$ generates $K$.

Proof. Let $G$ be a subhalfgroupoid of a closed subhalfgroupoid $C$ of $K$. Let $D=H \cap C$. Then $G, D$ are subhalfgroupoids of $D, H$ respectively. If $a, b \in D$ and $a b=c$ in $H$ then (since $a, b \in C$ and $a b=c$ in $K$ ) $a b=c$.
in $C$. Consequently, $a b=c$ in $D$. That is, $D$ is closed in $H$. Then, since $G$ generates $H, D=H$; in other words, $H$ is a subhalfgroupoid of $C$. Thus, finally, $C=K$, and the proof of Lemma 1.1 is complete.

A homomorphism $\theta$ of a halfgroupoid $G$ into (upon) a halfgroupoid $K$ is a single-valued mapping of $G$ into (upon) $K$ such that $a b=c$ in $G$ implies $(a \theta)(b \theta)=c \theta$ in $K$. An isomorphism $\theta$ of $G$ upon $K$ is a one-toone homomorphism $\theta$ of $G$ upon $K$ such that $\theta^{\mathbf{- 1}}$ is a homomorphism of $K$ upon $G$. An endomorphism (automorphism) of $G$ is a homomorphism of $G$ into (isomorphism of $G$ upon) $G$. If $G$ is a subhalfgroupoid of a halfgroupoid $H$ and if $\theta, \varphi$ are homomorphisms of $G, H$ respectively into the same halfgroupoid $K$, we say that $\varphi$ extends $\theta$ to $H$ (or that $\varphi$ induces $\theta$ on $G$ ) provided $g \theta=g \varphi$ for each $g$ in $G$.

Lemma 1.2. If $G$ is a generating subhalfgroupoid of a halfgroupoid $H$ and if $\theta$ is a homomorphism of $G$ into a halfgroupoid $K$, then $\theta$ can be extended in at most one way (and, possibly, in none) to a homomorphism of $H$ into $K$.

Proof. Let $\varphi, \psi$ be homomorphisms of $H$ into $K$ which induce $\theta$ on $G$. Let $S$ be the set of all $s$ in $H$ such that $s \varphi=s \psi$. Define $a b=c$ in $S$ if and only if $a, b, c \in S$ and $a b=c$ in $H$. Then $S$ is a subhalfgroupoid of $H$ and $G$ is a subhalfgroupoid of $S$. If $a, b \in S$ and $a b=d$ in $H$, then $d \varphi=(a \varphi)(b \varphi)=(a \psi)(b \psi)=d \psi$ in $K$, so $d \in S$. Hence $S$ is closed in $H, S=H, \varphi=\psi$.

We say that a halfgroupoid $H$ is free over its subhalfgroupoid $G$ if, for every groupoid $K$ and homomorphism $\theta$ of $G$ into $K, \theta$ can be extended to a homomorphism of $H$ into $K$. And $H$ is treely generated by $G$ if $H$ is both free over and generated by $G$.

Lemma 1.3. Let the halfgroupoid $H$ be an extension of the halfgroupoid $G$. Then $H$ is free over $G$ if and only if $H$ is an open extension of $G$.

Proof. (I) Let $H$ be an open extension of $G$ and let $\theta$ be a homomorphism of $G$ into a groupoid $K$. Define $a \varphi=a \theta$ for each $a$ in $G$. If $a \in H$ and $a \notin G$ then $a=b c$ in $H$ for a unique ordered pair $b, c$ in $H$; and $b, c \in G$. In this case, define $a \varphi=(b \theta)(c \theta)$. Then $\varphi$ is a homomorphism of $H$ into $K$ which induces $\theta$ on $G$.
(II) Let $H$ be an extension of $G$ which is not open. At least one of the following must hold: (i) There exist $a, b, c$ in $G$ such that $a b=c$ in $H$ but $a b$ is not defined in $G$. (ii) There exist $a, b, c, d$ in $G, e$ in $H$ such that $a b=c d=e$ in $H, a b$ is not defined in $G$ and either $a \neq c$ or $b \neq d$. If (i) is true, let $K$ be the set obtained by adjoining one new element, say $x$, to $G$. Define multiplication in $K$ as follows: for all $u, v$ in $G, u v=w$ or $u v=x$ in $K$ according as $u v=w$ in $G$ or $u v$ is not defined in $G$; for all $u$ in $G, u x=x u=x x=x$ in $K$. Then $K$ is a groupoid. The identity mapping $I_{G}$ of $G$ is a homomorphism of $G$ into $K$. If $\varphi$ extends $I_{G}$ to $H$ then, since $a b=c$ in $H, a b=c$ in $K$; however, $a b$ is not defined in $G$ so $a b=x$ in $K$, a contradiction. Hence $H$ is not
free over $G$. If ( 1 ) is false then (ii) is true (with $e$ not in $G$ ). We suppose for definiteness that $a \neq c$. This time let $K$ be the same set as $G$ with multiplication as follows: for all $u, v$ in $G, u v=w$ or $u v=u$ in $K$ according as $u v=w$ in $G$ or $u v$ is not defined in $G$. Then $K$ is a groupoid and $I_{G}$ is a homomorphism of $G$ upon $K$. If $\varphi$ extends $I_{G}$ to $H$ then $e \varphi=(a b) \varphi=a$ in $K$ and (since $c d$ cannot be defined in $G) e \varphi=(c d) \varphi=c$ in $K$, whereas $a \neq c$, a contradiction. Hence $H$ is not free over $G$. This completes the proof of Lemma 1.3.

Theorem 1.1. (Existence and Uniqueness.) Every halfgroupoid $G$ freely generates at least one groupoid $H$. If $G$ freely generates two groupoids $H, H^{\prime}$ there exists an isomorphism $\theta$ of $H$ upon $H^{\prime}$ which induces the identity mapping on $G$.

Proof. (I) There exists a complete open extension chain $\left\{L_{i}\right\}$ with $G=L_{0}$. Let $H=\bigcup_{i=0}^{\infty} L_{i}$. Completeness ensures that $H$ is a groupoid. $G$ is a subhalfgroupoid of $H$ and $\left\{L_{i}\right\}$ is the maximal extension chain of $G$ in $H$; hence $G$ generates $H$. Let $\varphi(0)$ be a homomorphism of $G$ into a groupoid $K$. By Lemma 1.3, openness ensures the existence of a set $\{\varphi(i)\}$ such that, for each nonnegative integer $i, \varphi(i)$ is a homomorphism of $L_{i}$ into $K$ and $\varphi(i+1)$ extends $\varphi(i)$. Let $\varphi$ be the mapping of $H$ which induces $\varphi(i)$ on $L_{i}$ for each $i$. Then $\varphi$ is an extension of $\varphi(0)$ to a homomorphism of $H$ into $K$. Hence $H$ is free over $G$.
(II) Let $H, H^{\prime}$ be groupoids freely generated by $G$. The identity mapping $I_{G}$ of $G$, regarded as a homomorphism of $G$ into $H^{\prime}$, can be extended (uniquely, by Lemma 1.2) to a homomorphism $\theta$ of $H$ into $H^{\prime}$. Likewise, $I_{G}$ can be extended to a homomorphism $\theta^{\prime}$ of $H^{\prime}$ into $H$. Since $\theta \theta^{\prime}$ and $I_{H}$ both extend $I_{G}$ to an endomorphism of $H, \theta \theta^{\prime}=I_{H}$. Similarly, $\theta^{\prime} \theta=I_{H^{\prime}}$. Hence $\theta$ is an isomorphism of $H$ upon $H^{\prime}$ and $\theta^{\prime}=\theta^{-\mathbf{1}}$. This completes the proof of Theorem 1.1.

If $a=b c$ in a halfgroupoid $H$ we say that $b$ and $c$ divide $a$ in $H$. An element of $H$ is prime in $H$ if it has no divisors in $H$. A (finite or infinite) sequence $\left\{a_{i}\right\}$ of elements $a_{1}, a_{2}, \ldots$ of $H$ is a divisor chain of $H$ if each member $a_{i+1}$ divides the preceding member $a_{i}$ in $H$. A divisor chain $\left\{a_{i}\right\}$ of $H$ is finite over a subhalfgroupoid $G$ of $H$ if $a_{k}$ and all subsequent terms are in $G$ for some integer $k$; the chain has length $n$ over $G$ if $n$ is the least such integer $k$.

Lemma 1.4. The following conditions are necessary and sufficient in order that a halfgroupoid $H$ be freely generated by a given subhalfgroupoid $G$ : (i) If $a$ is prime in $G$, then $a$ is prime in $H$. (ii) If $a \in H, a \notin G$, then $a=b c$ in $H$ for one and only one ordered pair $b, c \in H$. (iii) Every divisor chain of $H$ is either finite or finite over $G$.

Proof. (I) Let $H$ be freely generated by $G$. By Theorem 1.1 and its proof, if $\left\{L_{i}\right\}$ is the maximal extension chain of $G$ in $H$ then $\left\{L_{i}\right\}$ is a
complete open extension chain and $H=\bigcup_{i=0}^{\infty} L_{i}$. Openness ensures that if $a \in L_{i}$ and $a=b c$ in $L_{i+1}$, then $a=b c$ in $L_{i}$. Since $a=b c$ in $H$ if and only if $a=b c$ in some $L_{i}$, we deduce (i) by finite descent to $G=L_{0}$. Again, openness together with finite descent ensures that if $a=b c=x y$ in $H$ and if either $b \neq x$ or $c \neq y$, then $a=b c=x y$ in $G$. Moreover if $a \in H$ and $a \notin G$, then $a \in L_{n+1}, a \notin L_{n}$ for some $n \geqq 0$ and so $a=b c$ in $L_{n+1}$ for some (unique) ordered pair $b, c \in L_{n}$. This proves (ii). Finally, let $\left\{a_{i}\right\}$ be a divisor chain of $H$ and let $n(i)$ be the least integer $k$ such that $a_{i} \in L_{k}$. If $a_{i+1}$ is a member of the chain and if $n(i)>0$, then $a_{i}=b c$ in $H$ for a unique ordered pair $b, c \in H$ (by (ii)), where in fact $b, c \in L_{m}, m=n(i)-1$. Thus $a_{i+1}$ is one of $b, c$, so $n(i+1)$ is at most $n(i)-1$. Hence we see readily that the chain has length at most $n(1)+1$ over $G$. This proves (iii) and also shows that the elements of $L_{n}$ are those which are first terms of no divisor chains of length exceeding $n+1$ over $G$.
(II) Let $G, H$ satisfy (i)-(iii) and let $L_{i}$ be the set of all elements of $H$ which are first terms of no divisors chains of $H$ of length exceeding $i+1$ over $G$. In particular, $L_{0}=G$. Define $a b=c$ in $L_{i+1}$ if and only if $a, b \in L_{i}$ and $a b=c$ in $H$. It is then easy to see that $\left\{L_{i}\right\}$ is the maximal extension chain of $G$ in $H$, that $H=\bigcup_{i=0}^{\infty} L_{i}$, and that $L_{i+1}$ is an open extension of $L_{i}$ for each $i$. Thence, by Lemma 1.1, 1.2, 1.3, $H$ is freely generated by $G$. This proves Lemma 1.4.

A non-empty set $B$ may be regarded as a halfgroupoid with no products defined. By Theorem 1.1, $B$ freely generates a groupoid $G$, unique to within an isomorphism. A non-empty subset $B$ of a halfgroupoid $H$ is called a free basis of $H$ if $B$ freely generates $H$. And a halfgroupoid is $f r e e$ if it has a free basis. Existence of free groupoids is ensured. Two of the most significant properties of free systems are indicated in the next two theorems.

Theorem 1.2. (Free Representation Theorem.) Every groupoid $G$ is the homomorphic image of at least one free groupoid $F$.

Proof. Let $B$ be a generating subset of $G$; for example, the set $G$ itself. Let $F$ be the free groupoid with free basis $B$. The identity mapping of $B$ may be extended to a homomorphism $\theta$ of $F$ into $G$. Let $H$ be the image of $F$ under $\theta$ and define $a b=c$ in $H$ if and only if $a, b, c \in H$ and $a b=c$ in $G$. Since $F$ is a groupoid, $H$ is a subgroupoid of $G$ and hence $H$ is closed in $G$. But $B$ is a subhalfgroupoid of $H$ and $B$ generates $G$. Hence $H=G, \theta$ is upon $G$, and the proof is complete.

Theorem 1.3. If $\theta$ is a homomorphism of the groupoid $G$ upon the free groupoid $F$, then there exists an isomorphism $\varphi$ of $F$ upon a subgroupoid $H$ of $G$ such that $\varphi \theta=I_{F}$.

Proof. Let $B$ be a free basis of $F$. By the Axiom of Choice, there exists at least one single-valued mapping $\varphi(0)$ of $B$ into $G$ such that $\varphi(0) \theta=I_{B}$. Then $\varphi(0)$ can be extended to a homomorphism $\varphi$ of $F$ into $G$. And $\varphi$ is a homomorphism upon some subgroupoid $H$ of $G$. Since $\varphi \theta$ is an endomorphism of $F$ extending $\varphi(0) \theta=I_{B}$, necessarily $\varphi \theta=I_{F}$. Let $\theta$ induce $\theta^{\prime}$ on $H$, so that $\varphi \theta^{\prime}=I_{F}$. If $h \in H$ then $h=f \varphi$ for at least one $f$ in $F$ and $h \theta^{\prime}=f$. Hence $\varphi$ is one-to-one and $\theta^{\prime}=\varphi^{-1}$. This completes the proof.

The following lemma is obvious from Lemma 1.4:
Lemma 1.5. The following conditions are necessary and sufficient in order that a halfgroupoid $H$ be free: (i) If $a \in H$ and if $a$ is not prime in $H$, then $a=b c$ in $H$ for one and only one ordered pair $b, c \in H$. (ii) Every divisor chain in $H$ is finite. Moreover, if $H$ is free then. $H$ has one and only one free basis, namely the set of all primes in $H$.

The rank of a free halfgroupoid is the cardinal number of its (unique) free basis. We have as corollaries of Lemma 1.5 :

Theorem 1.4. Every subhalfgroupoid of a free halfgroupoid is free.
Lemma 1.6. If a non-empty subset $B_{1}$ of a free halfgroupoid $H$ generates a closed subhalfgroupoid $H_{1}$ of $H$ and if no proper subset of $B_{1}$ generates $H_{1}$, then $B_{1}$ is a free basis of $H_{1}$.

Theorem 1.5. Every free groupoid $H$ contains a free subgroupoid of countable rank.

Proof of Theorem 1.5. Choose any $a \in H$, let $B_{1}$ be the countable sequence $\left\{a_{i} ; i=0,1,2, \ldots\right\}$, where $a_{0}=a a, a_{i+1}=a a_{i}$; let $H_{1}$ be the subgroupoid of $H$ generated by $B_{1}$; and apply Lemma 1.6.

Let $\left\{H_{\alpha} ; \alpha \in A\right\}$ be any compatible collection of halfgroupoids and let $S=\cup H_{\alpha}$ be its union. By Theorem 1.1, $S$ freely generates a groupoid $G$, unique to within an isomorphism. If the collection is disjoint, $G$ is called the free product of the $H_{\alpha}$ and is denoted by $\Pi^{*} H_{\alpha}$. If the collection is not assumed to be disjoint, $G$ is called the generalized free product of the $H_{\alpha}$ and is denoted by $\Pi_{*} H_{\alpha}$. For two compatible halfgroupoids $H, K$ we write $H * K$ or $H * K$ for their free or generalized free product, and similarly for any finite number. The proof of the next theorem is straightforward if we consider the "trees" formed by the divisor chains beginning with the various elements.

Theorem 1.6. A groupoid $G$ is free if and only if it is a free product of free groupoids of rank 1.

Theorem 1.7. Let the groupoid $G$ be freely generated by a subhalfgroupoid $S$ and let $H$ be a subgroupoid of $G$. If $P$ is the set of all primes of $H$ which are not in $S \cap H$ (the latter being either the empty set or a subhalfgroupoid of $G$ ) then one of the following possibilities must occur: (i) $P$ is empty, $S \cap H$ is not empty and $H$ is freely generated by $S \cap H$. (ii) $S \cap H$ is empty, $P$ is not empty and $P$ is a free basis of $H$. (iii) Neither $P$ nor $S \cap H$ is empty and $H=F * K$ where $F$ is a free subgroupoid of $H$
with free basis $P$ and $K$ is a subgroupoid of $H$ which is freely generated by $S \cap H$.

Proof. Let $\left\{a_{i}\right\}$ be a divisor chain of $H$. Then $\left\{a_{i}\right\}$, as a divisor chain of $G$, is either finite or finite over $S$. In the latter case, $a_{n} \in S \cap H$ for some integer $n$, so $S \cap H$ is not empty. On the other hand, if $S \cap H$ is empty every divisor chain of $H$ must be finite, so $P$ cannot be empty. Hence the set $W=P \cup(S \cap H)$ is never empty. We introduce multiplication in $W$ by the requirement that $a b=c$ in $W$ if and only if $a, b$, $c \in W$ and $a b=c$ in $H$. Every divisor chain of $H$ is finite or finite over $W$. If $a \in H$ and $a \notin W$ then $a$ is not a prime in $H$ and $a \ddagger S$. Then $a=b c$ in $H$ for at least one pair $b, c \in H$ and also $a=b c$ in $G$ for exactly one ordered pair $b, c \in G$. Therefore $H$ is freely generated by $W$. This disposes of cases (i), (ii). In case (iii) we have proved that $H=P *(S \cap H)$. Now let $F, K$ be the subgroupoids of $H$ generated by $P, S \cap H$ respectively. Since $P, S \cap H$ are disjoint and $P \cup(S \cap H)$ freely generates $F \cup K$, we see that $F, K$ must be disjoint. Clearly $F \cup K$ freely generates $H$; hence $H=F * K$. This completes the proof of Theorem 1.7. We note that (i), (ii), (iii) can be incorporated into the single statement that $H=F * K$, provided that we make the convention that an empty factor is to be deleted.

Theorem 1.7 allows a refinement theorem for free decomposition. Suppose that the groupoid $G$ has subgroupoids $P, Q, R, S$ such that

$$
G=P * Q=R * S .
$$

Since $P, Q$ are disjoint, $(P \cup Q) \cap R=(P \cup R) \cap(Q \cap R)$ and $P \cap R$, $Q \cap R$ are disjoint (possibly empty). Thus the groupoid freely generated by $(P \cup Q) \cap R$ is $(P \cap R) *(Q \cap R)$, with the previously mentioned convention as to empty factors. Application of Theorem 1.7 therefore gives

$$
\begin{array}{ll}
P=F_{1} *(P \cap R) *(P \cap S), & Q=F_{2} *(Q \cap R) *(Q \cap S), \\
R=F_{3} *(P \cap R) *(Q \cap R), & S=F_{4} *(P \cap S) *(Q \cap S),
\end{array}
$$

where each $F$ is either empty or a free groupoid. Thus, if $P, R$ are distinct but not disjoint, they have a common free-decomposition factor $P \cap R$. These remarks have obvious generalizations.

A halfgroupoid $G$ is said to be imbeddable in a halfgroupoid $H$ if there exists an isomorphism $\theta$ of $G$ upon a subhalfgroupoid of $H$; then $\theta$ will be called an imbedding of $G$ in $H$. Much of what has gone before can be rephrased in terms of imbedding.

Theorem 1.8. A finite or countable halfgroupoid $G$ can be imbedded in at least one groupoid $H$ with a single generator. (Cf. Evans [6], [7].)

Proof. Let $\left\{g_{i} ; i=0,1,2, \ldots\right\}$ be the set of all elements of $G$ in some arbitrary ordering. Let $K$ be obtained by adjoining one new element $a$ to $G$. Define multiplication in $K$ as follows: (i) if $u v=w$ in $G$, then
$u v=w$ in $K$; (ii) $a a=g_{0}$ in $K$; (iii) if $g_{i}, g_{i+1}$ are in $G$, then $a g_{i}=g_{i+1}$ in $K$; (iv) no other products are defined in $K$. Then $K$ is a halfgroupoid generated by $a$ and $I_{G}$ is an imbedding of $G$ in $K$. It suffices, therefore, to take for $H$ a groupoid freely generated by $K$. This completes the proof of Theorem 1.8. If we assume merely that $G$ has a well-ordering of ordinal type $\tau$ we may show in similar fashion that $G$ is imbeddable in a groupoid $H$ with a generator corresponding to each non-successor ordinal $\alpha(\alpha \leqq \tau)$.

We close the section with a discussion of generalized free products with amalgamated subgroupoids. Let $\left\{H_{\alpha} ; \alpha \in A\right\}$ be a disjoint collection of groupoids. Suppose that, for each ordered pair $\alpha, \beta \in A$, with $\alpha \neq \beta$, $K(\alpha, \beta)$ is a subgroupoid of $H_{\alpha}$ and $K(\alpha, \beta), K(\beta, \alpha)$ are isomorphic. Suppose further that it is possible to define a compatible collection $\left\{K_{\alpha} ; \alpha \in A\right\}$ of groupoids and a set $\{\varphi(\alpha) ; \alpha \in A\}$ such that $\varphi(\alpha)$ is an isomorphism of $H_{\alpha}$ upon $K_{\alpha}$ which maps $K(\alpha, \beta)$ upon $K_{\alpha} \cap K_{\beta}$ for each $\beta \neq \alpha$. Then $\Pi * K_{\alpha}$ is called the generalized free product of the $H_{\alpha}$ with amalgamated subgroupoids $K(\alpha, \beta)$. Clearly, if $\theta(\alpha, \beta)$ is the mapping induced by $\varphi(\alpha) \varphi(\beta)^{-1}$ on $K(\alpha, \beta)$ :
(i) $\theta(\alpha, \beta)$ is an isomorphism of $K(\alpha, \beta)$ upon $K(\beta, \alpha)$;
(ii) $\theta(\alpha, \beta)^{-1}=\theta(\beta, \alpha)$;
(iii) if $x \in K(\alpha, \beta)$ and $x \theta(\alpha, \beta) \in K(\beta, \gamma)$, then $x \in K(\alpha, \gamma)$ and $x \theta(\alpha, \gamma)=x \theta(\alpha, \beta) \theta(\beta, \gamma)$.
Conversely, if we are given a set of mappings $\theta(\alpha, \beta)$ which satisfy (i)-(iii), we may replace equality ( $=$ ) in $S=\cup H_{\alpha}$ by ( $\equiv$ ), defined as follows: $a \equiv b$ in $S$ if and only if either $a=b$ in $S$ or, for some pair $\alpha, \beta \in A, \alpha \neq \beta$, we have $a \in K(\alpha, \beta), b \in K(\beta, \alpha)$ and $a \theta(\alpha, \beta)=b$. Then we may redefine multiplication in $S$ as follows: $x y \equiv z$ in $S$ if and only if $x^{\prime} y^{\prime}=z^{\prime}$ in $S$ for some $x^{\prime}, y^{\prime}, z^{\prime}$ with $x^{\prime} \equiv x, y^{\prime} \equiv y, z^{\prime} \equiv z$. The groupoid freely generated by the modified $S$ is (isomorphic to) the generalized free product of the $H_{\alpha}$ with amalgamated subgroupoids $K(\alpha, \beta)$.

## 2. Quasigroups

The following laws ( L ), ( R ), which may or may not hold in a given halfgroupoid $G$, will be known as the left- and right-cancellation laws, respectively:
(L) If $a b=a c$ in $G$, then $b=c$. (R) If $b a=c a$ in $G$, then $b=c$. Clearly (L) could be rephrased as follows:
( $\mathrm{L}^{\prime}$ ) If $a, d \in G$, there is at most one $x$ such that $a x=d$ in $G$. It should be observed that if a halfgroupoid $G$ satisfies (L) (or (R)) then so does every subhalfgroupoid of $G$ and also every open extension of $G$. Given a left-cancellation halfgroupoid $G$ (one satisfying (L)) we define the operation of left-division $(\backslash)$ in $G$ as follows: $a \backslash b=c$ if and only if
$a c=b$. Denoting the operation of multiplication by $\cdot$, we note that if $(G, \cdot)$ is a left-cancellation halfgroupoid, so is ( $G, \backslash$ ); moreover, • is the left-division operation of $(G, \backslash)$. We now must distinguish between the halfgroupoids ( $G, \cdot),(G, \backslash)$ and the (special) halfalgebra ( $G, \cdot, \backslash$ ) with two binary operations. Although most of what we have to say is valid (with obvious simplications) for left-cancellation halfgroupoids, we shall use the pair of laws (L), (R) henceforth.

A halfquasigroup (or cancellation halfgroupoid) $G$ is a halfgroupoid $G$ which satisfies both cancellation laws. A quasigroup $G$ is a groupoid $G$ such that, for each ordered pair $a, b \in G$, there is one and only one $x$ such that $a x=b$ in $G$ and one and only one $y$ such that $y a=b$ in $G$. In a halfquasigroup $G$, left-division ( $\backslash$ ) and right-division (/) are defined by the requirement that the equations $a b=c, a \backslash c=b, c / b=a$ are equivalent; all hold or none hold. More symmetrically, a halfquasigroup $G$ is a halfalgebra ( $G, \cdot, \backslash, \Lambda$ ), forming a halfgroupoid with respect to each of the three binary operations, such that, in the halfalgebra:
(i) If $a \cdot b$ is defined, then $a \backslash(a \cdot b)=b$ and $(a \cdot b) / b=a$.
(ii) If $a \backslash b$ is defined, then $a \cdot(a \backslash b)=b$ and $b /(a \backslash b)=a$.
(iii) If $a / b$ is defined, then $(a / b) \cdot b=a$ and $(a / b) \backslash a=b$.

Here we follow Evans [81]. In these terms, a quasigroup $G$ is a halfquasigroup such that each of $(G, \cdot),(G,$,(G, /)\) is a groupoid.

A non-empty subset $H$ of a halfquasigroup $G$ is a subhaltquasigroup of $G$ if $H$ is a halfquasigroup which is a subhalfgroupoid of $G$ with respect to each operation. And $H$ is closed in $G$ if $H$ is closed as a subhalfgroupoid with respect to each operation. The latter statement means that if $a b=c$ in $G$ and if two of $a, b, c$ are in $H$, the third is in $H$ and $a b=c$ in $H$. The term "generate" takes on the corresponding strong meaning. Again, a halfquasigroup $G$ is free over a subhalfquasigroup $H$ if every homomorphism of $H$ into a quasigroup $K$ can be extended to a homomorphism of $G$ into $K$. We proceed to parallel the theorems of § 1 , indicating necessary changes in the proofs.

Theorem 2.1. A halfquasigroup $G$ freely generates at least one quasigroup $H$. If $G$ freely generates two quasigroups $H, H^{\prime}$, there exists an isomorphism $\theta$ of $H$ upon $H^{\prime}$ which induces the identity mapping on $G$.

Proof. We think in terms of the three operations $(\cdot, \backslash, /)$. The halfgroupoid $(G, \cdot)$ freely generates a groupoid ( $\left.H_{1}, \cdot\right)$. Since $(G, \cdot)$ is a cancellation halfgroupoid and since the cancellation properties are preserved under open extensions and under unions, $\left(H_{1}, \cdot\right)$ is a cancellation groupoid. Introducing the operations $\backslash, /$, we make $H_{1}$ into a (threeoperation) halfquasigroup with $G$ as a generating subhalfquasigroup. Similarly, $H_{1}$ generates a halfquasigroup $H_{2}$ such that $\left(H_{2}, \backslash\right)$ is a groupoid freely generated by ( $H_{1}, \backslash$ ). Singling out in cyclic order the
three operations, we may define a chain $\left\{H_{i} ; i=0,1, \ldots\right\}$ of halfquasigroups such that, for each $i$ : (a) $H_{0}=G$; (b) $H_{i}$ is a subhalfquasigroup of $H_{i+1}$; (c) $\left(H_{3 i+1}, \cdot\right)$ is a groupoid freely generated by $\left(H_{3 i}, \cdot\right)$; (d) $\left(H_{3 i+2}, \backslash\right)$ is a groupoid freely generated by ( $\left.H_{3 i+1}, \backslash\right)$; (e) $\left(H_{3 i+3}, /\right)$ is a groupoid freely generated by $\left(H_{3 i+2}, /\right)$. Finally we set $H=\bigcup_{i=0} H_{i}$, with the obvious definition of the three operations, and verify that $H$ is a quasigroup and that $G$ generates $H$.

Let $\theta$ be a homomorphism of $(G, \cdot)$ into $(K, \cdot)$, where $K$ is a quasigroup. We readily verify that $\theta$ is also a homomorphism of $(G, \backslash)$ into $(K, \backslash)$ and of $(G, /)$ into ( $K, /$ ). Indeed, owing to the fact that $K$ is a quasigroup, each of the three "homomorphism" conditions on $\theta$ implies the other two. Moreover, $\theta$ can be extended uniquely to a homomorphism $\varphi(1)$ of $\left(\mathrm{H}_{1}, \cdot\right)$ into $(K, \cdot)$; and $\varphi(1)$ is a three-operation homomorphism of $H_{1}$ into $K$. Proceeding in this way, we see finally that $\theta$ can be extended uniquely to a homomorphism of $H$ into $K$. This proves the first half of Theorem 2.1. The second half depends on the appropriate analogue of Lemma 1.2, which holds with the present strong meaning of "generate".

In the above construction, some simplification results if the chain $\left\{H_{i}\right\}$ is replaced by a chain $\left\{L_{i}\right\}$ satisfying conditions obtained from (a)-(e) by replacing "groupoid freely generated by" in (c), (d), (e) by "complete open extension of". The chain $\left\{L_{i}\right\}$ was used by Bates [63].

A non-empty subset $B$ of a halfquasigroup $G$ may be regarded a subhalfquasigroup with no operations defined. We say that $B$ is a free set of generators of $G$ if $B$ freely generates $G$. We say that $G$ is free if $G$ has a free set of generators. Observe that a free quasigroup $G$ is not a free groupoid with respect to any of its operations; for example, every element of $(G, \cdot)$ is a product.

Theorem 2.2. Let ( $G, \cdot$ ) be a groupoid. If (and only if) $a \cdot G=G \cdot a=G$ for every $a$ in $G$ then there exists a free quasigroup $H$ such that the groupoid $(H, \cdot)$ possesses a homomorphism upon ( $G, \cdot$ ) (Bates and Kiokemeister [65], Evans [81]).

Corollary. Every quasigroup $G$ is a homomorphic image of at least one free quasigroup.

Remark. If $G$ is the set of all nonnegative integers under the product operation $a \cdot b=|a-b|$, then $a \cdot G=G \cdot a=G$ for every $a$ but $G$ is not a quasigroup.

Proof. If $H$ is a quasigroup then $x \cdot H=H \cdot x=H$ for every $x$ in $H$ and hence a similar condition must hold for every homomorphic image of ( $H, \cdot$ ). Conversely, let $(G, \cdot)$ satisfy $a \cdot G=G \cdot a=G$ for every $a$ in $G$. We may avoid the explicit use of extension chains as follows. There exists a free quasigroup $H$ with a free basis $B$ and a singlevalued mapping $\psi$ of $B$ upon $G$. (For example, let $B$ consist of the elements of $G$ and
let $\psi=I_{G}$.) We consider the set of all pairs $\{K, \theta\}$ where $K$ is a subhalfquasigroup of $H$ containing $B$ such that the complete extension of ( $K, \cdot)$ in ( $H, \cdot)$ is open and $\theta$ is a homomorphism of ( $K, \cdot)$ upon ( $G, \cdot)$ which extends $\psi$. We partially order the pairs by defining $\{K, \theta\} \subset\{L, \varphi\}$ if and only if $K$ is a subhalfquasigroup of $L$ and $\varphi$ extends $\theta$. By Zorn's Lemma, there exists a maximal pair, say $\{K, \theta\}$. We prove that $K=H$ by showing that $K$ is closed in $H$. Let $a b=c$ in $H$. If $a, b$ are in $K$ but $c$ is not, let $L$ be obtained from $K$ by adjoining the element $c$ and the equation $a b=c$; let $\varphi$ be the mapping which induces $\theta$ on $K$ and satisfies $c \varphi=(a \theta)(b \theta)$. Then $\{L, \varphi\}$ is a pair, contradicting the maximality of $\{K, \theta\}$. If $a, c$ are in $K$ but $b$ is not, let $L$ be similarly obtained by adjoining $b$ and $a b=c$; let $x$ be an arbitrarily chosen element of $G$ such that (at) $x=b \theta$ and let $\varphi$ induce $\theta$ and satisfy $b \varphi=x$. Again we get $a$ contradiction; similarly, we get a contradiction if $b, c$ are in $K$ but not $a$. Therefore $K$ is closed in $H$ and the proof of Theorem 2.2 is complete.

It is customary, and usually convenient, to consider a quasigroup in terms of a single binary operation. But then, as is clear from the remark following Theorem 2.2, it is usually essential to specify of a homomorphism whether it is into a quasigroup or merely a groupoid. For cases where this is unnecessary see [65] and also Chapter VII.

Let $G$ be a free quasigroup with a free basis $A$. We define the rank of $G$ to be $|A|$, where $|A|$ denotes the cardinal number of $A$. If $|A|>1$, let $a, b$ be two distinct elements of $A$ and let $A^{\prime}$ be the subset of $G$ obtained from $A$ by replacing the selected element $a$ by $a^{\prime}$ where $a^{\prime}$ is some one of $a b, b a, a \backslash b, b \backslash a, a / b, b / a$. It is easy to see that $A^{\prime}$ is a free basis of $G$; consequently, $G$ has infinitely many free bases. The question as to whether one can get from any free basis $A$ to any other free basis $B$ by iteration of transformations of the type just described remains open. (For a positive answer to a like question for monogenic loops see Evans [83].) However, the notion of rank is justified by the following theorem, for which we give a proof which seems instructive:

Theorem 2.3. If $A, B$ are two free sets of generators of the free quasigroup $G$, there exists an automorphism $\theta$ of $G$ such that $A \theta=B$.

Proof. We shall show that $|A|=|B|$, and this will ensure the existence of $\theta$. Let $R$ be the additive group of rational integers and let $\mathfrak{G}$ be the set of all homomorphisms of $G$ into $R$. For each $a \in A$, let $D(a)$ be the unique member of $\mathfrak{f}$ which maps $a$ upon 1 and every other element of $A$ upon 0 . We define $x \equiv y$, for $x, y$ in $G$, if and only if $x \varphi=y \varphi$ for every $\varphi$ in $\mathfrak{g}$. Clearly, $\equiv$ is an equivalence relation. Moreover, $a, a^{\prime} \in A, a \neq a^{\prime}$ implies $a \neq a^{\prime}$, since $a D(a)=1, a^{\prime} D(a)=0$. We denote by $x^{*}$ the equivalence class of the element $x$ and verify readily that the mapping $x \rightarrow x^{*}$ is a homomorphism of $G$ upon an additive abelian group $G^{*}$ (a subdirect sum of copies of $R$ ) where $x^{*}+y^{*}=(x y)^{*}$ in $G^{*}$. We prove as follows that $G^{*}$ is a free abelian
group with $A^{*}$ as free basis: First we note that each $\varphi$ in $\mathfrak{E}$ determines a homomorphism $\varphi^{*}$ of $G^{*}$ into $R$ by the requirement that $x^{*} \varphi^{*}=x \varphi$ for each $x$. Next, if an element $x$ of $G$ has a "finite representation" $x^{*}=n_{1} a_{1}{ }^{*}+n_{2} a_{2}{ }^{*}+\cdots+n_{k} a_{k}{ }^{*}$, where the $n_{i}$ are integers and the $a_{i}$ are distinct elements of $A$, then the represention is unique since, for $a$ in $A, x D(a)=n_{i}$ if $a=a_{i}$ and $x D(a)=0$ if $a$ is distinct from $a_{1}$, $a_{2}, \ldots, a_{k}$. The set of all elements with "finite representations" is a closed subhalfquasigroup of $G$ containing $A$ and hence coincides with $G$. Therefore $A^{*}$ is a free basis of $G^{*}$. For like reasons, $B^{*}$ is a free basis of $G^{*}$. By $a$ well known result, $\left|A^{*}\right|=\left|B^{*}\right|$. Therefore $|A|=\left|A^{*}\right|=\left|B^{*}\right|=|B|$ completing the proof of Theorem 2.3.

A collection of halfquasigroups is compatible if it is compatible as a collection of halfgroupoids for each of the three operations. With this understood the definitions of a union, intersection, free product or generalized free product of a collection of halfquasigroups should be clear.

Theorem 2.4. Let $G$ be a quasigroup freely generated by a subhalfquasigroup $S$ and let $H$ be a subquasigroup of $G$. Then there is a subset $B$ of $H$, depending only on $S$ and $H$, such that one of the following possibilities must occur: (i) $B$ is empty, $S \cap H$ is not empty and $S \cap H$ freely generates $H$. (ii) $S \cap H$ is empty, $B$ is not empty and $B$ is a free basis of $H$. (iii) Neither $B$ nor $S \cap H$ is empty and $H=F * K$ where $F, K$ are subquasigroups of $H, B$ is a free basis of $F$ and $S \cap H$ freely generates $K$.

Corollary. Every subquasigroup of a free quasigroup is tree.
Proof. For each nonnegative integer $i$, let $0_{i}$ denote the operation $\cdot, \backslash$, or / according as $i$ is congruent modulo 3 to 0,1 or 2 . Then (compare the proof of Theorem 2.1) we may assume that $G=\bigcup_{i=0}^{\infty} G_{i}$ for subhalfquasigroups $G_{i}$ such that $G_{0}=S$ and $\left(G_{i+1}, 0_{i}\right)$ is a groupoid freely generated by $\left(G_{i}, 0_{i}\right)$. We define $L_{i}=H \cap G_{i}$. Then, trivially, $L_{0}=H \cap S$ is freely generated by $S \cap H$. We define $B_{0}$ to be the empty set. Considering some nonnegative integer $n$, we suppose inductively that, for $0 \leqq i \leqq n$, an increasing sequence of subsets $B_{i}$ has been defined such that $B_{i}, S \cap H$ are disjoint and $L_{i}$ is either empty or freely generated (as a halfquasigroup) by $B_{i} \cup(S \cap H)$. If $L_{n+1}$ is empty, let $B_{n+1}$ be the empty set. Otherwise $\left(L_{n+1}, 0_{n}\right)$ is a subgroupoid of $\left(G_{n+1}, 0_{n}\right)$. In this case, let $P_{n+1}$ be the set of all primes of $\left(L_{n+1}, 0_{n}\right)$ which are not in $L_{n+1} \cap G_{n}=L_{n}$. By Theorem 1.7, since $\left(G_{n+1}, 0_{n}\right)$ is freely generated by $\left(G_{n}, 0_{n}\right),\left(L_{n+1}, 0_{n}\right)$ is freely generated by $\left(P_{n+1} \cup L_{n}, 0_{n}\right)$. Consequently, $P_{n+1} \cup B_{n} \cup(S \cap H)$ freely generates $L_{n+1}$. Clearly $P_{n+1}, B_{n}, S \cap H$ are disjoint. We define $B_{n+1}=B_{n} \cup P_{n+1}$, completing the inductive definition, and then define

$$
B=\bigcup_{i=0}^{\infty} B_{i}=\bigcup_{i=0}^{\infty} P_{i} .
$$

Clearly $B$ and $S \cap H$ are disjoint and, since $H$ is the union of the $L_{i}$, $B \cup(S \cap H)$ freely generates $H$. This suffices for the proof of Theorem 2.4; we merely proceed as in the proof of Theorem 1.7.

Theorem 2.4 allows a refinement theorem for free decomposition of quasigroups; see the remarks following the proof of Theorem 1.7.

Instead of paralleling the proof of Theorem 1.5 we shall first consider the commutator-associator subquasigroup, $G^{\prime}$, of a quasigroup $G$. For arbitrary elements $x, y, z$ of $G$ the commutator, $(x, y)$, and associator, ( $x, y, z$ ), are defined by

$$
\begin{equation*}
x y=(y x)(x, y) . \quad(x y) z=[x(y z)](x, y, z) . \tag{2.1}
\end{equation*}
$$

And $G^{\prime}$ is the subquasigroup of $G$ generated by all commutators and associators. In view of this definition,

$$
\begin{align*}
x y \in G^{\prime} & \leftrightarrow y x \in G^{\prime}  \tag{2.2}\\
(x y) z \in G^{\prime} & \leftrightarrow x(y z) \in G^{\prime} . \tag{2.3}
\end{align*}
$$

Thus $(x y) z \in G^{\prime} \leftrightarrow x(y z) \in G^{\prime} \leftrightarrow(y z) x \in G^{\prime}$, so

$$
\begin{equation*}
(x y) z \in G^{\prime} \leftrightarrow(y z) x \in G^{\prime} . \tag{2.4}
\end{equation*}
$$

Now write $k=(x, y)$, so that $k \in G^{\prime}$ and $x y=(y x) k$. Then $(x y) z \in G^{\prime}$ $\leftrightarrow[(y x) k] z \in G^{\prime} \leftrightarrow[z(y x)] k \in G^{\prime} \leftrightarrow z(y x) \in G^{\prime} \leftrightarrow(y x) z \in G^{\prime}$, or

$$
\begin{equation*}
(x y) z \in G^{\prime} \leftrightarrow(y x) z \in G^{\prime} . \tag{2.5}
\end{equation*}
$$

We note that (2.4), (2.5) imply that $(x y) z \in G^{\prime}$ if and only if $(u v) w \in G^{\prime}$ where $u, v, w$ are $x, y, z$ in some order. If $x$ is a given element of $G$ the equation $x a=b x$ sets up a one-to-one mapping $a \rightarrow b$ of $G$ upon $G$. Choose any $x^{\prime}$ such that $x^{\prime} x \in G^{\prime}$. Then $x^{\prime}(x a) \in G^{\prime} \leftrightarrow\left(x^{\prime} x\right) a \in G^{\prime} \leftrightarrow a \in G^{\prime}$ and, similarly, $x^{\prime}(b x) \in G^{\prime} \leftrightarrow b \in G^{\prime}$. Since $x a=b x$, we see that $a, b$ are both or neither in $G^{\prime}$. Thus,

$$
\begin{equation*}
x G^{\prime}=G^{\prime} x \tag{2.6}
\end{equation*}
$$

for every $x$ in $G$. Next, for any fixed $x, y$ in $G$, write $p=a(x y)=(b x) y$ $=x(c y)$ and choose any $w$ such that $w(x y) \in G^{\prime}$. Then $x(y w) \in G^{\prime}$, $y(x w) \in G^{\prime}$. Moreover, $p w \in G^{\prime} \leftrightarrow[a(x y)] w \in G^{\prime} \leftrightarrow[w(x y)] a \in G^{\prime} \leftrightarrow a \in G^{\prime}$, and, similarly, $p w \in G^{\prime} \leftrightarrow b \in G^{\prime}$ and $p w \in G^{\prime} \leftrightarrow c \in G^{\prime}$. From this we deduce that

$$
\begin{equation*}
G^{\prime}(x y)=\left(G^{\prime} x\right) y=x\left(G^{\prime} y\right) \tag{2.7}
\end{equation*}
$$

for all $x, y$ in $G$. It now follows rapidly from (2.6), (2.7) and (2.1) that the mapping $x \rightarrow G^{\prime} x$ is a homomorphism of $G$ upon an abelian group $G / G^{\prime}$ in which multiplication is defined by $\left(G^{\prime} x\right)\left(G^{\prime} y\right)=G^{\prime}(x y)$. Thus, in particular,

$$
\begin{equation*}
x \backslash x \in G^{\prime} \quad \text { and } \quad x / x \in G^{\prime} \tag{2.8}
\end{equation*}
$$

for every $x$ in $G$. From the equations (2.1) we may verify readily that every homomorphism of $G$ upon an additive abelian group maps $G^{\prime}$ into 0. In particular, in view of the proof of Theorem 2.3: if $G$ is a free quasigroup, then $G / G^{\prime}$ is a free abelian group of the same rank.

Theorem 2.5. The commutator-associator suoquasigroup, $G^{\prime}$, of a free quasigroup $G$ has infinite rank. Moreover, rank $G^{\prime} \geqq \operatorname{rank} G$.

Corollary. Every free quasigroup contains a subquasigroup of infinite rank.

Proof. Denote $G^{\prime}$ by $H$ and let $S$ be a free basis of $G$; then we may use the proof of Theorem 2.4 without change of notation. Hence $B \cup(S \cap H)$ is a free basis of $H$. For each $s$ in $S$, let $D(s)$ be the endomorphism of $G$ into the additive group of integers which maps $s$ upon 1 and the remaining elements of $S$ upon 0 . Note that an element $x$ of $G$ is in $H=G^{\prime}$ if and only if $x$ is mapped into 0 by each $D(s)$. We first prove that $L_{i}=H \cap G_{i}$ is empty for $\imath=0,1$. Indeed, since $\left(G_{1}, \cdot\right)$ is a free groupoid with free basis $S$, a straightforward mathematical induction shows that for each $x$ in $G_{1}$ there is at least one $s$ in $S$ such that $x D(s)$ is positive. In particular; $L_{0}=S \cap H$ is empty,

$$
B=\bigcup_{i=2}^{\infty} B_{i}
$$

is a free basis of $H$ and $B_{2}=P_{2}$ is the set of all primes of $\left(L_{2}, \backslash\right)$. We complete the proof by showing that $P_{2}$ is infinite and that $\left|P_{2}\right| \geqq|S|$. We choose some $s$ in $S$ and define positive right and left powers $s^{n},{ }^{n_{S}}$ inductively by $s^{1}={ }^{1} s=s$ and $s^{n+1}=s^{n} \cdot s,{ }^{n+1} s=s \cdot n s$. Then we define $s(n)={ }^{n} s \backslash s^{n}$ for each positive integer $n$; in particular, $s(3)=(s, s, s)$. For each positive integer $n, s^{n}$ and ${ }^{n} s$ are in $G_{1}$ and hence not in $H$; but $s(n)$ is in $H$ and hence in $L_{2}$. If $s(n)=y \backslash z$ in $\left(G_{2}, \backslash\right)$, then, since $s(n)$ is not in $G_{1}$, the ordered pair is unique and hence $z=s^{n}, y={ }^{n} s$. Consequently, $s(1), s(2), \ldots$ are infinitely many distinct elements of $P_{2}$ for each $s$ in $S$. Moreover, as $s$ ranges over $S$, the element $s(n)$ ranges over distinct elements of $P_{2}$ for each positive integer $n$. This completes the proof of Theorem 2.5 and Corollary. Note that the proof readily furnishes information about the ranks of important subquasigroups of $G^{\prime}$; for example, any subquasigroup containing the elements $s(1)=s \backslash s$ or the elements $s(3)=(s, s, s)$. Moreover, if $S$ contains two distinct elements $s, t$, the elements $\left(s^{m}, t^{n}\right)$, where $m, n$ range over the positive integers, are distinct elements of $P_{2}$.

The proofs of the following theorems will be omitted:
Theorem 2.6. A quasigroup $G$ is free if and only if $G$ is a free product of free quasigroups of rank 1 .

Theorem 2.7. If $\theta$ is a homomorphism of the quasigroup $G$ upon the free quasigroup $F$, there exists an isomorphism $\varphi$ of $F$ upon a subquasigroup of $G$ such that $\varphi \theta=I_{F}$.

Theorem 2.8. Every finite or countable quasigroup $G$ can be imbedded in a quasigroup $H$ generated by a single element.

The proofs should be sufficiently clear from the foregoing; but see also Bates [63], [64] and Evans [82], [83], [5], [6], [7].

The notion of a generalized free product of quasigroups with amalgamated subquasigroups carries over from groupoids with obvious modifications.

## 3. Loops

The element $e$ of the groupoid $(G, \cdot)$ is a left identity of $(G, \cdot)$ if $e \cdot x=x$ for every $x$ in $G$. Similarly for right identities and (two-sided) identities. A groupoid may have many left identities; let $G$ be any non-empty set and define $x \cdot y=y$ for all $x, y$ in $G$. But if $e$ is a left and $f$ is a right identity of a groupoid then $f=e \cdot f=e$. Hence a groupoid can have at most one identity. If the identity exists it will usually be denoted by 1. A halfloop is a halfquasigroup with an identity; a loop is a quasigroup with an identity. Thus a halfloop $G$ is a halfquasigroup such that

$$
\begin{equation*}
x \cdot 1=1 \cdot x=x \quad \text { and } \quad x \backslash x=x / x=1, \quad 1 \backslash x=x / 1=x \tag{3.1}
\end{equation*}
$$

for every $x$ in $G$; here 1 is an identity for ( $G, \cdot \cdot$ ), a left identity for $(G, \backslash$ ), a right identity for ( $G, \Lambda$ ).

Because of the cancellation laws, a subhalfloop $G$ of a halfloop $H$ automatically has the same identity element as $H$. The identity element plays an exceptional rôle throughout. For example, a collection of halfloops is said to be compatible if it is compatible as a collection of halfquasigroups and if the halfloops of the collection have the same identity element. And such a collection is called disjoint if it is disjoint aside from the identity element. In dealing with extensions we automatically assert (3.1) for each new element $x$. For example, if $G$ is a halfloop, we say that ( $H, \cdot$ ) is an open extension of $(G, \cdot)$ if $(H, \cdot)$ has the same identity 1 as $G$ and moreover: (i) if $a \cdot b=c$ in (H, ) and if $a \cdot b$ is not defined in ( $G, \cdot$ ), then $c$ is not in $G$; (ii) if $c$ is in $H$ but not in $G$ then $c=a \cdot b$ in $(H, \cdot)$ for exactly one ordered pair $a, b$ of elements of $H$ satisfying the inequalities $a \neq 1, b \neq 1$; and $a, b$ are in $G$. Similar, but slightly different, modifications are made for each of the division operations.

For convenience in carrying over the material of § 2 to loops we restrict attention to generating halfloops (and hence, in particular, to generating subsets) containing the identity element. The loop consisting only of the identity element is said to be free of rank 0 . More generally, the rank of a free loop with free basis $A$ is defined to be the cardinal number of the set obtained from $A$ by deleting the identity element. With minor exceptions, Theorem 2.i and its proof give rise to a valid

Theorem 3.i and proof if "quasigroup" is everywhere replaced by "loop". We will note a few necessary changes or improvements:

Theorem 3.2. Let $(G, \cdot)$ be a groupoid. If (and only if) ( $G, \cdot$ ) has an identity element and $a \cdot G=G \cdot a=G$ for every $a$ in $G$ then there exists a free loop $H$ such that the groupoid ( $H, \cdot \cdot$ ) possesses a homomorphism upon ( $G, \cdot$ ).

Corollary. Every loop is a homomorphic image of at least one free loop.
Theorem 3.4. Let $G$ be a loop freely generated by a subhalfloop $S$ and let $H$ be a subloop of $G$. Then $H=F * K$ where $F, K$ are subloops of $H, F$ is free and $K$ is freely generated by $S \cap H$.

Corollary 1. Every subloop of a free loop is free.
Corollary 2. If $G=P * Q=R * S$ where $P, Q, R, S$ are subloops of the loop $G$, then

$$
\begin{array}{ll}
P=F_{1} *(P \cap R) *(P \cap S), & Q=F_{2^{*}}(Q \cap R) *(Q \cap S), \\
R=F_{3^{*}}(P \cap R) *(Q \cap R), & S=F_{4^{*}}(P \cap S) *(Q \cap S),
\end{array}
$$

where the $F_{i}$ are free loops.
Theorem 3.5. If $G$ is a free loop of positive rank, the commutatorassociator subloop, $G^{\prime}$, has infinite rank. Moreover, rank $G^{\prime} \geqq \operatorname{rank} G$.

Corollary. Every free loop of positive rank contains a subloop of infinite rank.

In most of the proofs we have to deal with cancellation groupoids with a one-sided or two-sided identity element; the definition of a prime must be modified according to the case. Again, in the proof of Theorem 3.5, the elements $s(1), s(2), \ldots$ will not be distinct if $s=1$.

Now let us turn to other concepts of freeness. We first introduce the concept of identical relations on a loop. Let $F_{n}$ be the free loop of rank $n$ freely generated by $X_{1}, X_{2}, \ldots, X_{n}$ (together with the identity element.) Let $L$ be any loop and $a_{1}, a_{2}, \ldots, a_{n}$ be any elements of $L$. The mapping $X_{1} \rightarrow a_{1}, X_{2} \rightarrow a_{2}, \ldots, X_{n} \rightarrow a_{n}$ can be extended uniquely to a homomorphism $\theta$ of $F_{n}$ into $L$. For each element $W_{n}$ of $F_{n}$ we denote the image $W_{n} \theta$ by $W_{n}\left(a_{1}, a_{2}, \ldots, a_{n}\right)$. This definition has the effect of turning each element $W_{n}$ of $F_{n}$ into a function defined on every loop. In particular, $W_{n}=W_{n}\left(X_{1}, X_{2}, \ldots, X_{n}\right)$; consequently, the definition is essentially a substitution principle. From the present point of view we shall call each element of $F_{n}$ a loop word. It is important to note that if $\varphi$ is a homomorphism of the above-mentioned loop $L$ into a loop then $W_{n}\left(a_{1}, a_{2}, \ldots, a_{n}\right) \varphi=W_{n}\left(a_{1} \varphi, a_{2} \varphi, \ldots, a_{n} \varphi\right)$, since $\theta \varphi$ maps $X_{i}$ on $a_{i} \varphi$. We shall say that the loop $L$ satisfies the identical relation $W_{n}$ provided $W_{n}\left(a_{1}, a_{2}, \ldots, a_{n}\right)=1$ for all $a_{i}$ in $L$.

Now let © be any set of loop words. For example, $\mathfrak{C}$ might be empty or might contain the commutator word ( $X_{1}, X_{2}$ ) and the associator word $\left(X_{1}, X_{2}, X_{3}\right)$. Then a loop may be called a ©-loop provided it satisfies all the identical relations of $\mathfrak{C}$. Consider an arbitrary free loop $F$ and
let $\theta$ be a mapping of $F$ subject to the following conditions: (i) $\theta$ is a homomorphism of $F$ upon a loop $F \varphi$. (ii) If $W_{n}$ is in $\mathbb{S}^{5}$ and if $a_{1}, a_{2}, \ldots, a_{n}$ are in $F$, then $W_{n}\left(a_{1}, a_{2}, \ldots, a_{n}\right) \theta=1$. (iii) If $x$ is in $F$, then $x \theta=1$ only as required by (i) and (ii). (The existence of $\theta$ may be established most concretely in terms of normal subloops; see Chapter IV.) The $\operatorname{loop} F \theta$ is a ©-loop and is called a tree ©-loop. A subset of $F \theta$ is called a free basis of $F \theta$ if it has the form $B \theta$ where $B$ is a free basis of $F$. It follows immediately that free ©-loops have the characteristic property: If $\varphi$ is a single-valued mapping of a free basis of a free ©-loop $F \theta$ into a ©-loop $L$ such that $1 \varphi=1$, then $\varphi$ may be extended uniqucly to a homomorphism of $F \theta$ into $L$. In particular, $F \theta$ is uniquely defined, aside from an isomorphism, by $F$ and $\mathfrak{C}$.

The theory of free ©-loops cannot be expected to parallel the theory of free loops or free groups too closely except for judicious choices of $\mathfrak{C}$. As one example (details of which will be found in Chapter VIII) every free commutative Moufang loop of positive rank is infinite but, if its rank exceeds 2 , contains subloops with exactly 3 elements. Hence subloops of free $\mathfrak{C}$-loops need not be free. We may note that if $\mathfrak{C}$ contains only the associator word, ©-loops are simply groups, whereas if $\mathfrak{C}$ contains additional words which restrict the class, ©-loops are "reduced" groups. (See, e. g., Hall [B15] and the references therein.) Thus free ©-loops are somewhat vague objects.

The concept of a free $\mathfrak{C}$-product of $\mathfrak{C}$-loops is readily defined and always exists but amalgamation of subloops can give trouble. The approach by which one defines "half" ©-loops and extends them to $\boldsymbol{\sigma}$-loops can also give trouble. In both cases, consider the theory of groups.

## 4. Loops, nets and projective planes

We shall touch briefly on certain aspects of geometry which are relevant to the present survey. The theory of free planes herein discussed was originally due to Marshall Hall in 1943 and both preceded and strongly influenced the theory of free loops (Bates [63]). For a detailed alternative treatment as well as an extensive bibliography, see G. Pickert, Projektive Ebenen.

A partial plane $G$ is a system consisting of a non-empty set $G$ partitioned into two disjoint subsets (one of which may be empty), namely the point-set and the line-set (the elements of which are called points and lines, respectively), together with a binary relation, called incidence, such that: (i) (Disjuncture) if $x$ is incident with $y$ in $G$ then one of $x, y$ is a line of $G$ and the other is a point; (ii) (Symmetry) if $x$ is incident with $y$ in $G$ then $y$ is incident with $x$ in $G$; (iii) if $x, y$ are distinct elements of $G$ there is at most one $z$ in $G$ such that $x$ and $y$ are both incident with $z$ in $G$.

A projective plane $G$ is a partial plane $G$ such that: (iv) if $x$ and $y$ are distinct points or distinct lines of $G$, there exists a $z$ in $G$ such that $x$ and $y$ are both incident with $z$ in $G$; (v) there exists at least one set of four distinct points of $G$ no three of which are incident in $G$ with the same element. - It is easy to show that, in the presence of (i)-(iv), postulate ( v ) is equivalent to: (vi) there exists at least one set of four distinct lines of $G$ no three of which are incident in $G$ with the same element.

A degenerate projective plane $G$ is a partial plane $G$ which satisfies (iv) but not (v). For purposes of contrast, a projective plane is often termed nondegenerate.

A partial plane $G$ may be turned into a halfgroupoid by defining $x y=z$ in $G$ if and only if $x, y$ are distinct elements of $G$ and are incident in $G$ with the element $z$ of $G$. This definition does not turn projective planes into groupoids but it can be used as a guide for a theory of "freeness". There is, moreover, no particular difficulty in writing down a set of axioms (with or without mention of incidence) which characterizes partial planes and projective planes among halfgroupoids. Nevertheless, a few cautionary remarks are appropriate in connection with free projective planes, free products of projective lanes and generalized free products. First of all, we want elements to retain their "sex". For example, a sub-partial plane $G$ of a partial plane $H$ is a subhalfgroupoid (relative to the operation defined above) such that an element of $G$ is a point or line of $G$ according as it is a point or line of $H$. A similar condition must be imposed in connection with homomorphisms and with the concept of compatibility of a collection of partial planes. Secondly, freeness is best defined in terms of openness of extension chains rather than in terms of the possibility of extending homomorphisms. For if the element $z$ of the partial plane $H$ is incident in $H$ with exactly two distinct elements $x, y$ of $H$, both of which are in a sub-partial plane $G$ which does not contain $z$, and if $\theta$ is a homomorphism of $G$ into a projective plane $K$ such that $x \theta=y \theta$, an extension $\varphi$ of $\theta$ to $H$ may perhaps exist but there is not enough information to determine $z \varphi$ uniquely. (Nevertheless, every projective plane is a homomorphic image of at least one free projective plane.) And, finally, although a partial plane $G$ is always contained in at least one projective plane, $G$ will only freely generate a projective plane if $(\mathrm{v})$ holds at some finite stage of the construction. Equivalently, $G$ must be nondegenerate in the sense that $G$ contains one of the following partial planes as a sub-partial plane whose complete extension in $G$ is open: (1) four distinct points, no lines; (2) three distinct points and a line incident with none of these; (3) three distinct points, two distinct lines, both lines incident with just one of the points but not with the same point; and the dual partial planes obtained from (1)-(3) by interchanging "point" and "line". Here "openness"
ensures that the incidences in the sub-partial plane will not change when viewed from $G$.

A projective plane $G$ is called free if it is freely generated by a subpartial plane $H$ consisting of four or more points and a single line incident in $H$ with all but two of the points. A partial plane $K$ is called confined provided $K$ is finite and every element of $K$ is incident in $K$ with three or more distinct elements of $K$. It turns out that the free projective planes are precisely those without any confined sub-partial planes; this was proved by M. Hall for finitely generated planes and by L. Kopeikina for infinitely generated planes. In particular, if a projective plane $G$ is freely generated by a (nondegenerate) sub-partial plane $B$ and if $B$ has no confined sub-partial planes, then $G$ is free. If, in addition, $B$ is finite, then $G$ may be assigned a rank, namely $2 b-i$ where $b$ is the number of elements (points and lines) of $B$ and where $i$ is the number of incidences of $B$, defined as the number of ordered pairs $(x, y)$ such that the point $x$ is incident with the line $y$ in $B$. The rank is an invariant: if $G$ has rank $r$ then $r \geqq 8$ and $G$ can be freely generated by a sub-partial plane $H$ consisting of $r-4$ distinct points and a single line incident in $H$ with exactly $r-6$ of the points. Moreover, finitely generated free planes are isomorphic if and only if they have the same rank; every subplane of a free plane is free; and every free plane contains subplanes of every finite rank.

Free projective planes, since they contain no confined sub-partial planes, violate in the strongest possible sense all the classical postulates of projective geometry: Pappus' Theorem, Desargues' Theorem and so on. We may also note (Evans [6]) that every countable projective plane is imbeddable in a projective plane generated by four points.

Let $k$ be a cardinal number not less than 3. A $k-n e t N$ is a partial plane $N$ whose line-set has been partitioned into $k$ disjoint classes such that: (a) $N$ has at least one point; (b) each point of $N$ is incident in $N$ with exactly one line of each class; (c) every two lines of distinct classes in $N$ are both incident in $N$ with exactly one point. The definition of a half- $k$-net will be omitted. Free 3-nets are studied in Bates [63] and the results may be extended to $k$-nets. If some line of a $k$-net $N$ is incident with exactly $n$ distinct points in $N$, so is every line of $N$; moreover, every line class of $N$ contains exactly $n$ lines and either $n=1$ or $n+1 \geqq k$. The cardinal number $n$ is called the order of $N$.

Since a net is a partial plane, every net may be imbedded in at least one projective plane. Every projective plane contains nets and, of these, two types have special significance. First consider some definite line $L$ of a projective plane $P$ and let $S$ be a set of $k$ distinct points of $P$ all incident with $L, k \geqq 3$. Let the points of $N$ be the points of $P$ not incident with $L$ in $P$; let each line-class of $N$ consist of the lines of $P$ incident in $P$ with exactly one point of $S$, with a class for each point
of $S$; and let elements $a, b$ of $N$ be incident in $N$ if and only if they are incident in $P$. Then $N$ is a $k$-net. If $S$ contains every point incident with $L$ in $P, N$ is called an affine plane. If $k=3, N$ is called an additive net of $P$. Not every $k$-net can be obtained from a projective plane in this manner but, as is easily seen, every $k$-net is a sub- $k$-net of one so obtained; we first adjoin $S$ and $L$, throw in additional points if necessary in order to make the resultant partial plane nondegenerate, and then freely generate a plane. Our second type is a 3 -net $N$, a multiplicative net of a projective plane $P$. We select three distinct points $A, B, C$ of $P$ which form a triangle; that is, the lines $A B, B C, C A$ are distinct. The points of $N$ are the points of $P$ not incident in $P$ with $A B, B C$ or $C A$; the lines of $N$ are the lines incident in $P$ with exactly one of $A, B, C$; and elements $a, b$ of $N$ are incident in $N$ if and only if they are incident in $P$. Again, not every 3-net is a multiplicative net of some projective plane but every 3-net is a sub-3-net of such a multiplicative net.

Every 3-net $N$ of order $n$ gives rise to a class of quasigroups of order $n$ as follows: First, in any fixed one of six possible ways, we designate the line-classes of $N$ as the classes of 1 -lines, 2 -lines and 3 -lines. Next we choose a set $Q$ of $n$ distinct elements and, for $i=1,2,3$, a one-to-one mapping $\theta(i)$ of $Q$ upon the class of $i$-lines of $N$. For $x$ in $Q$, the $i$-line $x \theta(i)$ is assigned the coordinates $(i, x)$; the unique point of $N$ which is incident with both $(1, x)$ and $(2, y)$ is assigned the coordinates $[x, y]$. The operation $o$ is defined on $Q$ by the requirement that the line ( $3, x o y$ ) be incident in $N$ with the point $[x, y]$. Then $(Q, o)$ is a quasigroup. Conversely, any quasigroup ( $Q, o$ ) defines a net whose lines and points are given by coordinates as stated, such that the point $[x, y]$ is incident with and only with the lines $(1, x),(2, y),(3, x o y)$.

Two quasigroups obtainable from the same 3 -net $N$ by different choices of the set $Q$ or of the mappings $\theta(i)$ are said to be isotopic. For any $Q$, the $\theta(i)$ can always be chosen so that $(Q, o)$ is a loop with a prescribed element $e$ of $Q$ as identity element or, more generally, with a prescribed point $E$ of $N$ as the point $[e, e]$. To do this, let $L_{1}, L_{2}$ be the 1 -line and 2 -line, respectively, incident with $E$ and let $\varphi$ be a one-to-one mapping of $Q$ upon the points incident with $L_{1}$, such that $e \varphi=E$. Define $\theta(2), \theta(3)$ so that $x \varphi$ is incident with $x \theta(2)$ and $x \theta(3)$; in particular, $L_{2}=e \theta(2)$. Then define $\theta(1)$ so that $x \theta(1), L_{2}$ and $x \theta(3)$ are incident with the same point; in particular, $L_{1}=e \theta(1)$. A pictorial representation is illuminating; see Pickert p. 43 and the various references there given.

If the 3 -net $N$ is an additive (or multiplicative) net of a projective plane $P$, each loop defined by $N$ is called an additive (or multiplicative) loop of $P$. An important open question is this: What loops are additive (or multiplicative) loops of projective planes? At present we have information mainly about the finite case and even the possible finite
orders of such loops are only partly known. See Pickert, Chapter 12. Hughes [352] has answered the question for countably infinite loops.

By a construction similar to the above, a $k$-net $N$ may be used to define in many ways a system $Q$ which is a quasigroup with respect to $k-2$ distinct but interrelated operations. When $N$ and hence $k$ is finite, the multiplication tables of these quasigroups form a set of $k-2$ mutually orthogonal latin squares.

## 5. General algebras

Let $G, A$ be non-empty sets, let $G^{A}$ be the set of all single-valued mappings of $A$ into $G$ and let $|A|$ be the cardinal number of $A$. By an operation of cardinal $|A|$ on $G$ we mean a single-valued mapping of a subset of $G^{A}$ into $G$. The operation is completely defined on $G$ if it is a mapping of the whole of $G^{A}$ into $G$. Properly speaking, our definition should depend not on $A$ but only on $|A|$. The case that $A$ has been well-ordered is sometimes of interest. If $|A|$ is finite the operation is called finitary; otherwise, infinitary. If $|A|=n$, where $n$ is a positive integer, the operation is called $n$-ary; in this case it is customary to represent $G^{A}$ as the set of all ordered $n$-tuples ( $x_{1}, x_{2}, \ldots, x_{n}$ ) where the $x_{i}$ range over $G$. A unary operation $(n=1)$ is then a mapping of a subset of $G$ into $G$. Binary and ternary operations correspond to $n=2, n=3$ respectively.

A halfalgebra (or partial algebra) $G$ is a system consisting of a nonempty set $G$ together with a specified non-empty set of operations on $G$ and a (possibly empty) set of specified relations connecting the operations. An algebra $G$ is a halfalgebra $G$ each of whose operations is completely defined on $G$. These definitions obviously take us very far afield from binary systems and little space can be devoted to algebras. We shall limit discussion (here and later) to a few topics closely connected with binary systems. Two general references are Birkhoff, Lattice Theory and (in Japanese) Shôda, General Algebra. A few recent papers on the subject are listed in Part C, I of the bibliography; linear algebras, rings, lattices have largely been excluded.

In $\S \S 2,3$, it was convenient to consider quasigroups as algebras with three binary operations. Similarly, groups can be considered as algebras with a binary operation (multiplication) and a unary operation (the inverse operation). Again, groups have been defined by various authors as algebras with a single ternary operation satisfying a specified identity. An allied subject is the theory of polyadic groups; see Dörnte [333], Post [26], Tvermoes [31] and also Tchounkine [28].

Aside from the various theories of convergence of sequences in analysis or topology, the literature of infinitary operations is very sparse; see, for example, Lyapin [20], [21] and a few remarks in Jônsson and TARSKI [15]. We shall assume henceforth that all operations in question
are finitary and speak in terms of an $n$-ary operation $f$ written as a function $f\left(x_{1}, x_{2}, \ldots, x_{n}\right)$.

Let $\alpha$ be a binary relation on a non-empty set $G$ and write $x \sim y(\alpha)$, for $x, y$ in $G$, if and only if $x$ is in the relation $\alpha$ to $y$. Then $\alpha$ is an equivalence (or equivalence relation) on $G$ provided that, for all $x, y$ in $G$ : (i) if $x=y$ then $x \sim y(\alpha)$; (ii) if $x \sim y(\alpha)$ then $y \sim x(\alpha)$; (iii) if $x \sim y(\alpha)$ and $y \sim z(\alpha)$ then $x \sim z(\alpha)$. The equivalence class of $x \bmod \alpha$ is the set $[x]$ of all $y$ such that $y \sim x(\alpha)$; if $y \in[x]$ then $[y]=[x]$. And $G / \alpha$ is the set of all equivalence classes $\bmod \alpha$. Two equivalences $\alpha, \beta$ on $G$ are said to commute provided that, if $x \sim y(\alpha)$ and $y \sim z(\beta)$ for some $x, y, z$ in $G$, then there exists a $w$ in $G$ such that $x \sim w(\beta)$ and $w \sim y(\alpha)$. If $G$ is an algebra, an equivalence $\alpha$ on $G$ is said to be a congruence provided that, for each operation $f$ of the algebra, if $x_{i}, y_{i} \in G$ and $x_{i} \sim y_{i}(\alpha)$ for $i=1,2, \ldots, n$, then $f\left(x_{1}, x_{2}, \ldots, x_{n}\right) \sim f\left(y_{1}, y_{2}, \ldots, y_{n}\right)(\alpha)$. In this case $G / \alpha$ may be turned into an algebra with the "same" operations as $G$ by defining $f\left(\left[x_{1}\right], \ldots,\left[x_{n}\right]\right)=\left[f\left(x_{1}, \ldots, x_{n}\right)\right]$ for each operation $f$ of $G$ and all $x_{i}$ in $G$. The mapping $\theta$ defined by $x \theta=[x]$ is a homomorphism of $G$ upon $G / \alpha$; conversely, each homomorphism of $G$ upon an algebra of the same type as $G$ uniquely determines a congruence. A satisfactory theory of homomorphisms or congruences has been developed for those algebras which have the property that every two congruences commute. This is along lattice-theoretic lines (see Birkhoff, loc. cit.). If we define a primitive class of algebras to be the set of all algebras with a prescribed set of (finitary) operations and identical relations, Malcev [24] has given a necessary and sufficient condition that all congruences should commute for every algebra of a primitive class: There must exist a polynomial $P(x, y, z)$ (a function defined by iteration of the operations) such that $P(x, x, y)=y, P(x, y, y)=x$ are identities for each of the algebras. Note that if $P$ exists and if $x \sim y(\alpha), y \sim z(\beta)$, then, since $w=P(x, y, z)$ is built up from $x, y, z$ by iteration of the operations, we have $x \sim P(x, y, y) \sim w(\beta)$ and $w \sim P(x, x, z) \sim z(\alpha)$. As an illustration, consider the set of all three-operation quasigroups $(G, \cdot, /, \backslash)$ and define $P(x, y, z)=\{(x \cdot y) / x\} \backslash(x \cdot z) ;$ then $P(x, x, y)=\{(x \cdot x) / x\} \backslash(x \cdot y)$ $=x \backslash(x \cdot y)=y$ and, if $k=x \cdot y, P(x, y, y)=(k / x) \backslash k=x$. Thus all congruences on a three-operation quasigroup commute. Malcev's result implies that the free groupoid of rank 3 (and hence any free groupoid of higher rank) has non-commuting congruences. For if the contrary were true then $P(x, y, z)$ would exist with the stated properties and hence all congruences on an arbitrary groupoid would commute. It is known however that this is false. Specifically, the free quasigroup of rank 4 (and hence any free quasigroup of higher rank) has non-commuting " multiplicative" congruences (Thurston [112], Trevisan [115]). Malcev's result does not apply to multiplicative quasigroups and the facts for free quasigroups of rank 1,2 or 3 seem to be unknown; similarly for
free loops of arbitrary positive rank. (But see Cowell [349].) Another question is whether a congruence on an algebra is uniquely determined by a single congruence class; the answer is no in general (Malcev [23], Jabukik [14]) but Malcev [24] gives conditions for a positive answer. It is easily seen from first principles that the answer is yes for groups and three-operation quasigroups.

Lyndon [22] exhibits a finite algebra $G$ (a groupoid) such that no finite set of identical relations of $G$ implies every identical relation of G. In a different direction, Evans and Neumann [43] show that no finite set of identical relations in a single variable will ensure that a groupoid is power-associative; using this fact they prove that the number of varieties of groupoids (or loops) of countable order has the power of the continuum.

Evans [5] studies a class of algebras (with finitary operations) subject to the requirement that every halfalgebra of the type considered is imbeddable in an algebra. Thus the class can be the class of groupoids or (three-operation) quasigroups or loops, but not the class of groups. The methods are general. He takes as given a finite set of generators and a finite set of relations between the generators, expressed in terms of the operations of the algebras. He constructs "words" inductively by asserting that each generator is a word and that, if $f$ is an operation and $w_{1}, \ldots, w_{n}$ are words, then $f\left(w_{1}, \ldots, w_{n}\right)$ is a word. The elements of the corresponding algebra are the classes of equivalent words, two words being equivalent only on the basis of specified rules involving the relations between the generators. He shows the existence of an algorithm by which the equivalence or nonequivalence of two words can be decided in finitely many steps. Thus the word problem for the class of algebras is recursively solvable. In the case of groupoids, quasigroups and loops, these methods form an alternative to those of $\S \S 1-3$; they are carried further in Evans [82], [83].

Evans [7] complements the preceding result by proving that the word problem is recursively solvable for every finitely generated and finitely related algebra of a primitive class $\mathfrak{A}$ if and only if the following imbedding problem is recursively solvable: To decide whether a finite halfalgebra can be imbedded in an algebra belonging to $\mathfrak{A}$.

## II. The Associative Law

## 1. Semigroups

A semigroup $S$ is an associative groupoid; that is, a groupoid such that the associative law

$$
\begin{equation*}
(x y) z=x(y z) \tag{1.1}
\end{equation*}
$$

holds for all $x, y, z$ in $S$. [Many authors, including most of those writing in French, use the term "demigroup" for an associative groupoid;
these authors reserve "semigroup" for what we shall call a cancellation semigroup. Other terms are "monoid" (Bourbaki) and "associative system" (Russian authors). The present terminology is standard in English and German.]

For the rôle of semigroups in analysis see Hille, Functional Analysis and Semigroups. Aside from this reference, the literature on the application of semigroups to analysis or topology has been omitted from the bibliography. Likewise, papers applying semigroup theory to arithmetic (unique factorization) and lattice theory have largely been omitted.

The homomorphism theory of semigroups has been studied rather thoroughly without many interesting results. If $\theta$ is a homomorphism of a semigroup $S$ into a groupoid, the image $S \theta=S^{\prime}$ is also a semigroup. If $s^{\prime}$ is an element of $S^{\prime}$, let $K=s^{\prime} \theta^{-1}$ be the inverse image of $s^{\prime}$; that is, $K$ is the set of all $s$ in $S$ such that $s \theta=s^{\prime}$. Clearly $K$ has the following properties: (i) if $k \in K, x \in S$ and $x k \in K$, then $x K \subset K$; (ii) if $k \in K$, $x \in S$ and $k x \in K$, then $K x \subset K$; (iii) if $k \in K, x, y \in S$ and $x k y \in K$, then $x K y \subset K$. [Here, for example, $x K y$ is the set of all elements $x k^{\prime} y, k^{\prime} \in K$.] A non-empty subset $K$ of $S$ with properties (i), (ii), (iii) is called a normal subset. To a given normal subset $K$ of $S$ there may correspond two (or more) distinct homomorphisms of $S$ with $K$ as an inverse image; herein resides, perhaps, the relative poverty of the theory. Lyapin [217], [218], [219] associates with each normal subset $K$ of $S$ a "weakest" homomorphism $\theta$ of $S$ as follows: He defines a binary relation $R$ on $S$ by the requirement that $a R b$, for $a, b$ in $S$, if and only if either $a=b$ or $a, b \in K$. He shows that $R$ may be extended to a congruence relation ( $\equiv$ ) on $S$ with the property that, for $k \in K, x \equiv k$ if and only if $x \in K$. The mapping $x \rightarrow[x]$ of $S$ into the corresponding set of congruence classes $[x]$ is a homomorphism $\theta$ of $S$ into a semigroup $S \theta$ such that $K$ is the inverse image of some element of $S \theta$. Defining a semigroup $S$ to be simple if every homomorphism of $S$ is either an isomorphism or a homomorphism upon a semigroup with one element, Lyapin shows that the only commutative simple semigroups are the group of order one and the cyclic groups of prime order.

Various authors, both before and after Lyapin, have investigated special types of normal subsets. Suppose, for example, that $\theta$ is a homomorphism of $S$ upon a semigroup $S \theta$ with identity element 1 and let $K$ be the inverse image of 1 . Then $K$ is a subsemigroup of $S$. Such a normal subsemigroup may be characterized by the following properties: (a) if $k \in K, x \in S$ and either $k x \in K$ or $x k \in K$, then $x \in K$; (b) if $k \in K$ and $x, y \in S$ and if one of $x k y, x y$ is in $K$, then so is the other. If $S \theta$ is to have further properties; for example, if $S \theta$ is to be a group, then further restrictions must be placed on $K$. See, for example, Levi [213], [214], Dubreil [185], [187], [188], Lyapin [217], Eilenberg and MacLane [79], Stoll [266]. Again, suppose that $S \theta=S^{\prime}$ has a zero
element; that is, an element 0 such that $0 S^{\prime}=S^{\prime} 0=0$; and let $K$ be the inverse image of 0 . Then $K$ is an ideal of $S$, namely a non-empty subset of $S$ such that $S K \subset K, K S \subset K$. Ideals have been studied, from more than one point of view, by Suškevič [267], [269], BaER and Levi [160], Kawada and Kondo [205], Rees [247], [248], [249], Clifford [168] - [172], Clifford and Miller [174], Schwarz [253] to [256], Rich [251], Cotlar and Zarontonello [176], Green [197], Teissier [289], Vorobev [320], Andersen [154], Iseki [202], Aubert [157], [158], Hashimoto [200] and others. Some of the more interesting theorems on ideals are developed in $\S 8$ below. Since normal subsets of a semigroup $S$ are equivalence classes of $S$ with respect to congruences, the theory of normal subsets and the theory of congruences may reasonably be lumped together; further references are: Dubreil and DubreilJacotin [189], Vorobev [319], Siverceva [261], Thurston [312], Chamberlin and Wolfe [162], Croisot [179], Thierrin [302]- [306] and [308], [309], Pierce [239], Ivan [203].

Free semigroups are studied by Levi [213], Baer [159].
Let $S$ be a semigroup given in terms of a finite set of generators and a finite set of relations between the generators. Then the elements of $S$ are classes of equivalent words in the generators, the rules for equivalence being explicitly set up in terms of the relations between the generators. The word problem for $S$ consists in describing an algorithm which will show in a finite number of steps whether two (arbitrarily chosen) words are equivalent. Post [240] constructed a semigroup for which the word problem is recursively unsolvable; another example with two generators was later given by Hall [199]. Markov [227], [228] developed a method of showing the recursive insolvability of a number of allied problems; for example, the problem of deciding whether two semigroups (given by generators and relations) are isomorphic. The word problem for free semigroups and free commutative semigroups on a finite number of generators is always solvable.

Many authors have studied semigroups subject to one or more conditions generalizing well known properties of groups. The most interesting of these topics will be deferred to subsequent sections; many others will be omitted. Here we shall outline the main concepts in the theory of inverse semigroups; relevant or closely allied papers are: Clifford [164], [166], Mann [226], Prachar [390], Fuchs [194], Thierrin [295] - [298] and [310], Vagner [314], Croisot [181], [183], Preston [241]-[243], Liber [216], Munn and Penrose [230]. An element $e$ of a semigroup $S$ is called idempotent if $e^{2}=e$. An element $x$ of $S$ is called regular if $x \in x S x$; idempotent elements are regular. If elements $x, x^{\prime}$ of $S$ satisfy $x=x x^{\prime} x, x^{\prime}=x^{\prime} x x^{\prime}$, then each is called a relative inverse of the other. Now let $x$ be a regular element of $S$ and let $A$ be the set of all $a$ in $S$ such that $x=x a x$; clearly $A$ is non-empty.

We observe that $(a x)(b x)=a x$ for all $a, b$ in $A$. Hence: (i) $A x$ is a subsemigroup; (ii) every element of $A x$ is idempotent ; (iii) $A x$ is commutative if and only if $A x$ consists of $a$ single element. Similar remarks hold for $x A$. Since $x(A x A) x=x A x=x$, then $A x A \subset A$. If $a, b \in A$, then $(a x b) x(a x b)=a x b$; hence every element of $A x A$ is a relative inverse of $x$. If $x^{\prime}$ is a relative inverse of $x$ then $x^{\prime} \in A$ and $x^{\prime}=x^{\prime} x x^{\prime} \in A x A$. Hence $A x A$ is the set of all relative inverses of $x$. If $A x, x A$ are both commutative, then, for each $a$ in $A, A x=a x, x A=x a$ and $A x A=a x A$ $=a x a$; hence $x$ has a unique relative inverse. If $x$ has a unique relative inverse $x^{\prime}$, then, for all $a, b$ in $A, a x b=x^{\prime}, x^{\prime} x=a x b x=a x, x x^{\prime}=x a x b$ $=x b$; thus $A x=x^{\prime} x, x A=x x^{\prime}$, whence $A x, x A$ are both commutative. That is, $x$ has a unique relative inverse if and only if $A x, x A$ are both commutative. Next let $e, f$ be idempotent elements of $S$ such that $e f$ has a unique relative inverse $p$. Since $(e f)(p e)(e f)=e f$ and $(p e)(e f)(p e)=p e$, then $p=p e$. Similarly, $p=t p$. Hence $p^{2}=(p e)(t p)=p$. Then $p p p=p$, so $p$ and ef are relative inverses of $p$. If $p$ also has a unique relative inverse, then $p=e f$ and $p=f p e=(f e)^{2}$. If, in addition, $f e$ has a unique relative inverse $q$ and $q$ has a unique relative inverse, then $q=f e=q^{2}$ and $p=(f e)^{2}=q^{2}=q$. That is, $e f=f c$. We may draw the following conclusion: If the regular elements of $S$ form a subsemigroup $R$ and if each element of $R$ has a unique relative inverse in $S$, then every two idempotent elements of $S$ commute. Finally, let us assume that the set $R$ of regular elements of $S$ is non-empty and that every two idempotent elements of $S$ commute. If $x, y \in R$ then (by the earlier discussion) $x, y$ have unique relative inverses $x^{\prime}, y^{\prime}$ (in $S$ ) respectively. Since the idempotents $y y^{\prime}, x^{\prime} x$ commute, then $(x y)\left(y^{\prime} x^{\prime}\right)(x y)=\left(x x^{\prime} x\right)\left(y y^{\prime} y\right)=x y$ and $\quad\left(y^{\prime} x^{\prime}\right)(x y)\left(y^{\prime} x^{\prime}\right)=\left(y^{\prime} y y^{\prime}\right)\left(x^{\prime} x x^{\prime}\right)=y^{\prime} x^{\prime}$. Hence $x y \in R$ and $(x y)^{\prime}=y^{\prime} x^{\prime}$. Thus: If the set $R$ of regular elements of $S$ is non-empty and if every two idempotent elements of $S$ commute, then $R$ is a subsemigroup of $S$, each element $x$ of $R$ has a unique relative inverse $x^{\prime}$ in $S$, and the mapping $x \rightarrow x^{\prime}$ is an (involutary) anti-automorphism of $R$. A semigroup $R$ is called an inverse semigroup provided $R$ is regular (that is, each element of $R$ is regular in $R$ ) and $R$ satisfies one of the equivalent conditions: (I) each $x$ in $R$ has a unique relative inverse in $R$; (II) every two idempotent elements of $R$ commute. For further details see the papers cited.

## 2. Cancellation semigroups

A cancellation semigroup is a semigroup satisfying the two cancellation laws (I § 2). [In most French writing, "semigroup" means "cancellation semigroup".] We may note that every free semigroup is a cancellation semigroup (Levi [213]).

Every subsemigroup of a group is a cancellation semigroup. Every commutative cancellation semigroup can be imbedded in a group just
as the multiplicative semigroup of positive integers is imbedded in the multiplicative group of positive integers; for a slight generalization see Vandiver [316]. An example due to Malcev shows that not every cancellation semigroup can be imbedded in a group; Chehata [163] proves (as does Vinogradov [420]) that Malcev's example can be simply ordered. Malcev [224] gives an infinite set of conditions which are necessary and sufficient that a cancellation semigroup be imbeddable in a group and shows that no finite set of conditions can be necessary and sufficient. Lambek [211] gives an equivalent set of necessary and sufficient conditions in geometric language. Doss [184] gives a clear discussion of the necessary and sufficient conditions of Malcev and uses these conditions to establish the sufficiency of a condition which we now describe: Let $S$ be a cancellation semigroup. Call an element $a$ of $S$ regular on the left if, for every $b \in S, a$ and $b$ have a common left multiple in $S$; that is, $S a \cap S b$ is non-empty. Call $S$ quasi-regular on the left if, whenever two elements $a, b$ of $S$ have a common left multiple, there exist elements $c, d$ in $S$ such that $c a=d b$ and at least one of $c, d$ is regular on the left. Doss shows that a cancellation semigroup which is quasi-regular on the left can be imbedded in a group. This result contains as a special case an earlier one of Dubreil [186] which uses the Öre condition: every element of $S$ is regular on the right. Additional literature: Ptak [244], [245], Dubreil-Jacotin [190], Kontorovic [209].

Levi [214] shows that every groupoid has a unique "maximal" homomorphic image which is a semigroup; Malcev [224] shows that a semigroup which can be imbedded in a group can be imbedded in one which is "absolutely minimal"; for precise statements and proofs of comparable theorems see $\S 4$ below. BAER [159] studies a generalization of a semigroup called an add; the work is intimately connected with the imbedding problem. The paper of Tamari [280] is related both to Malcev [224] and to Baer [159].

Turing [239] gives an example of a cancellation semigroup with an unsolvable word problem (compare the discussion in §1). In his (unpublished) University of Wisconsin thesis (1954) Addison uses Turing's example together with an imbedding theorem of Evans [193] to carry over the methods of Markov [228] to cancellation semigroups. In particular, Addison shows that the isomorphism problem and the imbedding problem are recursively unsolvable. The work of Addison is almost identical with independent work of K . A. Boone; a joint paper is planned but has not yet been written.

One further topic seems worthy of note. Let $n, k$ be positive integers. Let $S(n, k)$ denote the semigroup with $n$ generators which satisfies the identical relation $x^{k+1}=x$ but is otherwise free; and let $B(n, k)$ be the (Burnside) group with $n$ generators which satisfies the identical relation $x^{k}=1$ but is otherwise free. Green and Rees [198] prove that, for
each $k$, a necessary and sufficient condition that $S(n, k)$ be finite for every $n$ is that $B(n, k)$ be finite for every $n$. Thus, by known results on Burnside groups, $S(n, 1), S(n, 2), S(n, 3)$ are finite for every $n$. The authors determine the order of $S(n, 1)$; see also McLean [223].

## 3. Groups

Although the theory of groups is outside the scope of this report, we wish to relate groups to other types of system. It seems desirable to begin with two familiar results.

We shall define a group as an associative quasigroup. If $G$ is a group and if $a, b \in G$, elements $e, f$ of $G$ are uniquely defined by $a e=a, f b=b$. Then $(a e) b=a b=a(f b)=(a f) b$, so $a e=a f, e=f$. Hence a group $G$ has a unique identity element. That is: a group is an associative loop. The identity of $G$ will be denoted by 1 . If $a \in G$, elements $a^{\prime}, a^{\prime \prime}$ of $G$ are uniquely defined by $a a^{\prime}=1, a^{\prime \prime} a=1$. Then $a^{\prime \prime}=a^{\prime \prime} 1=a^{\prime \prime}\left(a a^{\prime}\right)$ $=\left(a^{\prime \prime} a\right) a^{\prime}=1 a^{\prime}=a^{\prime}$. The element $a^{\prime \prime}=a^{\prime}$ is called the inverse of $a$ and denoted by $a^{-1}$. As is easily verified, $\left(a^{-1}\right)^{-1}=a$ and $(a b)^{-1}=b^{-1} a^{-1}$.

Theorem 3.1. Let $G$ be a semigroup with a right identity element e such that to each $a \in G$ there corresponds at least one element $a^{\prime} \in G$ satisfying $a a^{\prime}=e$. Then (and only then) $G$ is a group with identity $e$.

Proof. Consider any $a \in G$, any $a^{\prime} \in G$ such that $a a^{\prime}=e$ and any $a^{\prime \prime} \in G$ such that $a^{\prime} a^{\prime \prime}=e$. Then $a=a e=a\left(a^{\prime} a^{\prime \prime}\right)=\left(a a^{\prime}\right) a^{\prime \prime}=e a^{\prime \prime}$. Hence $a=e a^{\prime \prime}$ and therefore $e a=e\left(e a^{\prime \prime}\right)=(e e) a^{\prime \prime}=e a^{\prime \prime}=a$. That is, $e$ is an identity element for $G$. In particular, $a=e a^{\prime \prime}=a^{\prime \prime}$. Hence $a a^{\prime}=e$ implies $a^{\prime} a=e$. If also $a a_{1}=e$ then $a^{\prime}=a^{\prime} e=a^{\prime}\left(a a_{1}\right)=\left(a^{\prime} a\right) a_{1}$ $=e a_{1}=a_{1}$. Thus $a^{\prime}$ is uniquely defined by $a$ and we write $a^{\prime}=a^{-1}$. If $a, b \in G, a\left(a^{-1} b\right)=\left(a a^{-1}\right) b=e b=b$. Hence the equation $a x=b$ has at least one solution $x$ in $G$. Conversely, if $a x=b$, then $a^{-1} b=a^{-1}(a x)$ $=\left(a^{-1} a\right) x=e x=x$, so the solution is unique. Similarly, the equation $y a=b$ has one and only one solution in $G$, namely $y=b a^{-1}$. Therefore $G$ is an associative loop; that is, a group.

Theorem 3.2. Let $G$ be a semigroup such that $a G=G a=G$ for every $a$ in $G$. Then (and only then) $G$ is a group. (Cf. Huntington [201].)

Proof. If $a, b \in G$ there exist $e, f, x, y$ in $G$ such that $a e=a, f b=b$, $x a=f, \quad b y=e$. Then $f e=(x a) e=x(a e)=x a=f$ and $f e=f(b y)$ $=(f b) y=b y=e$. Hence $e=f$. Therefore $G$ has an identity $e=f$, which we denote by 1 . Since, for each $b$ in $G, b y=1$ has a solution $y$ in $G, G$ is a group by Theorem 3.1.

A subsemigroup $G$ of $a$ groupoid ( $S, \cdot$ ) is called a subgroup of $S$ if $(G, \cdot)$ is a group.

Theorem 3.3. Let $A$ be a non-empty subset of the semigroup $S$ such that (i) $a \in A \Rightarrow a \in a^{2} S \cap S a^{2}$; (ii) $a \in A \Rightarrow A \subset a S \cap S a$. Then there exists a unique subgroup $G$ of $S$, maximal in the property that $A \subset G$. Specifically, if $a \in A$, the set $a S$ contains exactly one element $e$ such that $a e=a$;
and $G$ consists of all elements of $e S e$ which have inverses in eSe with respect to e.

Proof. By (ii) clearly we have: (iii) $a \in A, u \in S, a u=a \Rightarrow b u=b$, all $b \in A$ and: (iv) $a \in A, v \in S, v a=a \Rightarrow v b=b$, all $b \in A$.

Let $b, c \in A$. Since $b \in b^{2} S, c \in S c^{2}$, we have $b(b s)=b$ and $\left(s^{\prime} c\right) c=c$ for at least one choice of $s, s^{\prime}$ in S. Then, by (iii), $\left(s^{\prime} c\right)(b s)=s^{\prime}[c(b s)]=s^{\prime} c$ and, by (iv), $\left(s^{\prime} c\right)(b s)=\left[\left(s^{\prime} c\right) b\right] s=b s$. Hence $s^{\prime} c=b s=e$, say, where (v) $e=e^{2}$, (vi) $e a=a e=a$ for all $a \in A$ and (vii) $e \in a S \cap S a$ for all $a \in A$.

Now set $T=e S e$. Then, by (v), $T$ is $a$ subsemigroup with identity $e$ and, by (vi), $T$ contains $A=e A e$. Since, by (v), (vii), $e=e e \in a S e$ $=a e S e=a T, e=a t$ for some $t \in T$. Since $e=e e \in e S a=T a, e=t^{\prime} a$ for some $t^{\prime} \in T$. Then $t^{\prime}=t^{\prime} e=t^{\prime}(a t)=\left(t^{\prime} a\right) t=e t=t$ so $t^{\prime}=t$ is the unique inverse $a^{-1}$ of $a$ in $T$, relative to $e$. Finally, let $G$ be the set of all $g \in T$ such that $g$ has an inverse $g^{-1}$ in $T$ relative to $e$. If $g, h \in G$ we verify that $(g h)^{-1}=h^{-1} g^{-1}$, and if $g \in G$ we verify that $\left(g^{-1}\right)^{-1}=g$. Moreover, $e^{-1}=e$. Hence, by Theorem 3.1, $G$ is a subgroup of $S$ containing $A$.

If $H$ is a subgroup of $S$ containing $A$, let $f$ be the identity of $H$. If $a \in A$, then $a f=a$ and $f$ is in $a S$, so $f=e$. Hence $e$ is the identity element of $H$, so $H \subset e S e=T$ and consequently $H \subset G$.

Corollary 1. If the subset $A$ of Theorem 3.3 is maximal in the properties (i), (ii), then $A$ is a subgroup of $S$.

Corollary 2. (J. A. Green [197]). A necessary and sufficient condition that the element a of the semigroup $S$ be contained in a subgroup of $S$ is that $a \in S a^{2} \cap a^{2} S$.

Various authors have shown that the class of all groups can be defined as the class of all groupoids (in terms of one of the group division operations) satisfying a small number of identical relations. Higman and Neumann [45] have reduced the number of identical relations to one. And they have gone further, by showing that the subclass of all groups which satisfy any specified finite set of identical relations can also be characterized as the class of all groupoids satisfying a single identity. Some preparation is needed. Suppose $W\left(X_{1}, \ldots, X_{m}\right)$ is an (associative) word, expressed in terms of the group operation, the symbols $X_{1}, \ldots, X_{m}$, and the inverses $X^{-1}$ of these. In particular, then, the group of order one satisfies $W=1$. Let $W^{\prime}\left(Y_{1}, \ldots, Y_{n}\right)$ be another such word. The class of all groups satisfying both $W=1$ and $W^{\prime}=1$ is identical with the class of all groups satisfying

$$
\begin{equation*}
W\left(X_{1}, \ldots, X_{m}\right) W^{\prime}\left(Y_{1}, \ldots, Y_{n}\right)=1 \tag{3.1}
\end{equation*}
$$

where the $X_{i}$ and $Y_{j}$ are allowed to range independently over the elements of such a group. For, by putting $Y_{1}=Y_{2}=\cdots=Y_{n}=1$ in (3.1), we get $W\left(X_{1}, \ldots, X_{m}\right)=1$. Similarly, the class of all groups satisfying any
finite set of identical relations is identical with the class of all groups satisfying a single suitably chosen one.

Next, let $G=(G, \cdot)$ be a group and define $(G, o)$ by $x o y=x y^{-1}$ where $y^{-1}$ is the inverse of $y$ in $G$. Then $x o x=1$ for all $x$ and $10 y=y^{-1}$ or $y^{-1}=(z o z) o y$ for all $z, y$. Hence also $x y=x o y^{-1}=x o[(z o z) \circ y]$. Therefore any associative word $W\left(X_{1}, \ldots, X_{n}\right)$ can be transformed into a "groupoid" word involving perhaps more variables but no inverses and only the single groupoid operation (here the operation (o)). In particular, if $G$ satisfies $W\left(X_{1}, \ldots, X_{n}\right)=1$, the transformed word $W$ appears as a fixed element of $(G, o)$ for all values of the variables. To avoid the "empty" word we can use $X X^{-1}$ in connection with $G$ and $X o X$ in connection with ( $G, o$ ).

For the group $G$, define mappings $\varrho(x), \lambda(x)$ of $G$ into $G$ by $y \varrho(x)=y x$, $y \lambda(x)=x y$ for all $x, y$ of $G$. Here $\varrho(x)$ is the right multiplication by $x$ and $\lambda(x)$ the left multiplication by $x$. They are permutations of $G$; that is, one-to-one mappings of $G$ upon $G$. In particular, since $z \varrho(x y)$ $=z(x y)=(z x) y=z \varrho(x) \varrho(y)$, then $\varrho(x y)=\varrho(x) \varrho(y)$ for all $x, y$. Thus the mapping $x \rightarrow \varrho(x)$ is an isomorphism of $G$ upon a group of permutations. Also define the permutation $J$ of $G$ by $x J=x^{-1}$. For the groupoid $(G, o)$ define right and left mappings $R(x), L(x)$ by $y R(x)=y$ o $x$, $y L(x)=x o y$. Then $R(x)=\varrho\left(x^{-1}\right)=\varrho(x)^{-1}$ and $L(x)=J \lambda(x)$. If $G$ satisfies $w=1$ where $w=W\left(X_{1}, \ldots, X_{n}\right)$, then

$$
\begin{gathered}
L((x \circ x) o w) R(z) R([(x \circ x) o x] o z) L(x)=L(1) R(z) R\left(x^{-1} o z\right) L(x) \\
=J \varrho\left(z^{-1}\right) \varrho(z x) J \lambda(x)=J \varrho(x) J \lambda(x)=I
\end{gathered}
$$

where $I$ is the identity mapping, since $y J \varrho(x) J \lambda(x)=x\left(y^{-1} x\right)^{-1}$ $=x x^{-1} y=y$. We interchange the roles of $(\cdot)$ and (o.) and embody the converse of this result in the following theorem.

Theorem 3.4. Let $w=W\left(X_{1}, \ldots, X_{n}\right)$ be a "groupoid" word and let $G=(G, \cdot)$ be a groupoid satisfying the identical relation

$$
\begin{equation*}
x([\{((x x) w) y\} z][((x x) x) z])=y \tag{3.2}
\end{equation*}
$$

for all $x, y, z, X_{1}, \ldots, X_{n}$ in $G$. Then $G$ is a quasigroup and ( $G, \cap$ is a group satisfying the identical relation corresponding to $w=1$, where 1 is the identity of $(G, /)$. Moreover, as $(G, \cdot)$ ranges over the class of all groupoids satisfying (3.2), (G, ת ranges over the class of all groups satisfying $w=1$.

Proof. In terms of the right and left multiplications $R(x), L(x)$ of $G$, regarded as operating on $y$,(3.2) becomes

$$
\begin{equation*}
L(x x \cdot w) R(z) R((x x \cdot x) z) L(x)=I \tag{3.3}
\end{equation*}
$$

where, to save parentheses, we have written, for example, $x x \cdot w$ instead of $(x x) w$. If $S, T$ are two single-valued mappings of $G$ such that $S T=P$, where $P$ is a permutation of $G$, then $T$ is upon $G$ and $S$ is one-to-one. Applying this principle to (3.3), we see that $L(x)$ is upon $G$ for all $x$
and that $L(x x \cdot w)$ is one-to-one. Then $L(x x \cdot w)$ is a one-to-one mapping of $G$ upon $G$; that is, a permutation. Hence it has an inverse and (3.3) becomes

$$
\begin{equation*}
R(z) R((x x \cdot x) z) L(x)=L(x x \cdot w)^{-1} \tag{3.4}
\end{equation*}
$$

Therefore $R(z)$ is one-to-one for all $z$. If, for some $y$, we take $x=y y \cdot w$ in (3.4), then $L(x)=L(y y \cdot w)$ is also a permutation and thus $R((x x \cdot x) z)$ is a permutation. Hence, finally, $R(z)$ is a permutation for all $z$. But then, from (3.4), with $x$ again arbitrary, $L(x)$ is a permutation for all $x$. Therefore, in an equation $a b=c, a, b, c \in G$, each two of $a, b, c$ uniquely determine the third. That is, $G$ is a quasigroup.

Comparing (3.4) with the corresponding equation in which $z$ is replaced by $y$, we deduce that

$$
\begin{equation*}
R(z) R((x x \cdot x) z)=R(y) R((x x \cdot x) y) \tag{3.5}
\end{equation*}
$$

for all $x, y, z$. For fixed $x$, we set $a=x x \cdot x$ in (3.5) and operate with both sides on $a$. Then $(a z)(a z)=(a y)(a y)$ for all $y, z$. Since $G$ is a quasigroup, this means that $p p$ has a fixed value, say $e$, for all $p$ in $G$. Thus

$$
\begin{equation*}
x x=e e=e \tag{3.6}
\end{equation*}
$$

for all $x$. From (3.6) in (3.5), $R(z) R(e x \cdot z)=R(y) R(e x \cdot y)$, whence, if $x$ is chosen so that $e x=y$,

$$
\begin{equation*}
R(z) R(y z)=R(y) R(e) \tag{3.7}
\end{equation*}
$$

for all $y, z$.
In (3.3) we take $x=z=e$, apply both sides to $e w$, and use (3.6), getting $e=e w$. Thus $e w=e e$, so

$$
\begin{equation*}
w=e . \tag{3.8}
\end{equation*}
$$

Via (3.8), (3.6), now (3.3) becomes $L(e) R(z) R(e x \cdot z) L(x)=I$; we operate on $x$ and get $x[(e x \cdot z)(e x \cdot z)]=x$ or, by (3.6), $x e=x$. That is,

$$
\begin{equation*}
R(e)=I \tag{3.9}
\end{equation*}
$$

From (3.7) with $y=e, R(z) R(e z)=R(e) R(e)==I$. We replace $z$ by $e z$ in (3.7) and get $R(y \cdot e z)^{-1}=R(y)^{-1} R(e z)=R(y)^{-1} R(z)^{-1}$. Thus, if the operation (o) is defined by

$$
\begin{equation*}
x \circ y=x(e y) \tag{3.10}
\end{equation*}
$$

we have $R(y \circ z)^{-1}=R(y)^{-1} R(z)^{-1}$. That is: the mapping $x \rightarrow R(x)^{-1}$ is an isomorphism of the groupoid $(G, o)$ upon a group of permutations of $G$.

Consequently, $(G, o)$ is a group with, by (3.9), identity element $e$. Moreover, $(G, o)$ satisfies the identity $w=e$, by (3.8). Let $x^{-1}$ denote the inverse of $x$ in ( $G, o$ ). Then $e=x^{-1} o x=x^{-1}(e x)$, whence, by (3.6), $x^{-1}=e x$. In particular, $e(e x)=\left(x^{-1}\right)^{-1}=x$. Hence $x y=x[e(e y)]$ $=x o(e y)=x o y^{-1}$. Also, if $x / y=z$, where ( $/$ ) is defined, as in I.2,
relative to $G=(G, \cdot)$, then $x=z y=z o y^{-1}$, so $x o y=\left(z o y^{-1}\right)$ oy $=$ $z o\left(y^{-1} o y\right)=z o e=z$. That is:

$$
\begin{equation*}
x y=x \circ y^{-1}, \quad x o y=x / y . \tag{3.11}
\end{equation*}
$$

And (3.11) completes the proof of Theorem 3.4.
An identical relation singling out the abelian groups is given by (3.2) with $w=[p(p p \cdot q)][q(q q \cdot p)]$ for arbitrary $p, q \in G$ : a relation involving 5 distinct variables and 17 variables including repetitions. However, as Higman and Neumann show by a proof similar to that of Theorem 3.4, the simpler identical relation

$$
x[(y z)(y x)]=z, \quad \text { or } \quad L(y) R(y x) L(x)=I
$$

does equally well.

## 4. Homomorphic imbedding

By $I, \S 2$, a necessary and sufficient condition that a groupoid $G$ be imbeddable in a quasigroup is that $G$ satisfy the two cancellation laws. As shown by Malcev [224] there exist cancellation semigroups which cannot be imbedded in any group. Thus, if $G$ is a groupoid which does not satisfy the cancellation laws or a cancellation semigroup which is not imbeddable in a group, the best we can expect is the existence of a homomorphic image of $G$ which is in some sense maximal in the properties with which we are concerned. This is provided by the following theorems:

Theorem 4.1. Let $G$ be a groupoid. There exists one and (to within an isomorphism) only one cancellation groupoid (semigroup, cancellation semigroup) $H$ with the following properties: (i) $G$ possesses a homomorphism $\theta$ upon $H$; (ii) if $\varphi$ is a homomorphism of $G$ upon a cancellation groupoid (semigroup, cancellation semigroup) $K$, there exists a homomorphism $\alpha$ of $H$ upon $K$ such that $\varphi=\theta \alpha$.

Theorem 4.2. Let $G$ be a groupoid. There exists one and (to within an isomorphism) only one quasigroup (loop, group) $Q$ with the following properties: (i) $G$ possesses a homomorphism $\theta$ into $Q$ such that $G \theta$ generates $Q$; (ii) if $\varphi$ is a homomorphism of $G$ into a quasigroup (loop, group) $K$, there exists a homomorphism $\alpha$ of $G \theta$ into $K$ such that (a) $\varphi=\theta \alpha$ and (b) $\alpha$ can be extended to a homomorphism $\beta$ of $Q$ into $K$.

Proof of Theorem 4.1. (I) Uniqueness. Let $H, H^{\prime}$ have the properties (i), (ii) of Theorem 4.1, $\theta^{\prime}$ being the homomorphism of $G$ upon $H^{\prime}$. Then $\theta^{\prime}=\theta \alpha, \theta=\theta^{\prime} \beta$ where $\alpha$ is a homomorphism of $H$ upon $H^{\prime}, \beta$ is a homomorphism of $H^{\prime}$ upon $H$. Hence $\theta=\theta \alpha \beta, \theta^{\prime}=\theta^{\prime} \beta \alpha$. If $x$ is in $H, x=a \theta$ for at least one $a$ in $G$. Then $x \alpha \beta=a \theta \alpha \beta=a \theta=x$, so $\alpha \beta=I_{H}$. Similarly, $\beta \alpha=I_{H^{\prime}}$. Consequently $\alpha$ and $\beta$ are one-to-one upon. Therefore $\alpha$ is an isomorphism of $H$ upon $H^{\prime}$.
(II) Existence. We give two conceptually different proofs for the case of homomorphisms upon cancellation groupoids. Similar proofs
hold for homomorphisms upon semigroups or upon cancellation semigroups.

The first proof requires us to accept the existence of the class $\Phi$ of all homomorphisms of $G$ upon cancellation groupoids. Since $G$ possesses a homomorphism upon a group of order one, $\Phi$ is non-empty. For each $x$ in $G$ we define a "function" $f_{x}$ on $\Phi$ by $f_{x}(\varphi)=x \varphi$, all $\varphi \in \Phi$. Let $H$ be the set of all functions $f_{x}, x \in G$, and define multiplication in $H$ by $\left(f_{x} f_{y}\right)(\varphi)=f_{x}(\varphi) f_{y}(\varphi)$. Then $f_{x} f_{y}=f_{x y}$ for all $x, y \in G$. Clearly $H$ is a cancellation groupoid. The mapping $\theta: x \rightarrow f_{x}$, is a homomorphism of $G$ upon $H$. If $\varphi$ is a homomorphism of $G$ upon a cancellation groupoid $K$ then $\varphi \in \Phi$ and hence $\varphi=\theta \alpha$ where $\alpha: f_{x} \rightarrow x \varphi$, is a homomorphism of $H$ upon $K$.

The second proof uses internal properties of $G$. We define a congruence relation ( $\equiv$ ) on $G$ by means of the following rules:
$\left(\mathrm{E}_{1}\right)$ If $a=b$ in $G$ then $a \equiv b$.
( $\mathrm{E}_{2}$ ) If $a \equiv b$ then $b \equiv a$.
$\left(\mathrm{E}_{3}\right)$ If $a \equiv b$ and $b \equiv c$ then $a \equiv c$.
$\left(\mathrm{C}_{1}\right)$ If $a \equiv b$ and if $c \in G$ then $a c \equiv b c$.
$\left(\mathrm{C}_{2}\right)$ If $a \equiv b$ and if $c \in G$ then $c a \equiv c b$.
$\left(\mathrm{S}_{1}\right)$ If $a c \equiv b c$ then $a \equiv b$.
$\left(\mathrm{S}_{2}\right)$ If $c a \equiv c b$ then $a \equiv b$.
(L) If $a, b \in G$ then $a \equiv b$ only as required by (E), (C), (S).

Here the rules ( E ) are the properties of an equivalence relation; the rules ( E ), (C) are the properties of a congruence relation. The special rules ( S ) and the limiting rule ( L ) specify a particular congruence relation. (In discussing homomorphisms of $G$ upon semigroups we delete $\left(\mathrm{S}_{1}\right),\left(\mathrm{S}_{2}\right)$ and use only ( $\mathrm{S}_{3}$ ): if $a, b, c \in G$ then $(a b) c \equiv a(b c)$; in discussing homomorphisms of $G$ upon cancellation semigroups, we use ( $\mathrm{S}_{i}$ ) for $i=1,2,3$.)

For each $a \in G$ let $[a]$ denote the congruence class of $a$; that is, the set of all $b \in G$ such that $b \equiv a$. The rules ( E ) ensure that $b$ is in [a] if and only if $[b]=[a]$. The rules (C) ensure that the set $H$ of all classes $[a]$ is a groupoid under the product operation $[a][b]=[a b]$, and the rules ( S ) ensure that $H$ is a cancellation groupoid. Moreover, the mapping $\theta: a \theta=[a]$, is a homomorphism of $G$ upon $H$. Now let $\varphi$ be any homomorphism of $G$ upon a cancellation groupoid $G \varphi$. Suppose we have shown (*) if $a \equiv b$ then $a \varphi \equiv b \varphi$. Then the mapping $\alpha$ defined by $[a] \alpha=$ $a \varphi$ is a homomorphism of $H$ upon $G \varphi$ such that $\varphi=\theta \alpha$. To prove (*) we use a course-of-values induction over the height of the "proof scheme", (involving finitely many applications of (E), (C), (S),) which demonstrates
that $a \equiv b$. (See Kleene, Metamathematics). This completes the proof of Theorem 4.1.

Proof of Theorem 4.2. (I) Uniqueness. Let $Q, Q^{\prime}$ have the properties (i), (ii) of Theorem 4.2, $\theta^{\prime}$ being the homomorphism of $G$ into $Q^{\prime}$. Then, by Theorem 4.1, $G \theta$ is isomorphic to $G \theta^{\prime}$. Therefore, without loss of generality, we may assume that $\theta^{\prime}=\theta, G \theta=H$. Then the identity mapping $I_{H}$ of $H$ can be extended to a homomorphism $\beta$ of $Q$ into $Q^{\prime}$ and to a homomorphism $\gamma$ of $Q^{\prime}$ into $Q$. Thus $\beta \gamma$ is an extension of $I_{H}$ to an endomorphism of $Q$. However $H$ generates $Q$, so $\beta \gamma=I_{Q}$. Similarly, $\gamma \beta=I_{Q^{\prime}}$. Consequently, $\beta$ is an isomorphism of $Q$ upon $Q^{\prime}$.
(II) Existence. Consider first the case of homomorphisms of $G$ into quasigroups. There exists a cancellation groupoid $H_{0}$ with the properties of Theorem 4.1, and $H_{0}$ freely generates a quasigroup $Q_{0}$. Let $\theta_{0}$ be the homomorphism of $G$ upon $H_{0}$. If $\varphi$ is a homomorphism of $G$ into a quasigroup $K$ then $G \varphi$ is a cancellation groupoid. Therefore $\varphi=\theta_{0} \alpha$ where $\alpha$ is a homomorphism of $H_{0}$ upon $G \varphi$. Since $\alpha$ is a homomorphism of $H_{0}$ into the quasigroup $K$, then $\alpha$ can be extended (uniquely) to a homomorphism $\beta$ of $Q_{0}$ into $K$. Therefore we may take $Q=Q_{0}, \theta=\theta_{0}$.

For the case of homomorphisms into loops we first establish the existence of a "maximal" homomorphic image $Q_{0} \theta_{1}$ of $Q_{0}$ which is a loop. This is done along the lines of the proof of Theorem 4.1. Then we set $Q=Q_{0} \theta_{1}, \theta=\theta_{0} \theta_{1}$. Similarly for the case of groups. This completes the proof of Theorem 4.2.

There is no analogue of Theorem 4.1 for homomorphisms of groupoids upon quasigroups or of semigroups upon groups. For example, if $G$ is the additive semigroup of positive integers, the quasigroup images of $G$ are the groups of prime order.

## 5. Brandt groupoids. Mixed groups

A Brandt groupoid $G$ is a halfgroupoid (See I.1) subject to the following postulates:
(i) To each $a$ in $G$ there corresponds one and only one ordered pair $e$, $f$ of elements of $G$ such that $e a=f a=a$.
(ii) If $e a=a$ or $a e=a$ for some $a, e$ in $G$, then $e e=e$.
(iii) If $a, b$ are in $G$, then $a b$ is defined in $G$ if and only if $a e=a$, $e b=b$ for some $e$ in $G$.
(iv) If $a, b, c$ are in $G$ and if $a b, b c$ are defined in $G$, then ( $a b$ ) $c$ and $a(b c)$ are defined and $(a b) c=a(b c)$.
(v) If $e a=a, a f=a$ for $a, e, f$ in $G$, there exists $b$ in $G$ such that $a b=e$ and $b a=t$.
(vi) If $e e=e$ and $t t=f$ in $G$, there exists $a$ in $G$ such that $e a=a$, $a t=f$.

Let $P$ be any non-empty set, $H$ be any group, and define products in $P \times H \times P$ as follows:

$$
\begin{equation*}
(p, h, q)\left(q, h^{\prime}, r\right)=\left(p, h h^{\prime}, r\right) \tag{5.1}
\end{equation*}
$$

for all $p, q, r$ in $P, h, h^{\prime}$ in $H$, and $(p, h, q)\left(r, h^{\prime}, s\right)$ is not defined if $q \neq r$. The resulting halfgroupoid is a BRANDT groupoid.

An element satisfying $e e=e$ is called an idempotent. Let $P$ be the set of all idempotents of the Brandt groupoid $G$ and, for a fixed element $e$ of $P$, let $H$ be the subset of $G$ consisting of all $a$ such that $e a=a e=a$. By (vi), $H$ is non-empty. By (iii), (iv), (v), $H$ is a group. For arbitrary $p, q$ in $P$, let $G(p, q)$ be the set of all $a$ in $G$ such that $p a=a q=a$. By (vi), $G(p, q)$ is not empty. For each $p$, select an element $a(p)$ in $G(p, e)$. By (v), there exists an element $b(p)$ in $G(e, p)$ such that $a(p) b(p)=p$, $b(p) a(p)=e$. By (iii), (iv), (v), the mapping $h \rightarrow a(p) h b(q)$ can be shown to be a one-to-one mapping of $H$ upon $G(p, q)$. Furthermore, $a(p) h b(q) \cdot a(q) h^{\prime} b(r)=a(p) h h^{\prime} b(r)$, and no other products are defined. Hence every Brandt groupoid is isomorphic to one of form (5.1).

The literature of Brandt groupoids may be found by beginning with Brandt [36]. See also Jacobson, Theory of Rings; in particular, Chapter 6, §§ 11-14.

Clifford [167] notes that a Brandt groupoid $G$ can be imbedded in a semigroup $S$ with a single additional zero element, 0 , such that $a 0=0 a=00=0$ for all $a$ in $G$ and $a b=0$ in $S$ if $a, b$ are in $G$ and $a b$ is not defined in $G$. The semigroup $S$ belongs to the class of completely simple semigroups to be considered in § 8 below.

A mixed group $M$ is a halfgroupoid $M$ containing a non-empty subset $K$ (the kernel of $M$ ) such that:
(a) If $x, y \in M$, then $x y$ is.defined in $M$ if and only if $x \in K$.
(b) If $k, k^{\prime} \in K$ and $x \in M$, then $\left(k k^{\prime}\right) x=k\left(k^{\prime} x\right)$ in $M$.
(c) If $k \in K$, then $K \subset k K \cap K k$ in $M$.
(d) If $k \in K, x \in M$ and $k x=x$ in $M$, then $k y=y$ in $M$ for every $y$ in $M$.

The original postulates of Loewy [329], although slightly different, are equivalent to (a)-(d).

We shall give three examples of mixed groups. (I) Let $K$ be any group, $E$ be any non-empty set and let 1 be a distinguished element of $E$. Define multiplication in $M=K \times E$ as follows: $(k, 1)\left(k^{\prime}, e^{\prime}\right)=\left(k k^{\prime}, e^{\prime}\right)$ for all $k, k^{\prime} \in K, e^{\prime} \in E$; and $(k, e)\left(k^{\prime}, e^{\prime}\right)$ is not defined if $e \neq 1$. (II) Let $G$ be a group and $K$ be a subgroup of $G$. Let $M$ consist of the elements of $G$ with multiplication defined as follows: $x y=z$ in $M$ if and only if $x \in K$ and $x y=z$ in $G$. (III) Let $G$ be a group, let $H$ be any subgroup of $G$ and let $K$ be the normalizer of $H$ in $G$. That is, $K$ consists of all
$k \in G$ such that $k H=H k$. Let $M$ consist of the elements of $G$ with muliplication defined as follows: $x y=z$ in $M$ if and only if $(H x)(H y)$ $=H z$ in $G$ and $x y=z$ in $G$.

In each of the examples, $M$ is a mixed group with kernel $K$. Example (I) is equivalent to the special case of (II) in which $G$ is the direct product of $K$ and a group $E$. And (III) is also a special case of (II).

Now let $M$ be a mixed group with kernel $K$. Consider $K$ as a closed subhalfgroupoid of $M$ (see I.1). By (a), (b), $K$ is a semigroup; by (c), $K$ is a group. Let 1 be the identity element of $K$. By (d), since $1.1=1$, then $1 x=x$ for every $x$ in $M$. If $k, k^{\prime} \in K$ and $x \in M$ and $k x=k^{\prime} x$, then we see readily that $\left(k^{-1} k^{\prime}\right) x=x$. Hence, by (d) with $y=1, k^{-1} k^{\prime}=1$, so that $k=k^{\prime}$. Again, if $k \in K$ and $x, y \in M$ and $k x=k y$, then $x=k^{-1}(k x)=k^{-1}(k y)=y$. At this stage we see that there must exist at least one non-empty subset $E$ of $M$ (which we may and do assume to contain the identity 1 of $K$ ) such that each $x$ in $M$ has a unique representation $x=k e$ in $M$, where $k \in K, e \in E$. It is now clear that $M$ has a representation of type (I) and therefore a representation of type (II).

We shall leave aside the more difficult problem of determining all representations of type (II) (and hence all of type (III).) For this see BAER [325], [326].

## 6. Polyadic groups. Flocks

Let $n \geqq 2$ be a positive integer, $G$ be a non-empty set and $f=f_{n}$ be an $n$-ary operation completely defined on $G$, so that $(G, f)$ is an algebra in the sense of I.5. The algebra ( $G, f$ ) is called a polyadic group, or, more specifically, an $n$-group, provided the following axioms are satisfied:
(I) If $x_{n+1}$ and any $n-1$ of the symbols $x_{1}, x_{2}, \ldots, x_{n}$ are specified as elements of $G$, the equation

$$
f\left(x_{1}, x_{2}, \ldots, x_{n}\right)=x_{n+1}
$$

has at least one solution in $G$ for the remaining symbol.
(II) $f$ is associative. That is,

$$
\begin{gather*}
f\left(f\left(x_{1}, \ldots, x_{n}\right), x_{n+1}, \ldots, x_{2 n-1}\right)  \tag{6.1}\\
=f\left(x_{1}, \ldots, x_{i}, f\left(x_{i+1}, \ldots, x_{i+n}\right), x_{i+n+1}, \ldots, x_{2 n-1}\right)
\end{gather*}
$$

for $i=1,2, \ldots, n-1$ and for all $x_{1}, \ldots, x_{2 n-1}$ in $G$.
It will be clear later that an $n$-group satisfies (I) in the stronger form with "at least one solution" replaced by "exactly one solution".

An important concept in the theory of polyadic groups is that if a covering group. An (ordinary) group $K=(K, \cdot)$ is said to be a covering group of an $n$-group ( $G, f$ ) provided $K$ has the following properties:
(i) The set $G$ is a generating subset of $K$.
(ii) $f\left(x_{1}, \ldots, x_{n}\right)=x_{1} x_{2} \ldots x_{n}$ in $K$ for all $x_{i}$ in $G$.

First let us assume that the $n$-group $(G, f)$ has a covering group $K$. Let $G_{0}=G^{n-1}$ be the subset of $K$ consisting of all products of $n-1$
elements of $G$. We shall show that $G_{0}$ is a normal subgroup of $K, G$ is a coset of $K$ modulo $G_{0}$, and $K / G_{0}$ is a finite cyclic group whose order divides $n-1$. By (ii) and the fact that the values of $f$ are in $G$, we see that $G_{0} G_{0} \subset G_{0}$. If $x, y$ are in $G$, then, by (I), there exist elements $x_{2}, \ldots, x_{n}$ in $G$ such that $f\left(x, x_{2}, \ldots, x_{n}\right)=y$. Moreover, if $x, x_{2}, \ldots, x_{n}$ are arbitrarily given elements of $G$, the same equation determines a $y$ in $G$. Considered in $K$, the equation is equivalent to $x_{2} \ldots x_{n}=x^{-1} y$. Therefore $G_{0}$ is also the set of all elements $x^{-1} y$ where $x, y$ range over $G$. Since $\left(x^{-1} y\right)^{-1}=y^{-1} x$, we conclude that $G_{0}$ is a subgroup of $K$. If $x$ is in $G$ and $p$ is in $G_{0}$, then $p=y_{2} \ldots y_{n}$ is a product of $n-1$ elements of $G$; thus $x^{-1} p x=\left(x^{-1} y_{2}\right)\left(y_{3} \ldots y_{n} x\right)$ is the product of two elements of $G_{0}$ and hence is in $G_{0}$. That is, $x^{-1} G_{0} x \subset G_{0}$. Similarly, we may show first that $G_{0}$ contains all elements $y x^{-1}$ with $x, y$ in $G$ and thence that $x G_{0} x^{-1} \subset G_{0}$ for every $x$ in $G$. Now it clear from (i) that $k^{-1} G_{0} k=G_{0}$ for every $k$ in $K$. This means (See IV. 1 or any book on group theory) that $G_{0}$ is a normal subgroup of $K$. Consequently we can form the quotient group $K / G_{0}$. In addition, $G=x G_{0}$ for every $x$ in $G$; showing that $G$ is a coset and hence a single element of $K / G_{0}$. Since the elements of $G$ generate $K$, the group $K / G_{0}$ is cyclic. And since $x^{n-1}$ is in $G_{0}$ for each $x$ in $G$, the order of $K / G_{0}$ is a divisor of $n-1$.

The above discussion suggests how to define a class of $n$-groups. We select any group $K$ which possesses a normal subgroup $G_{0}$ such that $K / G_{0}$ is a finite cyclic group of order dividing $n-1$. We choose some element $x$ of $K$ such that the coset $x G_{0}$ generates $K / G_{0}$. Then we use (ii) to define the $n$-ary operation $f$ on the coset $G=x G_{0}$. This makes ( $G, f$ ) into an $n$-group with $K$ as a covering group.

Dörnte [333] was the first to study polyadic groups as abstract algebras. The theory was later developed at great length by Post [26]. Futher references and a broad range of topics will be found in Post [26]. We shall be content to prove Post's Coset Theorem (loc. cit., p. 218). This may be stated as follows:

Theorem 6.1. (Post's Coset Theorem.) Every polyadic group has a covering group.

Outline of proof. We suppose given an $n$-group ( $G, f$ ). If $n=2$, ( $G, f$ ) is an ordinary group and hence is its own covering group. Therefore we shall assume $n>2$.

We work in terms of the free semigroup $S$ on the elements of $G$ as free generators. The elements of $S$ are the ordered sequences

$$
\left(a_{1}, a_{2}, \ldots, a_{i}\right)
$$

of elements $a_{1}, a_{2}, \ldots, a_{i}$ of $G$, every finite length $i$ being permitted. Multiplication is performed by juxtaposition:

$$
\begin{equation*}
\left(a_{1}, a_{2}, \ldots, a\right)\left(b_{1}, b_{2}, \ldots, b_{j}\right)=\left(a_{1}, \ldots, a_{i}, b_{1}, \ldots, b_{j}\right) . \tag{6.2}
\end{equation*}
$$

In particular, $S$ is a cancellation semigroup. Whenever convenient, we adjoin the empty sequence, ( ), of length 0 , as an identity element of $S$.

We must define a congruence relation $\theta$ on $S$ (see $I .5$ for notation) such that:
(i) $S / \theta$ is a group, which we shall call $G^{*}$.
(ii) If $x, y$ are in $G$ and if $(x) \sim(y) \bmod \theta$, then $x=y$ in $G$.
(iii) $\left(f\left(x_{1}, x_{2}, \ldots, x_{n}\right)\right) \sim\left(x_{1}\right)\left(x_{2}\right) \ldots\left(x_{n}\right) \bmod \theta$ for all $x_{i}$ in $G$.

Once $\theta$ has been constructed with properties (i)-(iii), we identify each element $x$ of $G$ with the equivalence class of $(x) \bmod \theta$, and we replace equivalence $\bmod \theta$ by equality. Then the group $G^{*}$ has the properties of a covering group for $(G, f)$.

Proof. In what follows, any Greek letter (other than $\theta$ ) denotes a sequence or, to be more precise, an element of the free semigroup $S$ defined above.

We call such a sequence $\alpha$ compatible (with $f$ ) provided $\alpha$ has length $k(n-1)+1$ for some positive integer $k$. If $\alpha$ is in $S$, there exists $\beta$ in $S$ such that $\alpha \beta$ is compatible; and then $\beta \alpha$ is compatible also. We need to define $f(\alpha)$ for every compatible $\alpha$. We do this inductively as follows: If

$$
\alpha=\left(x_{1}, x_{2}, \ldots, x_{n}\right)
$$

has length $n$, we define

$$
f(\alpha)=f\left(x_{1}, x_{2}, \ldots, x_{n}\right)
$$

If $\alpha$ is compatible, if $f(\alpha)$ has been defined, and if $\beta$ has length $n-1$, we define

$$
\begin{equation*}
f(\alpha \beta)=f((f(\alpha)) \beta) \tag{6.3}
\end{equation*}
$$

This completes the definition.
In addition, we need the following generalized associative law:

$$
\begin{equation*}
f(\lambda \alpha \mu)=f(\lambda(f(\alpha)) \mu) \tag{6.4}
\end{equation*}
$$

provided $\alpha$ and $\lambda \alpha \mu$ are both compatible. (Here we allow one of $\lambda, \mu$ to be empty.) For the case that $\alpha$ and $\lambda \alpha \mu$ have lengths $n$ and $2 n-1$ respectively, (6.4) is equivalent to (6.1). The general case comes from (6.1) by an inductive argument.

We may observe that if $m=k(n-1)+1$ for some positive integer $k$ and if we define $f_{m}$ so that $f_{m}(\alpha)=f(\alpha)$ for every $\alpha$ of length $m$, then ( $G, f_{m}$ ) is an $m$-group (a so-called extension of ( $G, f$ )). We need the following instances of this fact:
(A) If $x$ is in $G, \alpha$ is in $S$ and $(x) \alpha$ is compatible, there exist $y, z$ in $G$ such that $x=f((y) \alpha)=f(\alpha(z))$.
(B) If $x, y$ are in $G$, there exist $\alpha, \beta$ in $S$ such that $(y) \alpha, \beta(y)$ are compatible and $x=f((y) \alpha)=f(\beta(y))$.

Next we must prove the following:
(C) If the sequence $\alpha$ is such that either $f(\alpha(y))=y$ for some $y$ in $G$ or $f((z) \alpha)=z$ for some $z$ in $G$, then

$$
\begin{equation*}
f(\alpha(x))=x=f((x) \alpha) \tag{6.5}
\end{equation*}
$$

for every $x$ in $G$; and

$$
\begin{equation*}
f(\lambda \alpha \mu)=f(\lambda \mu) \tag{6.6}
\end{equation*}
$$

for every two sequences $\lambda, \mu$ such that $\lambda \mu$ is compatible.
We shall prove (C) on the hypothesis that $f(\alpha(y))=y$ for some $y$ in $G$. (Note, by (B), that at least one $\alpha$ satisfying this hypothesis exists for each $y$ in $G$.) By (B), there exists for each $x$ in $G$ a $\varphi$ such that $x=f((y) \varphi)$. Let $\lambda, \mu$ be any sequences such that $\lambda \alpha(x) \mu$ is compatible. Then

$$
\begin{aligned}
f(\lambda \alpha(x) \mu) & =f(\lambda \alpha(f((y) \varphi)) \mu)=f(\lambda(f(\alpha(y)) \varphi \mu) \\
& =f(\lambda(y) \varphi \mu) .
\end{aligned}
$$

Since $f((y) \varphi)=x$, we first assume that $\lambda, \mu$ are empty and deduce that $f(\alpha(x))=x$. Next we assume that $\lambda(x) \mu$ is compatible and deduce that $f(\lambda \alpha(x) \mu)=f(\lambda(x) \mu)$, thus proving (6.6) for the case that $\mu$ is not empty. In particular, for any $z$ in $G, f((z) \alpha \alpha)=f((z) \alpha)$. Hence, since $x=f((z) \alpha)$ for some $z, f((x) \alpha)=x$; which completes the proof of (6.5). And, finally, if $\lambda(x)$ is compatible, $f(\lambda(x) \alpha)=f(\lambda(f((x) \alpha))=f(\lambda(x))$; whence (6.6) holds when $\mu$ is empty. This proves ( C ) on the hypothesis that $f(\alpha(y))=y$ for some $y$; the proof on the other hypothesis is quite similar.

A sequence $\alpha$ which satisfies the hypothesis of (C) is called an identity. Note that the length of an identity is $k(n-1)$ for some positive integer $k$.

Our final proposition is the following:
(D) If $\alpha, \alpha^{\prime}$ are sequences such that

$$
\begin{equation*}
f(\lambda \alpha \mu)=f\left(\lambda \alpha^{\prime} \mu\right) \tag{6.7}
\end{equation*}
$$

holds for some pair of sequences $\lambda, \mu$, then (6.7) holds for every pair of sequences $\lambda, \mu$ such that $\lambda \alpha \mu$ and $\lambda \alpha^{\prime} \mu$ are both compatible.

To see this, suppose (6.7) holds for some pair $\lambda, \mu$. By (B), (C), there exist $\lambda^{\prime}, \mu^{\prime}$ such that $\lambda^{\prime} \lambda, \mu \mu^{\prime}$ are identities. Hence, if $\beta \alpha \gamma, \beta \alpha^{\prime} \gamma$ are compatible, (6.6), (6.7) give

$$
\begin{aligned}
f(\beta \alpha \gamma) & =f\left(\beta \lambda^{\prime} \lambda \alpha \mu \mu^{\prime} \gamma\right)=f\left(\beta \lambda^{\prime}(f(\lambda \alpha \mu)) \mu^{\prime} \gamma\right) \\
& =f\left(\beta \lambda^{\prime}\left(f\left(\lambda \alpha^{\prime} \mu\right)\right) \mu^{\prime} \gamma\right)=f\left(\beta \lambda^{\prime} \lambda \alpha^{\prime} \mu \mu^{\prime} \gamma\right) \\
& =f\left(\beta \alpha^{\prime} \gamma\right) .
\end{aligned}
$$

Now we define the relation $\theta$ as follows:

$$
\begin{equation*}
\alpha \sim \alpha^{\prime} \bmod \theta \tag{6.8}
\end{equation*}
$$

if and only if (6.7) holds for some $\lambda, \mu$. In view of (D), $\theta$ is certainly an equivalence relation. Moreover, if $\alpha \sim \alpha^{\prime}$ and $\beta \sim \beta^{\prime}$, then $f(\lambda \alpha \beta \mu)$
$=f\left(\lambda \alpha^{\prime} \beta \mu\right)=f\left(\lambda \alpha^{\prime} \beta^{\prime} \mu\right)$; whence $\alpha \beta \sim \alpha^{\prime} \beta^{\prime}$. Again, if $\alpha \sim \alpha^{\prime}$ and $\alpha \beta \sim \alpha^{\prime} \beta^{\prime}$, then $f(\lambda \alpha \beta \mu)=f\left(\lambda \alpha^{\prime} \beta^{\prime} \mu\right)=f\left(\lambda \alpha \beta^{\prime} \mu\right)$; so $\beta \sim \beta^{\prime}$. Similarly, if $\beta \sim \beta^{\prime}$ and $\alpha \beta \sim \alpha^{\prime} \beta^{\prime}$, then $\alpha \sim \alpha^{\prime}$. This is enough to show that $\theta$ is a congruence relation on $S$ and that $S / \theta$ is a cancellation semigroup. In addition, by ( C ), the identities form an equivalence class which contains the empty sequence. Moreover, for every $\alpha$, there is a $\beta$ such that $\alpha \beta$ is an identity. Consequently, $S / \theta$ is a group. This proves (i) of the outline.

Next suppose that $(x) \sim(y)$ for some $x, y$ in $G$. Then, if $\alpha$ is an identity, $x=f(\alpha(x))=f(\alpha(y))=y$. This proves (ii).

Finally, let $\alpha$ have length $n$ and set $\alpha^{\prime}=(f(\alpha))$. Then, if $\alpha \beta$ is compatible and $\beta$ non-empty, $f(\alpha \beta)=f((f(\alpha)) \beta)=f\left(\alpha^{\prime} \beta\right)$. Hence $\alpha \sim \alpha^{\prime}$. This proves (iii) and completes the proof of Theorem 6.1.

It is easy to prove that $G^{*}$ is the free covering group. That is: if $K$ is a covering group, there exists a homomorphism of $G^{*}$ upon $K$ which induces the identity mapping on $G$.

Although the Coset Theorem by no means exhausts the subject of polyadic groups, it seems a proper stopping point in a survey of binary systems. For many interesting topics, see the references cited above.

BaER [328] has investigated a connection linking Brandt groupoids and mixed groups with the flocks of Prüfer [332]. We shall briefly describe the latter. A flock (German: Schar; also called an imperfect brigade or an abstract coset) may be defined as a ternary algebra ( $G, f$ ) subject to the identities

$$
\begin{gather*}
f(f(u, v, w), x, y)=f(u, v, f(w, x, y))  \tag{6.9}\\
f(x, y, y)=x=f(y, y, x) . \tag{6.10}
\end{gather*}
$$

For various other systems of axioms and a study of their independence, see Certaine [329]. Certaine (loc. cit.) also applies flocks to affine geometry, as does BaEr in his book Linear Algebra and Projective Geometry.

The theory of flocks is essentially a theory of groups in which the role of the identity element has been minimized. Indeed (Baer [328], Certaine [329]), to each element $e$ of a flock $(G, f)$ there corresponds a group $G(e)$ consisting of the elements of $G$ under the multiplication $x y=f(x, e, y)$. The inverse of $x$ in $G(e)$ is given by $x^{-1}=f(e, x, e)$. Moreover,

$$
\begin{equation*}
f(x, y, z)=x y^{-1} z \tag{6.11}
\end{equation*}
$$

for all $x, y, z$ in $G$. In addition, the groups $G(e)$, as $e$ ranges over $G$, are all isomorphic. Conversely, if $f$ is defined on a multiplicative group by $(6.11)$, then $(G, f)$ is a flock. In this case, $(H, f)$ is a subflock of $(G, f)$ if and only if $H$ is a coset of (some subgroup of) $G$ - whence the alternative name "abstract coset". BAER [328] shows that the automorphism
group of $(G, f)$ is the so-called holomorph of the group $G$; he also investigates allied groups of permutations of $G$.

When is a flock $(G, f)$ a (ternary) polyadic group? Since $f$ can be defined by (6.11) in terms of a group operation, axiom (I) for 3-groups is automatically satisfied. However, (6.11) implies the identity
$f(f(u, v, w), x, y)=f(u, f(x, w, v), y)=f(u, v, f(w, x, y))$,
which differs from the associative law (II) for 3-groups in that $f(x, w, v)$ should be $f(v, w, x)$. Hence: A flock ( $G, f$ ) is a 3-group if and only if it satisfies the commutative law

$$
\begin{equation*}
f(x, y, z)=f(z, y, x) . \tag{6.13}
\end{equation*}
$$

On the other hand, the commutative 3 -groups (in the sense of (6.13)) are precisely those whose covering groups are commutative. A commutative 3-group is a flock if and only if it satisfies the neutral law

$$
\begin{equation*}
f(x, x, x)=x \tag{6.14}
\end{equation*}
$$

Finally we must observe that no collection of identities which are "homogeneous" in the sense of (6.9), (6.12) or (6.13) can characterize a class of ternary algebras all of whose members are flocks or 3-groups. For let $G$ be a set consisting of a distinguished element $e$ and at least one other element. If we define $f(x, y, z)=e$ for all $x, y, z$ in $G$, then $f$ will satisfy every "homogeneous" identity but ( $G, f$ ) will be neither a 3-group nor a flock.

## 7. Multigroups, hypergroups, etc.

Let us understand by a multigroupoid $M$ a system consisting of a non-empty set $M$ together with a binary operation (multiplication) which is a mapping of $M \times M$ not into $M$ but into the set of non-empty subsets of $M$. That is, for each ordered pair $a, b$ of elements of $M$, $a \cdot b$ is a non-empty subset of $M$. By a homomorphism $\theta$ of a multigroupoid $M$ upon a multigroupoid $M^{\prime}$ we mean a single-valued mapping of $M$ upon $M^{\prime}$, extended in the natural way to a mapping of the nonempty subsets of $M$ upon the non-empty subsets of $M^{\prime}$, such that $(a b) \theta=(a \theta)(b \theta)$ for all $a, b$ in $M$. An element $e$ of $M$ is a left identity element of $M$ if $a \in e a$ for every $a$ in $M$; similarly for right identity elements. The associative law has two forms: $\left(A_{1}\right)(a b) c \subset a(b c)$ for all $a, b, c$ in $M$; $\left(A_{2}\right) a(b c) \subset(a b) c$ for all $a, b, c$ in $M$. Similarly, the commutative law has two forms. If $e$ is a left or right or two-sided identity element of $M$ and if $a, b$ are elements of $M$ such that $e \in a b$, then $b$ is a right inverse of $a$ with respect to $e$ and $a$ is a left inverse of $b$ with respect to $e$. A multigroup or hypergroup (the terms seem to be synonomous) is a multigroupoid endowed with one or both associative laws, an identity element and inverses for each element. A cogroup is a multigroup
obeying a stricter set of axioms which are satisfied by (but do not characterize) the set of all right cosets of a group $G$ with respect to a fixed subgroup $H$, the operation being that induced by the operation of $G$.

The rather extensive literature on multigroups and hypergroups (see the bibliography) has not progressed much beyond an analysis of the axioms required to give an elementary theory of homomorphisms or of congruences. It appears to the author that those multigroupoids which arise naturally can best be studied from other points of view. This seems to be born out by the following facts, which we feel impelled to discuss in detail:
(I) Every multigroupoid determines and is determined by a partially ordered groupoid of special type and can be studied entirely in terms of the groupoid.
(II) Many multigroupoids are naturally endowed with a multiplicity function which states how often the element coccurs in the product ab. If the multiplicity function is of interest, the multigroupoid can best be studied in terms of a ring.

In connection with (I), if $M$ is a multigroupoid, let $G$ be the set of all non-empty subsets of $M$, let ( $\leqq$ ) be the relation of inclusion (as subsets of $M$ ) among the elements of $G$ and, for each ordered pair $(x, y)$ of elements of $G$, let $x y$ be the element of $G$ consisting of all elements $c$ in $M$ for which there exist elements $a, b$ in $M$ with $a$ in $x, b$ in $y$ and $c$ in $a b$. We note that multiplication in $G$ is single-valued, so that $G$ is a groupoid. Moreover, for $x, x^{\prime}, y, y^{\prime}$ in $G$, if $x \leqq x^{\prime}, y \leqq y^{\prime}$ then $x y \leqq x^{\prime} y^{\prime}$. Hence $G$ is a partially ordered groupoid. As a partially ordered set, $G$ may be characterized abstractly as a complete atomic lattice; the postulates merely ensure the existence of a set $M$ such that $G$ possesses a one-to-one order-preserving mapping upon the set of all subsets of $M$ (for present purposes, we exclude the null subset of $M$ ). From this point of view, we may call $G$ a lattice-ordered complete atomic groupoid. If such a groupoid $G$ is given, let us suppose for convenience that $G$ is the set of all non-empty subsets of a set $M$. Then we turn $M$ into a multigroupoid by defining the ordered product $a b$ of two elements $a, b$ of $M$ as the element $(a)(b)$ of $G$ considered as a subset of $M$. Hence there is a one-to-one correspondence between multigroupoids $M$ and lattice-ordered complete atomic groupoids $G$. It is easy to see that the associative law $\left(A_{1}\right)$ for $M$ becomes the law $(x y) z \leqq x(y z)$ for $G$; that homomorphisms of $M$ correspond to orderhomomorphisms of $G$; and so on. This completes the discussion of (I). For a similar discussion see Croisot [121]. The fact that single-valued multiplication could be restored to a multigroupoid was earlier noted by Griffiths [127], Kuntzman [140].

In connection with (II) we wish merely to underline a well-known fact. As we shall show, there exist many multigroupoids $M$ with multiplicity,
in the following sense: (i) The subset $a b$ is finite for all $a, b$ in $M$. (ii) To each ordered triple $a, b, c$ of elements of $M$ there corresponds a non-negative integer $n(a, b, c)$ (the multiplicity function) such that $n(a, b, c)$ is positive if and only if $c$ is in $a b$. When (i), (ii) hold we may imbed $M$ in a ring $F$ as follows: Let $F$ be the additive free abelian group with the elements of $M$ as free basis. Define multiplication in $M$ by the distributive laws (of multiplication with respect to addition) together with the definition

$$
\begin{equation*}
a b=\sum_{c} n(a, b, c) c \tag{7.1}
\end{equation*}
$$

for all $a, b, c$ in $M$. (In general, $F$ will not be associative.) Conversely, if $F$ is a ring such that $(F,+)$ is a free abelian group and if $M$ is a free basis of $(F,+)$ such that (7.1) holds for non-negative integers $n(a, b, c)$, not all zero, we make $M$ into a multigroupoid by defining $a b$ to be the subset of $M$ consisting of all $c$ in $M$ for which $n(a, b, c)>0$.

For example, let $R$ be the ring defined as above from a quasigroup $G$. Certain subrings of $R$ give rise quite naturally to multigroupoids with multiplicity functions. The left nucleus, $N_{\lambda}$, of $R$ is the associative subring consisting of all $k$ in $R$ such that $(k x) y=k(x y)$ for $x, y$ in $R$. It is easily seen that if $N_{\lambda}$ is nonzero (as for example, when $G$ is finite or a loop) one basis of $N_{\lambda}$ consists of what might be called right-conjugate class sums. We define a non-empty subset $S$ of $G$ to be right-invariant if $(S a) b=S(a b)$ for all $a, b$ in $G$ and to be a right-conjugate class if no proper subset of $S$ is right-invariant. Then, for each finite right-conjugate class of $S$, the sum of the elements of $S$ is one of the basis elements for $N_{\lambda}$. If $G$ is not a group, the finite right-conjugate classes clearly yield a multigroup with multiplicity. The condition that $(k x) y=k(x y)$ for all $x, y$ in $R$ may be replaced by any one of a variety of such conditions which yield a subring of $R$ with similar properties. In particular we may use the condition that $k x=x k$ and $k(x y)=(k x) y=x(k y)$ for all $x, y$ in $R$; this defines the centre of $R$ and brings in the conjugate classes of $G$. As another example, if $A$ is a finite subgroup of $G$ contained in the left nucleus of $R$, the cosets $A b, b$ in $G$, give rise in a similar fashion to a basis of a subring of $R$ and hence to a multigroupoid with multiplicity. When $G$ is a group, the latter is a so-called cogroup.

We shall not discuss in detail the papers on multigroupoids which are listed in the bibliography. It is interesting to observe, however, that a long series of notes by Krasner on class-field theory at first makes systematic use of multigroups but ends by removing all trace of multigroups from the theory. (Krasner [128]-[133].)

For cogroups see Eaton [125], Utumi [150].
For ultragroups see Vikhrov [151].
For geometry in terms of multigroups see Prenowitz [145]-[148].

## 8. Ideal structure of semigroups

A non-empty subset $A$ of the semigroup $S$ is called a left ideal if $S A \subset A$, a right ideal if $A S \subset A$ and an ideal of $S$ if $S A \subset A, A S \subset A$. If $S$ contains a one-element ideal $(z)$ then $x z=z x=z$ for every $x$ in $S$ and hence $(z)$ is contained in every left, right or two-sided ideal of $S$. Such an element $z$ is called a zero of $S$ and is usually denoted by 0 . A semigroup can have at most one zero. If a semigroup $S$ has no zero we may adjoin a zero, 0 , and make $S^{\prime}=S \cup 0$ into a semigroup by defining $x 0=0 x=00=0$ for every $x$ in $S$. If the semigroup $S$ has an ideal $A$ we may define, following Rees [247], a quotient semigroup $S / A$ as follows: We replace equality ( $=$ ) in $S$ by $(\equiv)$ where $a \equiv b$ if and only if either $a, b \in A$ or $a, b \notin A$ and $a=b$. Then $S / A$ is $S$ with ( $=$ ) replaced by ( $\equiv$ ). Equivalently, we collapse the elements of $A$ into a single element, $A$. Then $S / A$ is a semigroup with $A$ as zero.

The following definitions are stated for semigroups with zero. To obtain the analogue for a semigroup $S$ without zero, first adjoin a zero and then interpret the definition in terms of $S$.

An element $e$ of the semigroup $S$ is called idempotent if $e^{2}=e$ and nilpotent if $e^{n}=0$ for some positive integer $n$. An idempotent $e$ of $S$ is called primitive if $e \neq 0$ and if the only idempotents $f$ of $S$ such that $e f=f e=f$ are $f=e$ and $f=0$. A non-empty subset $T$ of $S$ is called a nil subset if every element of $T$ is nilpotent and is called nilpotent if $T^{n}=0$ for some positive integer $n$; that is, if $t_{1} t_{2} \ldots t_{n}=0$ for all $t_{i}$ in $T$.

A semigroup $S$ is called simple (left simple, right simple) if (i) the only ideals (left ideals, right ideals) of $S$ are $S$ itself and the zero ideal and (ii) $S^{2} \neq 0$. A semigroup $S$ is called completely simple if (a) $S$ is simple; (b) every nonzero idempotent of $S$ is primitive; (c) to each $x$ in $S$ there corresponds at least one pair of nonzero idempotents $e, f$ of $S$ such that $e x=x f=x$.

A left (right, two-sided) ideal $A$ of the semigroup $S$ is called minimal if $A \neq 0$ and if the only left (right, two-sided) ideals of $S$ contained in $A$ are $A$ itself and the zero ideal.

A semigroup $S$ with zero is called a group with zero if the nonzero elements of $S$ form a subgroup.

Lemma 8.1. Let $S$ be a semigroup with zero. Then every nil (nilpotent) left or right ideal of $S$ is contained in a nil (nilpotent) ideal of $S$.

Proof. If $A$ is a left ideal of $S$ then $B=A \cup A S$ is an ideal of $S$. If $A$ is nil and $a \in A, s \in S$ then $s a \in A$; so $(s a)^{n}=0$ for some positive integer $n$ and hence $(a s)^{n+1}=a(s a)^{n} s=a 0 s=0$. Therefore $B$ is nil. For any left ideal $A, B^{n} \subset A^{n} \cap A^{n} S$ for every positive integer $n$. If $A$ is nilpotent, $A^{n}=0$ and hence $B^{n}=0$ for some positive integer $n$. Similarly for right ideals. This completes the proof.

The nil radical $N=N(S)$ is the set of all properly nilpotent elements of $S$. An element $a$ of $S$ is properly nilpotent if $a S$ is a nil subset. Since $a^{2} \in a S, a$ itself is nilpotent. Since every nilpotent subset of $S$ is a nil subset, we see from Lemma 8.1 that $N$ contains every nil or nilpotent left or right or two-sided ideal. Moreover $N$ is itself a nil ideal and hence is the (unique) maximal nil ideal of $S$.

The semigroup $S$ is said to satisfy the minimal condition for left ideals if every non-empty set $\Sigma$ of left ideals of $S$ contains a minimal element, say $M$, in the sense that $M$ is in $\Sigma$ and, if $L$ is in $\Sigma$ and $L \subset M$, then $M=L$. Similarly for right ideals, ideals, etc. The descending chain condition may be regarded as identical with the minimal condition.

Theorem 8.1. (Hopkins-Brauer.) Let $S$ be a semigroup with zero which satisfies the minimal condition for nil ideals. Then the nil radical, $N$, of $S$ is nilpotent.

Proof. The set $\left\{N^{n} ; n=1,2, \ldots\right\}$ consists of nil ideals and hence has a minimal element, say $A$. Since $N^{n+1} \subset N^{n}$ for $n=1,2, \ldots$, then $A=N^{m}=N^{m+1}=\cdots$, for some integer $m$. In particular, $A^{2}=A$. Assume that $A \neq 0$, and consider the set $\Sigma$ of all ideals $B$ of $S$ such that $B \subset A$ and $A B A \neq 0$. Since $A A A=A$ and $A \neq 0$ by assumption, $A \in \Sigma$. Hence $\Sigma$ has a minimal element, say $C$. Since $A C A \neq 0$ then $A c A \neq 0$ for some $c$ in $C$. Then $A(A c A) A=A c A \neq 0$, so $A c A \in \Sigma$. And $A c A \subset C$, whence, by the minimality of $C, C=A c A$. Therefore $c=a c b$ for some $a, b$ in $A$, and hence $c=a^{n} c b^{n}$ for $n=1,2, \ldots$ Since $A$ is a nil ideal, we conclude that $c=0$, contradicting $A c A \neq 0$. Therefore $N^{m}=A=0$ and the proof of Theorem 8.1 is complete.

Morse and Hedlund [229] have indicated the existence of a semigroup $S$ with three generators such that $x^{2}=0$ for every $x$ in $S$ but $S$ is not nilpotent.

If $A$ is an ideal of a semigroup $S$, an element $x$ of $S$ is called $A$-nilpotent if $x^{n} \in A$ for some positive integer $n$. Equivalently either $x$ is in $A$ or $x$ is a nilpotent element of $S / A$. Thus Lemma 8.1 and Theorem 8.1 have obvious generalizations to $A$-nil and $A$-nilpotent ideals. Lemma 8.1 and Theorem 8.1 are a little better than their analogues for (associative) rings. On the other hand, in a ring satisfying the minimal condition for left ideals, every non-nilpotent left ideal contains a nonzero idempotent, whereas a like result is false for semigroups. Indeed, BAER and Levi [160] have constructed a left-simple semigroup which contains no idempotents whatever.

Theorem 8.2. (Suschkewitz-Rees-Clifford.) Let $M$ be a nonzero ideal of the semigroup $S$ with zero. Then the following statements are equivalent:
(i) $M$ is a completely simple semigroup.
(ii) $M$ is simple and contains a primitive idempotent of $S$.
(iii) $M$ contains a minimal left ideal $L$ of $S$ and a minimal right ideal $R$ of $S$ such that $L R=M$ and $R L \neq 0$.
(iv) $M^{2} \neq 0, M$ is a minimal ideal of $S$ and $M$ is both a union of minimal left ideals of $S$ and a union of minimal right ideals of $S$.

Proof. First assume (i). By definition, $M$ contains an idempotent $e$, primitive relative to $M$. If $f$ is an idempotent of $S$ such that $f e=e f=f$, then $f$ is in $M$. Hence (i) implies (ii).

Now assume (ii) and let $e=e^{2} \neq 0$ be a primitive idempotent of $S$ contained in $M$. Set $L=M e, R=e M$. Then $L(R)$ is a left (right) ideal of $S$ contained in $M$ and containing $e^{2}=e \neq 0$. Also $M^{2}$ and $L R=M e M$ are ideals of $M$ contained in $M$ and containing $e=e^{2}=e^{3} \neq 0$, so, by the simplicity of $M, M=M^{2}=L R$. Also $R L$ contains $e$, so $R L \neq 0$. Let $A$ be the set of all $a$ in $M$ such that $M a M=0$. Then $A$ is an ideal of $M$ and $M A M=0 \neq M M M$, so $A=0$. Therefore if $a$ is a nonzero element of $M, M a M$ is a nonzero ideal of $M$, so $M=M a M$. Suppose $a$ is a nonzero element of $R=e M$. Since $e$ is in $e M e=e(M a M) e, e=b a c$ for some (nonzero) $b$ in $e M e, c$ in $M e$. Now set $f=a c b$. Since $b f=b a c b$ $=e b=b$, then $f \neq 0$. Since $f^{2}=a c b f=a c b=t$ and $e f=f e=t$ and $e$ is primitive, $f=e$. Thus $R=e M=a c b M \subset a S \subset R$, so $R=a S$. Therefore $R$ is a minimal right ideal of $S$ and, similarly, $L$ is a minimal left ideal of $S$. Hence (ii) implies (iii).

Next assume (iii). Let $A$ be the set of all elements $a$ of $L$ such that $S a=0$. Then $A$ is a left ideal of $S$ contained in $L$. Since $R L \neq 0$, then $A \neq L$, and since $L$ is minimal, $A=0$. Thus, and similarly,

$$
\begin{equation*}
a \in L, a \neq 0 \Rightarrow S a=L ; \quad b \in R, b \neq 0 \Rightarrow R=b S . \tag{8.1}
\end{equation*}
$$

Now let $c$ be any nonzero element of $M$. Since $M=L R, c=a b$ where $a \in L, \quad b \in R$ and $a \neq 0, \quad b \neq 0$. Thus $S c S=(S a)(b S)=L R=M$. Hence $M$ is a minimal ideal of $S$. Moreover, $c=a b \neq 0$ is contained in $L b$. Any left ideal of $S$ contained in $L b$ must be of form $N b$ where $N$ is a left ideal of $S$ contained in $L$. If $N b$ contains $c \neq 0$, then $N \neq 0$ and hence $N=L, N b=L b$. Therefore $L b$ is a minimal left ideal of $S$ contained in $M$ and containing $c$. Similarly, $a R$ is a minimal left ideal of $S$ contained in $M$ and containing $c$. Hence (iii) implies (iv).

Finally, assume (iv) and let $x$ be any nonzero element of $M$. Since $M$ is a union of minimal left ideals of $S, x \in L$ where $L$ is a minimal left ideal of $S$ contained in $M$. Since $M^{2}$ and $L \cup L S$ are nonzero ideals of $S$ contained in $M$, and since $M$ is minimal, $M=M^{2}=L \cup L S$. Thus $M=M^{2} \subset L^{2} \cup L^{2} S$, so $M=L^{2} \cup L^{2} S$. This implies $L^{2} \neq 0$. Therefore, by the minimality of $L, L^{2}=L$. Hence $L M$ is a nonzero ideal of $S$ contained in $M$, so $L M=M$. Since $M$ is a union of minimal right ideals and since $L M \neq 0$, there exists a minimal right ideal $R$ of $S$ contained in $M$ such that $L R \neq 0$. Then $L R$ is a nonzero ideal of $S$ contained in $M$, so $L R=M$. Since $M L$ contains $L^{2}=L$ and is contained
in $L$, then $L(R L)=M L=L$. Hence $R L \neq 0$ and also $(R L)^{2}=R L$. Now (iii) holds, so we may apply (8.1). Let $A$ be the set of nonzero elements of $R L$. Since $A \subset R \cap L$, (8.1) implies $L=S a, R=a S$ for every a in $A$. Then $M=L R=S a^{2} S$, so $a^{2} \neq 0$. Hence $a^{2} \in A$ and $A \subset a S \cap S a$ for every $a$ in $A$. Therefore, by Theorem 3.3, there exists a unique nonzero idempotent $e$ and a subgroup $G$ of $S$, consisting of all elements of $e S e$ which have inverses relative to $e$, such that $A \subset G$. If the element $a$ of $A$ has inverse $a^{-1}$ in $G$, then $L=S a$ contains $a^{-1} a=e$. Hence, and similarly,

$$
\begin{equation*}
L=S e, \quad R=e S, \quad M=L R=S e S \tag{8.2}
\end{equation*}
$$

Clearly $L \cap R=e S e$. Since $S L$ contains $e \neq 0, S L=L$ and therefore $R L=e S L=e L=e S e$. Thus $R L=0 \cup A \subset 0 \cup G \subset e S e=R L$, so

$$
\begin{equation*}
R L=L \cap R=e S e \text { is a group with zero. } \tag{8.3}
\end{equation*}
$$

If $f$ is an idempotent of $S$ such that $e f=f e=f$, then $f$ is in $e S e$. Hence either $f=e$ or $f=0$. Thus

$$
\begin{equation*}
e \text { is primitive. } \tag{8.4}
\end{equation*}
$$

We now recall that $L$ was a minimal left ideal of $S$ containing the preassigned nonzero element $x$ of $M$. Since $L=S e$, we have $x e=x$ for a nonzero idempotent $e$ of $M$. Similarly, by starting with a minimal right ideal containing $x$, we deduce the existence of a nonzero idempotent $e^{\prime}$ in $M$ such that $e x^{\prime}=x$. Then, also, $M x M$ contains $e^{\prime} x e=x \neq 0$, so $M=M x M$. Consequently, $M$ is simple. Finally, let $g$ be a nonzero idempotent contained in $M$. Then $g$ is contained in $L, R$ and $L R$ where $L, R$ are suitable minimal left and right ideals, respectively, of $S$ contained in $M$. Since $L R \neq 0$, we have (8.2), (8.3), (8.4) for a suitable idempotent $e$. Since $g$ is in $L \cap R=e S e$ and since $g \neq 0$, then $g=e$. Thus (iv) implies (i), and the proof of Theorem 8.2 is complete.

Rich [251] contributed to the proof of Theorem 8.2 and also showed the independence of the postulates $L R \neq 0, R L \neq 0$ by exhibiting (a) a semigroup $S$ of order four in which $L R \neq 0$ for one pair $L, R$ but $R L=0$ for all pairs $L, R$ and (b) a semigroup $S$ of order five in which $R L \neq 0$ for one pair $L, R$ but $L R=0$ for all pairs $L, R$ - where in each case, $L, R$ denote minimal left and right ideals, respectively, of $S$.

The case $M=S$ of Theorem 8.2 (when the proof is considered) determines the structure of completely simple semigroups except for the following point:

Lemma 8.2. (Rees.) If e, f are nonzero idempotents of the simple semigroup $S$ (with zero) then $e=a b$ for $a$ in $e S t, b$ in $f S e$. The mapping $x \rightarrow b x a$ induces an isomorphism of $e S e$ into $f S f$.

Corollary. If $S$ is completely simple, $f=b a$ and the subsemigroups $e S e, t S f$ are isomorphic groups with zero.

Proof. Since $S$ is simple and $f \neq 0$, then $S=S f S$ (Compare the proof that (ii) of Theorem 8.2 implies (iii).) Hence $e$ is in $e S e=(e S f)(f S e)$, so $e=a b$ for $a$ in $e S f, b$ in $f S e$. Thus $b S a \subset f S f$. If $x, y$ are in $e S e$ then $(b x a)(b y a)=b x e y a=b(x y) a$ and $a(b x a) b=e x e=x$. Hence the mapping $x \rightarrow b x a$ induces an isomorphism of $e S e$ into $f S f$. In particular, $b e a=b a$ is a nonzero idempotent of $f S f$. Hence, if $f$ is primitive, $b a=f$ and the mapping is upon. Then, by (8.3), $e S e, f S f$ are isomorphic groups with zero. This completes the proof.

Rees has explicitly constructed all completely simple semigroups, essentially as follows: Let $A, B$ be non-empty sets and $G$ a group with zero. Let $[b, a]$ be a function from $B \times A$ to $G$ such that each $b \in B$ and each $a \in A$ occurs in at least one pair $b, a$ with $[b, a] \neq 0$. Turn $A \times G \times B$ into a semigroup $S$ by the definition $(a, x, b)\left(a^{\prime}, x^{\prime}, b^{\prime}\right)=\left(a, x\left[b, a^{\prime}\right] x^{\prime}, b^{\prime}\right)$. The set $K$ of all elements ( $a, 0, b$ ) of $S$ is the unique minimal ideal of $S$, and $S / K$ is a completely simple semigroup. Moreover, each completely simple semigroup has such a representation. - If we replace $G$ by a group, $S$ itself is the model of a completely simple semigroup without zero. Thus, obviously, any group can be imbedded in a completely simple semigroup (with or without zero).

It is an easy consequence of Theorem 8.2 that a simple semigroup is completely simple if and only if it satisfies the minimum conditions for both right and left ideals. The example of BaER and Levi shows that neither of these minimum conditions implies the other. The following theorem indicates a complex situation:

Theorem 8.3. Any semigroup $S$ can be imbedded in a simple semigroup (with or without zero) possessing an identity element.

Proof. If $S$ has no identity element we first adjoin one, thus imbedding $S$ in a semigroup $S^{\prime}$. Hence assume that $S$ has identity element 1. We now construct a semigroup $T$ (without zero) generated by $S$ and two additional elements $a, b$, subject only to the relations $a b=1, a s=a, s b=b$ for every $s$ in $S$. Then every element of $T$ has form $b^{m} s a^{n}$ for non-negative integers $m, n$, provided $b^{0}$ and $a^{0}$ are deleted when they occur. The construction may be given concretely as follows:

Let $N$ be the set of all non-negative rational integers. Turn $N \times S \times N$ into a groupoid $T$ according to the definition

$$
\begin{equation*}
(m, s, n)\left(m^{\prime}, s^{\prime}, n^{\prime}\right)=\left(m+\left[m^{\prime}-n\right], f\left(n-m^{\prime} ; s, s^{\prime}\right), n^{\prime}+\left[n-m^{\prime}\right]\right) \tag{8.6}
\end{equation*}
$$

where, for every rational integer $x$,

$$
\begin{gather*}
{[x]=x \text { if } x \geqq 0 ; \quad[x]=0 \text { if } x<0}  \tag{8.7}\\
f\left(x ; s, s^{\prime}\right)=s, s s^{\prime} \text { or } s^{\prime} \text { according as } x>0, x=0, x<0 . \tag{8.8}
\end{gather*}
$$

We first verify the identities

$$
\begin{gather*}
{[x]+[y-[-x]]=[x+[y]]}  \tag{8.9}\\
f\left(x+[y] ; f\left(y ; s, s^{\prime}\right), s^{\prime \prime}\right)=f\left(y-[-x] ; s, f\left(x ; s^{\prime}, s^{\prime \prime}\right)\right) \tag{8.10}
\end{gather*}
$$

and then prove easily that $T$ is associative. From (8.6), for each $n$ in $N$, the mapping $s \rightarrow(n, s, n)$ is an isomorphism of $S$ into $T$. Moreover, $(0,1,0)$ is the identity of $T$. Finally, if $p=(m, s, n), q=\left(m^{\prime}, s^{\prime}, n^{\prime}\right)$ are arbitrary elements of $T$, then $q=\left(m^{\prime}, s^{\prime}, m+1\right) p\left(n+1,1, n^{\prime}\right)$. Hence $T$ is simple. This completes the proof of Theorem 8.3. - The semigroup $T$ (for a suitable choice of $S$ ) must occur as a subsemigroup of every simple semigroup containing a nonzero, nonprimitive idempotent. The construction can be generalized (a) by iteration and (b) by replacing $N$ by the non-negative elements of any simply ordered abelian group. $T$ will still be simple if $S$ has no idempotents but is simple; then $T$ will have no idempotents either.

If the semigroup $S$ with zero satisfies the minimal conditions for left and right ideals it is easily deduced from Theorems 8.1, 8.2 that $S$ has an ascending chain of ideals $S_{i}$ such that $S_{0}=0$ and, for $i=0,1,2, \ldots, S_{2 i+1} / S_{2 i}$ is the (nilpotent) nil radical of $S / S_{2 i}$ and $S_{2 i+2} / S_{2 i+1}$ is the union of the completely simple ideals of $S / S_{2 i+1}$. To make the chain finite we may impose a maximal condition on ideals. - Nothing in the literature suggests a structure theory comparable to that for rings.

Green [197] attacks the structure problem in terms of principal left, right and two-sided ideals. If $x$ is an element of the semigroup $S,(x)_{L}$ denotes the smallest left ideal of $S$ containing $x$. A left ideal $L$ of $S$ is called principal if and only if $L=(x)_{L}$ for some $x$ in $S$. Similarly for principal right ideals $(x)_{R}$ and principal ideals $(x)_{F}$. If $S$ has an identity element, $1, S \cup 1=S$; if $S$ has no identity element, $S$ can be imbedded in a semigroup $S \cup 1$ with a single additional identity element 1 . In either case,
$(x)_{L}=(S \cup 1) x, \quad(x)_{R}=x(S \cup 1), \quad(x)_{F}=(S \cup 1) x(S \cup 1)$
for each $x$ in $S$.
We set up in $S$ the following equivalence relation $f$.

$$
\begin{equation*}
x \sim y(f) \leftrightarrow(x)_{F}=(y)_{F} . \tag{8.12}
\end{equation*}
$$

If $F$ is an $f$-equivalence class of $S$, the ideal $I=(x)_{F}$ is (by definition) the same for each $x$ in $F$. We call $I$ the principal ideal of $F$. Let $K=I-F$ be the complement of $F$ in $I$; (i. e., $K$ consists of the elements of $I$ which are not in $F$.) If $S$ has a zero and if $F \neq 0$, then $K$ is certainly non-empty; but $K$ is empty if $F=0$. If $S$ has no zero then $K$ may also be empty. Assume $K$ not empty. Then, for $k$ in $K,(k)_{F}$ is a proper subset of $I$ and $k S \cup S k \subset(k)_{F}$. Hence $K$ is an ideal of $S$ contained in $I$, and $I / K$ is an ideal of $S / K$. We call $K$ the complementary ideal of $I$ and $I / K$ the principal factor of $S$ corresponding to the $f$-class $F$ (or to any element $x$ of $S$.). Even when $K$ is empty we preserve the terminology, interpreting $I / K$ and $S / K$ as $I$ and $S$ respectively.

Lemma 8.3. (Green.) Let $F$ be an f-class of the semigroup $S$, with principal ideal I, complementary ideal $K$. Then (except when $F$ is the zero
ideal of $S$ ) the principal factor $I / K$ is a minimal ideal of $S / K$ and either $F^{2} \subset I^{2} \subset K$ or $I / K$ is simple. In the latter case, $F \subset F x F$ for each $x$ in $F$.

Corollary. If $F$ is a subsemigroup of $S$ and $I / K$ is simple, then $F$ is a simple subsemigroup (without zero) of $S$.

Proof. Let $A$ be an ideal of $S$ such that $I \supset A \supset K$ and $A \neq K$. Then $A$ contains an element $x$ of $I-K=F$, so $I=(x)_{F} \subset A$ and hence $A=I$. Since every ideal of $S / K$ has the form $A / K$ where $A$ is an ideal of $S$ containing $K$, we see that $I / K$ is a minimal ideal of $S / K$. First let us assume that $K$ is non-empty, so that $K$ is the zero of $S / K$. Then, as shown previously, either $(I / K)^{2}=0$ or $(I / K)^{2}=(I / K)$; and, in the latter case, $I / K$ is simple. Now $I / K$ is essentially a semigroup $F \cup K$, where we set $x y=K$ if $x, y$ are in $F$ and $x y \in K$ in $S$, and regard $K$ as the zero of $F \cup K$. Hence $(I / K)^{2}=0$ means $F^{2} \subset K$ (in $S$ ); and $(I / K)^{2}=I / K$ means that $F \subset F^{2}$ (in $S$ ). In the latter case, the semigroup $F \cup K$ is a simple semigroup with zero $K$, and hence, for each $x \operatorname{in} F, F \cup K=F x F \cup K$. Thus $F \subset F x F$ in $S$. In this case, if $F$ is a subsemigroup, $F x F \subset F$ and hence $F=F x F$, so that $F$ is simple. On the other hand, if $K$ is empty and $F$ is not the zero ideal of $S$, then $S$ has no zero. Then the same arguments show that $F=I$ is a minimal and hence a simple ideal of $S$. This completes the proof of Lemma 8.3 and Corollary.

We are now ready to prove three theorems on semigroups without zero. With slight modifications, each holds for semigroups without nonzero nilpotent elements, but Rees' construction for completely simple semigroups readily affords counterexamples in case there are nonzero nilpotent elements. An idempotent semigroup is one whose elements are all idempotents.

Theorem 8.4. (Croisot-Andersen.) $A$ necessary and sufficient condition that a semigroup $S$ without zero should be a union of simple subsemigroups without zero is that $x \in S x^{2} S$ for each $x$ in $S$. If the condition holds, the f-equivalence class $F_{x}$ of $x$ is a simple subsemigroup of $S$ for each $x$ in $S$ and the mapping $x \rightarrow F_{x}$ is a homomorphism of $S$ upon a commutative idempotent semigroup.

Proof. Necessity. If the element $x$ is contained in a simple subsemigroup $T$ without zero, then $x^{2} \in T$ and hence $x \in T=T x^{2} T \subset S x^{2} S$.

Sutficiency. Let $x \in S x^{2} S$ for each $x$ in $S$. Then $x \in S x S$, and hence

$$
\begin{equation*}
(x)_{F}=S x S . \tag{8.13}
\end{equation*}
$$

Since $x^{2} \in(x)_{F}$ in all cases, and $x \in\left(x^{2}\right)_{F}$ by hypothesis, we have $(x)_{F}=\left(x^{2}\right)_{F}$. Then, if $y \in S,(x y)_{F}=(x y x y)_{F} \subset(y x)_{F}$ and hence, by symmetry, $(x y)_{F}=(y x)_{F}$. Thus

$$
\begin{equation*}
x \sim x^{2}(f), \quad x y \sim y x(f) . \tag{8.14}
\end{equation*}
$$

If $s \in S,(x s y)_{F}=(s y x)_{F} \subset(y x)_{F}=(x y)_{F}$. Hence $(x)_{F}(y)_{F}=S x S^{2} y S \subset(x y)_{F}$ $=(x y x y)_{F}=S x y \cdot x y S \subseteq S x S \cdot S y S=(x)_{F}(y)_{F}$, or

$$
\begin{equation*}
(x)_{F}(y)_{F}=(x y)_{F} . \tag{8.15}
\end{equation*}
$$

By (8.15), if $x \sim x^{\prime}(f)$ and $y \sim y^{\prime}(f)$ then $(x y)_{F}=(x)_{F}(y)_{F}=\left(x^{\prime}\right)_{F}\left(y^{\prime}\right)_{F}$ $=\left(x^{\prime} y^{\prime}\right)_{F}$. Hence $x y \sim x^{\prime} y^{\prime}(f)$. That is

$$
\begin{equation*}
f \text { is a congruence relation. } \tag{8.16}
\end{equation*}
$$

By (8.16), if $F_{x}$ is the congruence class of $x$, the mapping $x \rightarrow F_{x}$ is a homomorphism of $S$ upon a semigroup $S^{\prime}$. By (8.14), $S^{\prime}$ is commutative and every element of $S^{\prime}$ is idempotent. Again, by (8.15), if $y, z \in F_{x}$ then $y z \sim x^{2}(f)$, whence, by (8.14), $y z \sim x(f)$. That is, $F_{x}$ is a subsemigroup of $S$. Now the Corollary to Lemma 8.3 shows that $F_{x}$ is simple. This completes the proof of Theorem 8.4 and Corollary.

Theorem 8.4 has been proved by McLean [223] for the case that $S$ is idempotent; in this case the condition $x \in S x^{2} S$ is automatically satisfied.

Theorem 8.5. (Clifford.) Let $S$ be a semigroup without zero. Then the following statements are equivalent:
(i) $S$ is a union of completely simple subsemigroups without zero.
(ii) $S$ is a union of subgroups.
(iii) $x$ is in $S x^{2} \cap x^{2} S$ for every $x$ in $S$.

If (iii) holds, each f-equivalence class of $S$ is a completely simple subsemigroup of $S$.

Proof. Assume (i). Then each element of $S$ is contained in at least one completely simple subsemigroup without zero. By Rees's construction, the latter can be represented as $(A, G, B)$ where $G$ is a group and $(a, x, b)\left(a^{\prime}, x^{\prime}, b^{\prime}\right)=\left(a, x\left[b, a^{\prime}\right] x^{\prime}, b^{\prime}\right)$. Thus for fixed $a, b$, the mapping $(a, x, b) \rightarrow x[b, a]$ is an isomorphism of $(a, G, b)$ upon the group $G$. Hence each element of $S$ is contained in a subgroup of $S$. Thus (i) implies (ii).

Assume (ii). Then the element $x$ of $S$ is contained in a subgroup $G$ of $S$, so $x^{2}$ is in $G$ and $x \in G x^{2} \cap x^{2} G \subset S x^{2} \cap x^{2} S$. Thus (ii) implies (iii).

Assume (iii). By Theorem 3.3, where $A$ is taken to consist of a single element $x$, the element $x$ uniquiely determines an idempotent $e$ of $S$ such that the maximal subgroup, $G(e)$, of $S$ with $e$ as identity element, contains $x$. Specifically, $e$ is the unique element of $x S$ such that $x=x e$. Now let $e$ be an idempotent of $S$ and suppose that $e=a b$ for $a, b$ in $e S e$. Since $a=a e$ and $e \in a S$ we conclude that $a \in G(e)$. If $a^{-1}$ is the inverse of $a$ in $G(e)$, then $a^{-1}=a^{-1} e=a^{-1} a b=e b=b$. Hence (iii) ensures that $G(e)$ consists of all elements of $e S e$ which have one-sided inverses (left or right) with respect to $e$. Since $S$ is a union of subgroups and since groups are simple semigroups, by Theorem 8.4 each $f$-class $F$ is a simple subsemigroup. Moreover, $F$ contains idempotents. If the idempotent $e$ is in $F$, and if $x$ is an element of $F e$, then $e \in e F x F e$, so $e=a x b$ where $a x \in e S e, e b \in e S e$. Since $e=(a x)(e b)$, then $e=(e b)(a x) \in F x$. Hence $F e$ is a minimal left ideal of $F$. Similarly, $e F$ is a minimal right ideal of $F$ and hence, by Theorem $8.2, F$ is completely simple. Thus (iii) implies (i).
in view of Theorems $8.4,8.5$, we give a simplified form to the next theorem.

Theorem 8.6. (Croisot-Clifford.) Let $S$ be a semigroup without zero. Necessary and sufficient conditions that each f-equivalence class of $S$ be a group are. (i) $x \in S x^{2} \cap x^{2} S$ for each $x$ of $S$ and (ii) the idempotents of $S$ commute.

Proof. Sufficiency. If (i) holds, each $f$-class $F$ of $S$ is a completely simple subsemigroup, by Theorem 8.5. If (ii) holds for the idempotents of $F$, we verify from Rees' construction that $F$ is a group.

Necessity. Let each $F_{x}$ be a group. Then (i) holds, by Theorem 8.5, and the mapping $x \rightarrow F_{x}$ is a homomorphism of $S$ upon a commutative idempotent semigroup, by Theorem 8.4. If $e, f$ are idempotents of $S$ then $e f, f e$, efe, fef must lie in the same group $F=F_{h}$, where $h$ is the identity element of $F$. If $a$ is the inverse of $e f$ in $F$ then ef $a=a e f=h$. Hence $e h=h f=h$. Similarly, by using $f e$, we see that $h e=t h=h$. Then, since $h=e f a$ and $h=e f h=(e f)^{2} a$, we conclude that $e f=(e f)^{2}$. Since $h$ is the only idempotent of $F, e f=h$. Similarly, $f e=h$, whence (ii) holds and the proof of Theorem 8.6 is complete.

Further theorems allied to the last three will be found in Clifford [172]. The essential character of the principal factors is shown by the following theorem, which implies a Jordan-Hölder theorem for "principal" series:

Theorem 8.7. (Green.) Let $A, B$ be ideals of the semigroup $S$ such that $A \subset B, A \neq B$ and no ideal $T$ of $S$ satisfies $A \subset T \subset B, T \neq A, B$. Then, for each $x$ of $B-A$, the identity mapping of $S$ induces an isomorphism of $B / A$ upon the principal factor of $S$ corresponding to $x$.

Proof. Let $F$ be the $f$-equivalence class of $x$ and set $I=(x)_{F}$, $K=I-F$. Then $I \cup A=B$ and $I \cap A \subset K$. If $K \neq I \cap A$ then $K \cup A \neq A$ so $K \cup A=B$ and $I=I \cap B=(I \cap K) \cup(I \cap A)=K$, a contradiction. Hence $I \cap A=K$. Thus the identity mapping of $S$ induces an isomorphism of $B / A=(I \cup A) / A$ upon $I /(I \cap A)=I / K$. This completes the proof.

Green calls a semigroup (nonzero semigroup with zero) semisimple if the principal factor corresponding to every (nonzero) element is simple. An element $a$ of $S$ is regular if $a x a=a$ for some $x$ in $S$; equivalently, $(a)_{L}=(e)_{L}$ (or $\left.(a)_{R}=(f)_{R}\right)$ for an idempotent $e$ (or $f$ ) of $S$. A semigroup is regular if every element is regular. He notes that every simple semigroup is semisimple, that every regular semigroup is semisimple, and proves that every semisimple semigroup which satisfies the descending chain conditions for principal right and principal left ideals is regular. He notes (as do many others) that if an element $x$ of a semigroup generates a finite subsemigroup then some power of $x$ is idempotent and, a fortiori, $x$ is regular; hence a semigroup with minimum condition for
one-generator subsemigroups is regular. He also proves that in a semigroup $S$ satisfying the descending chain condition for principal ideals, some power $x^{n}, n=n(x)$, of every non-nilpotent element has a simple $f$-class.

Some of these results depend on the equivalences $l, r, l \cap r$ and $d$ on $S$, defined as follows:

$$
\begin{gather*}
x \sim y(l) \leftrightarrow(x)_{L}=(y)_{L} ; x \sim y(r) \leftrightarrow(x)_{R}=(y)_{R} ;  \tag{8.17}\\
x \sim y(l \cap r) \leftrightarrow x \sim y(l) \text { and } x \sim y(r) ;  \tag{8.18}\\
x \sim y(d) \leftrightarrow x \sim z(l) \text { and } z \sim y(r) \text { for some } z \text { in } S . \tag{8.19}
\end{gather*}
$$

The equivalences $l, r$ are permutable - that is, the right side of (8.19) implies that $x \sim w(r)$ and $w \sim y(l)$ for some $w$ in $S$ - and consequently $d$ is an equivalence as asserted. Indeed, if $x=p z, z=q x=y r, y=z s$ for $p, q, r, s$ in $S \cup 1$, then $x=w r, w=x s=p y, y=q w$. Since also $x=p y r, y=q x s$, we see that $d \subset f$ in the sense that $x \sim y(d)$ implies $x \sim y(f)$. Green shows that $d \neq f$ in the free semigroup on six symbols and he examines the interrelations of $r, l, d, f$ in the presence of various minimum conditions. He also gives the following form of Theorem 4.3, Corollary 2: if $x \sim x^{2}(l \cap r)$, the $l \cap r$-class of $x$ is a group.

Let $S$ be a semigroup with identity 1. If $P, Q$ are the $r$-class and $l$-class respectively of 1 in $S$, then the $d$-class of 1 is $Q P$ Moreover: (1) $P$ has an identity; (2) if $x z=y z$ for $x, y, z$ in $P$, then $x=y$. Clifford [171] calls $S d$-simple if and only if $S=Q P$. Necessary and sufficient conditions that $S$ be $d$-simple and that every two idempotents of $S$ commute are that $P$ satisfy (1), (2) and also: (3) the intersection of any two principal left ideals of $P$ is a principal left ideal of $P$. When (3) holds, $P$ possesses an antiisomorphism $p \rightarrow p^{-1}$ upon $Q$. Clifford gives an invariant construction leading from any semigroup $P$, subject to (1), (2), (3), to a "quotient" $d$-simple semigroup $P^{-1} \circ P$ with identity 1, in which $P$ is the $r$-class of 1 .

If $S$ is any semigroup with identity, consider the simple semigroup $T=(N, S, N)$ constructed in (8.6), (8.7), (8.8). It may be verified that $T$ is $d$-simple precisely when $S$ is and that the idempotents of $T$ commute precisely when those of $S$ do. The first of these facts, taken with Lemma 8.2, suggests that a $d$-simple semigroup with identity can be peeled like an onion.

The reader should perhaps be reminded at this point that we have purposely omitted certain aspects of ideal theory: analytic or topological theory, arithmetic theory and also the analogue of the Noether theory of representation of an ideal as an intersection of primary ideals.

## 9. Multiplication semigroups

With each element $x$ of a groupoid $G$ are associated single-valued mappings of $G$ into $G$, the left-multiplication $L(x)$ and the right multiplica-
tion $R(x)$, defined by

$$
\begin{equation*}
y L(x)=x y, \quad y R(x)=y x \tag{9.1}
\end{equation*}
$$

for all $y$ in $G$. Each of the identical relations

$$
L(x) L(y)=L(y x), \quad L(x) R(y)=R(y) L(x), \quad R(x) R(y)=R(x y)
$$ is, in itself, necessary and sufficient that $G$ be a semigroup.

The set of all $R(x), x$ in $G$, generates (under multiplication of mappings) a semigroup $\mathfrak{S}_{\rho}=\mathfrak{S}_{e}(G)$, called the right multiplication semigroup of $G$. Similarly, the set of all $L(x), x$ in $G$, generates the left multiplication semigroup $\mathfrak{S}_{\lambda}=\mathfrak{S}_{\lambda}(G)$; and the set of all $L(x), R(x)$, $x$ in $G$, generates the multiplication semigroup $\mathfrak{S}=\mathbb{S}(G)$.

An element $x$ of $G$ is called right nonsingular (left nonsingular) if $R(x)$ (if $L(x)$ ) is one-to-one upon $G$. And $x$ is called nonsingular if $x$ is both right and left nonsingular. A necessary and sufficient condition that $G$ be a quasigroup is that every element of $G$ be nonsingular. If $G$ is a quasigroup, the $R(x)$ and their inverses $R(x)^{-1}$ generate the right multiplication group $\mathfrak{M}_{e}=\mathfrak{M}_{e}(G)$ of $G$. The left multiplication group $\mathfrak{M}_{\lambda}=\mathfrak{M}_{\lambda}(G)$ and the multiplication group $\mathfrak{M}=\mathfrak{M}(G)$ are similarly defined.
T. Evans [83] pointed out that, if $G$ is a free loop, $\mathfrak{M}_{e}$ and $\mathfrak{M}_{\lambda}$ are free groups. The converse is false.

In an early paper Suškevič [110] studied quasigroups whose right multiplications $R(x)$ form a group. Such a quasigroup is isomorphic to a quasigroup $(G, o)$ obtained from a group $(G, \cdot)$ by the definition $x o y=\left[\left(x \theta^{-1}\right) y\right] \theta$ where $\theta$ is an arbitrary but fixed permutation of $G$. If both the right multiplications and the left multiplications of a quasigroup form groups, the quasigroup is a group. More recently Gardaschnjompr [196] has studied groupoids whose right multiplications form a semigroup.


## III. Isotopy

## 1. Isotopy of groupoids

Let $(G, \cdot)$ and $(H, o)$ be two groupoids. An ordered triple $(\alpha, \beta, \gamma)$ of one-to-one mappings $\alpha, \beta, \gamma$ of $G$ upon $H$ is called an isotopism of $(G, \cdot)$ upon $(H, o)$, and $(G, \cdot)$ is said to be isotopic to or an isotope of $(H, o)$, provided

$$
\begin{equation*}
(x \alpha) o(y \beta)=(x \cdot y) \gamma \tag{1.1}
\end{equation*}
$$

for all $x, y$ in $G$. Isotopy of groupoids is clearly an equivalence relation. Moreover, given the groupoid ( $G, \cdot \cdot$ ) and one-to-one mappings $\alpha, \beta, \gamma$ of $G$ upon a set $H$, (1.1) defines a groupoid ( $H, o$ ) isotopic to ( $G, \cdot)$. The element $y$ is right nonsingular (Chapter II, § 9) in ( $G, \cdot \cdot$ ) if and only if $y \beta$ is right nonsingular in $(H, o)$; and similarly for left nonsingularity. In particular, every isotope of a quasigroup is a quasigroup.

The concept of isotopy seems very old. In the study of latin squares (which were known to BACHET and certainly predate Euler's problem of the 36 officers) the concept is so natural as to creep in unnoticed; and latin squares are simply the multiplication tables of finite quasigroups. It was consciously applied by SChönhart [108], BaER [348], and independently by Albert [54]. Albert earlier had borrowed the concept from topology for application to linear algebras; in the latter theory it has virtually been forgotten except for applications to the theory of projective planes.

An isotopism ( $\alpha, \beta, I_{G}$ ) of ( $G, \cdot$ ) upon ( $G, *$ ) is called a principal isotopism, and $(G, *)$ is called a principal isotope of $(G, \cdot)$. Principal isotopy is also an equivalence relation. Given (1.1), define ( $G, *$ ) by $\left(x \gamma \alpha^{-1}\right) \cdot\left(y \gamma \beta^{-1}\right)=x * y$. Then $(G, *)$ is a principal isotope of $(G, \cdot)$ and, by (1.1) with $x, y$ replaced by $x \gamma \alpha^{-1}, y \gamma \beta^{-1}$ respectively, $(x \gamma) o(y \gamma)=(x * y) \gamma$. Thus every isotope of a groupoid is isomorphic to a principal isotope of the groupoid.

Let $a$ be a left nonsingular and $b$ be a right nonsingular element of $(G, \cdot)$. Then the principal isotope $(G, o)$ of $(G, \cdot)$, defined in either of the following ways (for notation see II.9, I.2) :

$$
\begin{equation*}
x \circ y=x R(b)^{-1} \cdot y L(a)^{-1}, \quad x \circ y=(x / b) \cdot(a \backslash y), \tag{1.2}
\end{equation*}
$$

has identity element $a \cdot b$. Conversely, if ( $G, o$ ) is a principal isotope defined by $x o y=(x \alpha) \cdot(y \beta)$ and if $(G, o)$ has identity element $e$, set $a=e \alpha, b=e \beta$. Since $x=x o e=(x \alpha) \cdot b$ for all $x$ in $G, b$ is right nonsingular in $(G, \cdot)$ and $\alpha=R(b)^{-\mathbf{1}}$; similarly, $a$ is left nonsingular in
$(G, \cdot)$ and $\beta=L(a)^{-1}$. Hence necessary and sufficient conditions that a groupoid possess an isotope with an identity element are that the groupoid have a right nonsingular element and a left nonsingular element. In particular, every quasigroup is isotopic to a loop.

## 2. Invariants of principal isotopy

We list without formal proof some invariants of principal isotopy:
(i) If $(G, o)$ is an isotope with identity of the semigroup $(G, \cdot)$, then $(G, o)$ is isomorphic to $(G, \cdot)$. (Assuming (1.2), the mapping $L(a) R(b)$ : $x \rightarrow a \cdot x \cdot b$, is an isomorphism of ( $G, \cdot$ ) upon ( $G, o$ ).)
(ii) Every isotope of a quasigroup is a quasigroup. (Previously noted.)
(iii) If the loop ( $G, o$ ) is isotopic to the loop ( $G, \cdot)$, the left, right and two-sided multiplication groups of ( $G, o$ ) are respectively isomorphic. (They are respectively identical for principal isotopes; as a containing relation in one direction, (1.2) gives $R_{0}(y)=R(b)^{-1} R(a \backslash y), \quad L_{0}(x)$ $\left.=L(a)^{-1} L(x / b).\right)$

The above are in Albert [54]. The following definitions, with "associator" instead of "nucleus", are in Bruck [70]: If ( $G, \cdot \cdot$ ) is a loop, the left nucleus, $N_{\lambda}$, of ( $\left.G, \cdot\right)$ is the set of all $a$ in $G$ such that $(a \cdot x) \cdot y$ $=a \cdot(x \cdot y)$ for all $x, y$ of $G$. The middle nucleus, $N_{\mu}$, of $(G, \cdot)$ is similarly defined in terms of $(x \cdot a) \cdot y=x \cdot(a \cdot y)$; and the right nucleus, $N_{e}$, in terms of $(x \cdot y) \cdot a=x \cdot(y \cdot a)$. The nucleus, $N$, is defined by $N=N_{\lambda} \cap N_{\mu} \cap N_{e}$. The centre, $Z$, of $(G, \cdot)$, is the set of all $a$ in $N$ such that $a \cdot x=x \cdot a$ for all $x$ in $G$. The four nuclei are subgroups of ( $G, \cdot)$ and the centre is an abelian subgroup.
(iv) If the loop $(G, o)$ is isotopic to the loop $(G, \cdot)$, the left, middle and right nuclei of $(G, \cdot)$ are respectively isomorphic to those of $(G, o)$ and the centre of ( $G, \cdot$ ) is isomorphic to that of ( $G, o$ ). (Assuming (1.2), the first three isomorphisms are induced respectively by $R(a) R(b), L(a) R(b)$, $L(b) L(a)$; they coincide on the centre of $(G, \cdot)$.)
(v) If the loop ( $G, o$ ) is isotopic to the loop ( $G, \cdot)$ and if $\theta$ is a homomorphism of $(G, \cdot)$ upon a loop ( $H, \cdot)$, then $\theta$ induces a homomorphism of $(G, o)$ upon a loop ( $H, o$ ). (Assuming (1.2), define ( $H, o$ ) by $(x \theta) o(y \theta)$ $\left.=(x \theta) R(b \theta)^{-1} \cdot(y \theta) L(a \theta)^{-1}.\right)$

An unsolved problem is this: Find necessary and sufficient conditions upon the loop $G$ in order that every loop isotopic to $G$ be isomorphic to $G$. Associativity is sufficient, by (i), but is not necessary, since the multiplicative loop of any alternative division ring has the property.

In another direction, certain properties ( P ) are known such that isotopic loops with property $(\mathrm{P})$ are isomorphic; although, in some cases, not every loop-isotope of a loop with property $(P)$ has property $(P)$. Associativity (by (i)) and the property of the preceding paragraph are examples. As another:
(vi) Isotopic free loops are isomorphic. (Evans [83]; this follows from (v) and (i), which show that the ranks must be equal.)

A loop is called Moufang if it satisfies the identity $(x y)(z x)=(x(y z)) x$.
(vii) Isotopic commutative Moufang loops are isomorphic. (This can be deduced from Chapter VII, § 5.)

A loop is called totally symmetric if it is commutative and satisfies the identity $x(x y)=y$. (Such loops are essentially Steiner triple systems.)
(viii) Isotopic totally symmetric loops are isomorphic. (BRUCK [67].) The last two items are illuminated by the following:
(ix) A necessary and sufficient condition that every loop isotopic to the loop $G$ be commutative is that $G$ be an abelian group. (BAER [348], Albert [54].)
(x) Every loop isotopic to a Moufang loop is Moufang. (Implicit in Bol [66]; proved in Bruck [67], [70]; see also Chapter VII.)

## 3. Non-invariants of principal isotopy

Certain non-invariants of principal isotopy may be illustrated in terms of the following loops $(G, \cdot),(G, o)$, where $G$ consists of the first six natural numbers:

\[

\]

In terms of the multiplications of $(G, \cdot), x o y=x R(3)^{-1} \cdot y L(6)^{-1}$ for all $x, y$ of $G$. Hence $(G, \cdot),(G, o)$ are principal isotopes of each other.
(i) Commutativity. ( $G, o$ ) is commutative; $(G, \cdot)$ is not.
(ii) Number of generators. $(G, \cdot)$ can be generated by any one of $3,4,5,6$. No single element generates $(G, o)$, but any two of $3,4,5,6,1$ will generate $(G, o)$.
(iii) Automorphism group. The automorphism group of ( $G, \cdot$ ) has order 4 and is generated by the permutation (3456). That of $(G, o)$ has order 20 and is generated by (34561) and (3465).
(iv) Freeness. (Evans [83].) Let ( $F, \cdot$ ) be a free loop of rank 1 , with free generator $a$. Set $b=a \cdot(a \cdot a)$ and define $(F, o)$ by xoy $=x R(a)^{-1} \cdot y L(b)^{-1}$. Since $(G, \cdot)$ is generated by 3 , there is a unique homomorphism $\theta$ of $(F, \cdot)$ upon $(G, \cdot)$ such that $a \theta=3$. Since $b \theta=6$, $\theta$ induces a homomorphism of ( $F, o$ ) upon $(G, o)$. If ( $F, o$ ) were free it would be isomorphic to $(F, \cdot)$. But then $(G, o)$ could be generated by a single element, a contradiction. Hence ( $F, o$ ) is not free. Now let ( $K, \cdot$ )
be any free loop of positive rank. Without loss of generality we may assume that $(F, \cdot)$ is a subloop of $(K, \cdot)$. Then the isotope $(K, o)$ of $(K, \cdot)$ defined by $x$ o $y=x R(a)^{-1} \cdot y L(b)^{-1}$ has the non-free loop $(F, o)$ as a subloop and therefore is not free. Thus every free loop of positive rank possesses a non-free loop-isotope. Since no loop is a free quasigroup and every quasigroup is isotopic to a loop, a like result holds for quasigroups.

Other examples, which we omit, show the following, in contrast to (iv) of § 2:
(v) There exist isotopic loops $(G, \cdot),(G, o)$ such that the nucleus of one is not isomorphic to that of the other.
(vi) There exist a loop ( $G, \cdot$ ), a principal loop-isotope ( $G$, of and a homomorphism $\theta$ of ( $G, \cdot$ ) upon a loop such that the kernel of $\theta$ in $(G, \cdot)$ is not isotopic to the kernel of the homomorphism induced by $\theta$ in $(G, o)$.

Since the contrary to (vi) is stated in Albert [54], we should point out that (vi) may be deduced from the proof of Theorem 8 H (ii), p. 311 of Bruck [70]. For example, one kernel can be a noncommutative group and the other a commutative Moufang loop.

There seems to be no example of (v) in the literature. However, the following remarks are easily verified: There exists one and (to within an isomorphism) only one loop $G$ of order six whose centre has order one and whose nucleus has order two. Among the isotopes of $G$ there are four non-isomorphic loops with a nucleus of order one.

## 4. Isotopy and geometry

It may be verified that the concept of isotopy introduced in I. 4 with respect to the quasigroups and loops defined by a 3-net is identical with the present concept. Hence a property holding for a complete class of isotopic loops can be expressed as a geometric property of a 3-net and conversely. We shall mention some of the best known examples. For more details see Blaschke und Bol, Geometrie der Gewebe and G. Pickert, Projektive Ebenen.

Let $G$ be a loop and $N$ be the 3 -net defined by $G$. The requirement that $G$ (and hence all its loop-isotopes) be associative corresponds in $N$ to the closure of a "parallelogram" known as the Reidemeister figure. The requirement that $G$ and all its loop-isotopes be commutative (or, equivalently, that $G$ be an abelian group) corresponds in $N$ to the closure of a "double-triangle" known as the Thomsen triangle. The requirement that every loop ( $H, o$ ) isotopic to $G$ should satisfy the identity $(x \circ x) o x=x o(x \circ x)$ is equivalent in $N$ to the closure of a certain "hexagon"; the corresponding nets are called hexagonal (in German: Sechseckgcwebe). A net $N$ is hexagonal if and only if each of its loops is power-associative in the sense that every element of the loop generates an abelian subgroup. The requirement that $G$ and all its loop-isotopes have the inverse property or, equivalently, that $G$ and all
its loop-isotopes be di-associative or, equivalently, that $G$ be Moufang (for definitions of these terms, see VII) corresponds in $N$ to the closure of three Moufang figures. In each case one gets a pretty diagram by representing the three line-classes of the net as the parallels to three sides of a plane triangle, using the geometric definition of the loop operation which is indicated in I. 4 and imposing the algebraic condition in question.

In the theory of projective planes it is of interest to know under what circumstances all coordinate rings of a projective plane are isomorphic. As a closely allied question: Under what circumstances are all the loops of a 3-net isomorphic? The latter is equivalent to a question previously raised: What loops have the property that all their loopisotopes are isomorphic?

Since Pickert's book is so recent, we have largely excluded geometric literature from the bibliography. A few related papers are: Moufang [91], Bol [66], Baer [348], Bates [63], Paige [96], Hughes [352]. Many others will be found in Pickert.

## IV. Homomorphism Theory of Loops

## 1. Normal subloops

The kernel, $H$, of a homomorphism $\theta$ of a loop $G$ upon a loop $K$ with identity element 1 , is the set of all $h$ in $G$ such that $h \theta=1$. If $x, y$ are in $G$, there exist unique elements $a, b$ of $G$ such that $y=x a=b x$. Then $y \theta=(x \theta)(a \theta)=(b \theta)(x \theta)$, so the equations $y \theta=x \theta, a \theta=1, b \theta=1$ are equivalent. The case $x \theta=1$ shows that $H$ is a subloop of $G$. Moreover $x H=H x$ for all $x$ in $G$. If $x, y, z$ are in $G$, there exist unique elements $p, q, r, s$ of $G$ such that $z=(p x) y=q(x y)=x(y r)=(x y) s$; and $z \theta=[(p \theta)(x \theta)](y \theta)=(q \theta)[(x \theta)(y \theta)]=(x \theta)[(y \theta)(r \theta)]$ $=[(x \theta)(y \theta)](s \theta)$. Therefore the equations $z \theta=(x \theta)(y \theta), p \theta=1$, $q \theta=1, r \theta=1, s \theta=1$, are equivalent. That is, $(H x) y=H(x y)$ $=x(H y)=(x y) H$ for all $x, y$ of $G$, and we have

$$
\begin{equation*}
x H=H x, \quad(H x) y=H(x y), \quad y(x H)=(y x) H \tag{1.1}
\end{equation*}
$$

for all $x, y$ of $G$. A subloop $H$ of $G$ which satisfies (1.1) is called a normal subloop of $G$. From (1.1), $(x H) y=(H x) y=H(x y)=(x y) H=x(y H)$ $=x(H y)$, so (1.1) implies

$$
\begin{equation*}
x(H y)=(x H) y \tag{1.2}
\end{equation*}
$$

for all $x, y$ of $G$. If $c$ is a centre element of $G$, then $c x=x c,(c x) y=c(x y)$, $y(x c)=(y x) c$ for all $x, y$ of $G$. This gives:

Lemma 1.1. Any subgroup of the centre of a loop $G$ is a normal subloop of $G$.

Now let $H$ be any normal subloop of a loop $G$ with identity element 1 . Since $1 \in H, x \in H x$ for every $x$. If $y \in H x$, then $y=h x$ for some $h$ in $H$ and hence $H y=H(h x)=(H h) x=H x$. That is:

$$
\begin{equation*}
y \in H x \leftrightarrow H y=H x . \tag{1.3}
\end{equation*}
$$

Consequently, the right cosets $H x$ of $G$ modulo $H$ partition $G$. By (1.2), (1.1), for all $x, y$ in $G,(H x)(H y)=[(H x) H] y=[H(H x)] y=[(H H) x] y$ $=(H x) y=H(x y)$, or

$$
\begin{equation*}
(H x)(H y)=H(x y) . \tag{1.4}
\end{equation*}
$$

By (1.3), the mapping $\varphi$ of $G$, defined by $x \varphi=H x$, is a single-valued mapping of $G$ upon the set $G / H$ of right cosets which maps each right coset into itself. By (1.4), $\varphi$ is a homomorphism of $G$ upon a groupoid $G / H$. The identity element of $G / H$ is the coset $H$. If $H(x y)=H(x z)$, then $x(H y)=x(y H)=(x y) H=H(x y)=H(x z)=x(H z)$ and hence $H y=H z$. If $H(y x)=H(z x)$ then $(H y) x=H(y x)=H(z x)=(H z) x$ and hence $H y=H z$. Therefore $G / H$ is a cancellation groupoid. The equations $(H a)(H x)=H b, \quad(H y)(H a)=H b$ have the (necessarily unique) solutions $H x, H y$ defined by $a x=b, y a=b$. Therefore $G / H$ is a loop, called the quotient loop of $G$ modulo $H$. If $H$ is the kernel of a homomorphism $\theta$ of $G$ upon a loop $G \theta$, the mapping $\psi$ of $G / H$, defined by $(H x) \psi=x \theta$, is an isomorphism (induced by $\theta$ ) of $G / H$ upon $G \theta$. To sum up:

Theorem 1.1. If $H$ is a normal subloop of the loop $G$, then $H$ defines a natural homomorphism $x \rightarrow H x$ of $G$ upon the quotient loop $G / H$. If $H$ is the kernel of a homomorphism $\theta$ of $G$ upon a loop $G \theta$, then $\theta$ induces a natural isomorphism $H x \rightarrow x \theta$ of $G / H$ upon $G \theta$.

Denote by $\mathfrak{N}=\mathfrak{N}(G)$ the multiplication group of the loop $G$. The inner mapping group $\mathfrak{I}=\mathfrak{J}(G)$ of $G$ is the subgroup of $M$ generated by the mappings $R(x, y), L(x, y), T(x)$, for all $x, y$ of $G$, where

$$
\begin{gather*}
R(x, y)=R(x) R(y) R(x y)^{-1}, \quad L(x, y)=L(x) L(y) L(y x)^{-1}  \tag{1.5}\\
T(x)=R(x) L(x)^{-1} .
\end{gather*}
$$

In view of (1.1) we see that a subloop $H$ of $G$ is normal in $G$ if and only if $H \mathfrak{J}=H$. As an immediate consequence:

Theorem 1.2. The intersection of any non-empty set of normal subloops of the loop $G$ is a normal subloop of $G$.

The inner mapping group has the following characterization:
Lemma 1.2. The inner mapping group $\mathfrak{J}$ of the loop $G$ is the set of all $\alpha$ in the multiplication group $\mathfrak{M}=\mathfrak{M}(G)$ such that $1 \alpha=1$.

Proof. Since each generator $\beta$ of $\mathfrak{J}$ satisfies $1 \beta=1$, then $1 \mathfrak{J}=1$. Let $\Omega$ be the set of all $\alpha$ in $\mathbb{M}$ such that $\alpha \in \mathscr{O} R(1 \alpha)$. Since $\mathfrak{J} R(x)=\mathfrak{J} T(x) L(x)=\mathfrak{J} L(x), \alpha$ is in $\Omega$ if and only if $\alpha \in \mathscr{J} L(1 \alpha)$. If $\alpha$ is in $\Omega$, write $1 \alpha=t$. Then $\alpha=\theta R(t)$ for $\theta$ in $\mathfrak{J}$. Let $x$ be
any element of $G$. Since $1 \alpha R(x)=t x$ and $\alpha R(x)=\theta R(t, x) R(t x) \in \mathscr{J} R(t x)$, then $\alpha R(x) \in \Omega$. Since $1 \alpha R(x)^{-1}=s$, where $s x=t$, and since $\alpha R(x)^{-1}=\theta R(t) R(x)^{-1} R(s)^{-1} R(s)=\theta R(s, x)^{-1} R(s) \in \Im R(s)$, then $\alpha R(x)^{-1} \in \Omega$. Since $1 \alpha L(x)=x t$ and $\alpha L(x)=\theta R(t) L(x)=\theta T(t) L(t, x) L(x t) \in \Im L(x t)$ then $\alpha L(x) \in \Omega$. Since $1 \alpha L(x)^{-1}=u$ where $t=x u$, and since $\alpha L(x)^{-1}=\theta R(t) L(x)^{-1}=\theta T(t) L(t) L(x)^{-1} L(u)^{-1} L(u)=\theta T(t) L(u, x)^{-1} L(u) \in$ $\in \mathfrak{I} L(u)$, then $\alpha L(x)^{-1} \in \mathfrak{R}$. Therefore $\mathfrak{R} \mathfrak{M} \subset \mathfrak{R}$ and hence $\mathfrak{R}=\mathfrak{M}$. Consequently $1 \alpha=1$, for $\alpha$ in $\mathfrak{M}$, if and only if $\alpha \in \mathfrak{J} R(1 \alpha)=\mathfrak{J}$.

Lemma 1.3. Let $\theta$ be a homomorphism, with kernel $H$, of the loop $G$ upon the loop $G \theta$. Then $\theta$ induces a homomorphism $\varphi$ of $\mathfrak{M}(G)$ upon $\mathfrak{M}(G \theta)$ such that $\alpha \theta=\theta(\alpha \varphi)$ for all $\alpha$ in $\mathfrak{M}(G)$. In particular, if $H^{*}$ is the set of all $\alpha$ in $\mathfrak{M}=\mathfrak{M}(G)$ such that $H(x \alpha)=H x$ for every $x$ in $G$, then $\mathfrak{M}(G / H)$ is isomorphic to $\mathfrak{M}(G) / H *$ and $\mathfrak{J}(G / H)$ is isomorphic to $\mathfrak{J}(G) /(H * \cap \mathfrak{J}(G))$.

Proof. If $x y=z$ in $G$ then $(x \theta)(y \theta)=z \theta$ in $G \theta$. Hence $R(y) \theta$ $=\theta R(y \theta), R(y)^{-1} \theta=\theta R(y \theta)^{-1}, L(x) \theta=\theta L(x \theta), L(x)^{-1} \theta=\theta L(x \theta)^{-1}$. Therefore, if $\alpha=P\left(x_{1}\right) P\left(x_{2}\right) \ldots P\left(x_{r}\right)$, where $P\left(x_{i}\right)$ is one of $R\left(x_{i}\right)^{ \pm 1}$, $L\left(x_{i}\right)^{ \pm 1}$ for each $i, \alpha, \theta=\theta P\left(x_{1} \theta\right) P\left(x_{2} \theta\right) \ldots P\left(x_{r} \theta\right)$. If, further, $\alpha=I_{G}$, then $y \theta=y \alpha \theta=y \theta P\left(x_{1} \theta\right) \ldots P\left(x_{r} \theta\right)$ for each $y$ in $G$ and hence $P\left(x_{1} \theta\right) \ldots P\left(x_{r} \theta\right)=I_{G \theta}$. Therefore there is a well-defined homomorphism $\varphi$ of $\mathfrak{M}=\mathfrak{M}(G)$ upon $\mathfrak{M}(G \theta)$ such that $R(x) \varphi=R(x \theta), L(x) \varphi=L(x \theta)$ for all $x$ in $G$ and $\alpha \theta=\theta(\alpha \varphi)$ for all $\alpha$ in $\mathfrak{M}(G)$. The kernel of $\varphi$ is the set of all $\alpha$ in $\mathfrak{M}$ such that $\alpha \theta=\theta$; that is, $(x \alpha) \theta=x \theta$ for every $x$ in $G$. In case $\theta$ is the natural homomorphism of $G$ upon $G / H$, the kernel of $\varphi$ is the $H^{*}$ of Lemma 1.3, and the kernel of the homomorphism induced by $\varphi$ on $\mathfrak{J}=\mathfrak{J}(G)$ is $\mathfrak{J} \cap H^{*}$. In view of Theorem 1.1, this completes the proof of Lemma 1.3.

Albert [54] sets up a correspondence between the normal subloops of a loop $G$ and certain normal subgroups of $\mathfrak{M}=\mathfrak{N}(G)$. On the one hand, to a normal subloop $H$ of $G$ he makes correspond the normal subgroup $H^{*}$ of $\mathfrak{M}$, defined in Lemma 1.3. On the other hand, if $\mathfrak{R}$ is any normal subgroup of $\mathfrak{M}$, the sets $x \mathfrak{R}, x \in G$, partition $G$ and $(x \mathfrak{R})(y \mathfrak{R})$ $=(x \mathfrak{R}) R(y \mathfrak{R})=[x R(y \mathfrak{R})] \mathfrak{R}=(x \cdot y \mathfrak{R}) \mathfrak{R}=y \mathfrak{R} L(x) \mathfrak{R}=y L(x) \mathfrak{R} \mathfrak{R}$ $=(x y) \mathfrak{R}$. Hence the mapping $\theta$ defined by $x \theta=x \mathfrak{R}$ is a homomorphism of $G$ upon a groupoid, say $G / \mathfrak{R}$. If $(x y) \mathfrak{R}=(x z) \mathfrak{R}$, then $x(y \mathfrak{R})=y \mathfrak{R} L(x)$ $=y L(x) \mathfrak{R}=(x y) \mathfrak{R}=(x z) \mathfrak{R}=x(z \mathfrak{R})$, so $y \mathfrak{R}=z \mathfrak{R}$. Similarly, if $(y x) \mathfrak{R}=(z x) \mathfrak{R}$ then $y \mathfrak{R}=x \mathfrak{R}$. Hence $G / \mathfrak{R}$ is a loop and the kernel, $1 \mathfrak{N}$, of $\theta$, is a normal subloop of $G$. Thus every normal subgroup $\mathfrak{N}$ of $\mathfrak{N}$ determines a normal subloop 122 of $G$. If $122=H$ then $H x=12 R(x)$ $=1 R(x) \mathfrak{R}=x \mathfrak{R}$ and $H(x \mathfrak{R})=H(H x)=H x$ for every $x$ in $G$, so $\mathfrak{2} \subset H^{*}$. Therefore we may define a closure operation $\left(^{*}\right)$ on the normal subgroups of $\mathfrak{N}$, by the definition $\mathfrak{V}^{*}=(1 \mathfrak{2})^{*}$. Albert develops normality theory for $G$ entirely in terms of $\mathfrak{N}$. He makes one slip, in dealing with isotopy, which is sufficiently indicated by III. 3 (vi).

The rest of this section, and the next two, combine BaER [57], Bruck [70].

A non-empty subset $S$ of a loop $G$ is called self-conjugate in $G$ if $S \mathfrak{J}<S$ (and hence $S \mathfrak{J}=S$ ) where $\mathfrak{J}=\mathfrak{J}(G)$ is the inner mapping group. Each element $x$ of $G$ determines a self-conjugate subset $x \mathfrak{J}$, called the conjugate class of $x$ in $G$.

Lemma 1.4. If $H$ is a subloop of the loop $G$, let $K$ be the set of all $k$ in $H$ such that $k \mathfrak{J} \subset H$. Then $K$ is the largest normal subloop of $G$ contained in $H$.

Corollary. Every self-conjugate subset of $G$ generates a normal subloop of $G$.

Proof. Since $1 \in K$ and $(K \mathfrak{J}) \mathfrak{J} \subset H, K$ is a self-conjugate subset of $G$. Let $k \in K, \alpha \in \mathfrak{J}$. Then $R(k) \alpha \in \mathfrak{J} R(k \alpha)$, so $(K k) \alpha=K R(k) \alpha \subset K \Im R(k \alpha) \subset$ $H \cdot k \alpha=H$. Therefore $K K \subset K$. If $1 R(k)^{-1} \alpha=s$ then $R(k)^{-1} \alpha=\beta R(s)$ for $\beta \in \mathfrak{I}$. Hence $\alpha=R(k) \beta R(s)$ and $1=1 \alpha=(k \beta) \cdot s \in H s$, so $s \in H$. Therefore $\quad\left[K R(k)^{-1}\right] \alpha=K \beta \cdot s<H$. Hence $K R(k)^{-1} \subset K$. Similarly $K L(k)^{-1} \subset K$, so $K$ is a subloop of $G$. Since $K \mathfrak{O} \subset K, K$ is also normal. If $N$ is a normal subloop of $G$ contained in $H, N \Im \subset N \subset H$, so $N \subset K$. If $H$ is generated by a self-conjugate subset $S$ of $G$, then $S \mathfrak{I} \subset S \subset H$, so $S \subset K$ and hence $K=H$. This completes the proof of Lemma 1.4 and Corollary.

Theorem 1.3. If $H$ is a subloop generated by a non-empty set of normal subloops of the loop $G$ then $H$ is a normal subloop of $G$, called the union of the given normal subloops.

Proof. The set-union of the given normal subloops is self-conjugate and generates $H$.

Lemma 1.5. The set of all self-conjugate subsets of a loop $G$ is a commutative semigroup under the product operation $A B$.

Proof. Let $A, B, C$ be self-conjugate subsets of $G$. If $a \in A, b \in B$, then $a b=b[a T(b)] \in b A$. Hence $A B \subset B A \subset A B, A B=B A$. If also $c \in C$, then $(a b) c=[a R(b, c)](b c) \in A(b c)$. Hence $(A B) C \subset A(B C)$. Similarly, $A(B C) \subset(A B) C$, so $(A B) C=A(B C)$. Finally, $(A B) \mathfrak{J}$ $=A R(B) \mathfrak{J} \subset A \mathfrak{J} R(B \mathfrak{J}) \subset A B$.

If $\theta$ is a homomorphism of the loop $G$ upon the loop $G^{\prime}$ and if $S$ is a non-empty subset of $G^{\prime}$, the inverse image, $S \theta^{-1}$, of $S$ is the set of all $x$ in $G$ such that $x \theta \in S$. In particular, $1 \theta^{-1}$ is the kernel of $\theta$.

Lemma 1.6. Let $\theta$ be a homomorphism, rith kernel $K$, of a loop $G$ upon a loop $G^{\prime}$. Then:
(i) If $S$ is a non-empty subset of $G,(S \theta) \theta^{-1}=S K=K S$.
(ii) If $H^{\prime}$ is a (normal) subloop of $G^{\prime}, H^{\prime} \theta^{-1}$ is a (normal) subloop of $G$.
(iii) If $H$ is a (normal) subloop of $G, H \theta$ is a (normal) subloop of $G^{\prime}$ and $H K=K H$ is a (normal) subloop of $G$.

Proof. (i) $x \theta=s \theta$ if and only if $x \in s K=K s$.
(ii) Write $H=H^{\prime} \theta^{-1}$. If $x y=z$ in $G$ and two of $x, y, z$ are in $H$ then $(x \theta)(y \theta)=z \theta$ in $G^{\prime}$ and two, hence all, of $x \theta, y \theta, z \theta$ are in $H^{\prime}$. Thus all of $x, y, z$ are in $H$. Since $1 \in 1 \theta^{-1} \subset H^{\prime} \theta^{-1}=H, H$ is a subloop of $G$. If $H^{\prime}$ is normal in $G^{\prime}, H \mathfrak{J}(G) \theta=H^{\prime} \mathfrak{J}\left(G^{\prime}\right) \subset H^{\prime}$, so $H \mathfrak{J}(G) \subset H, H$ is normal in $G$.
(iii) Write $H^{\prime}=H \theta$. If $x^{\prime} y^{\prime}=z^{\prime}$ in $G^{\prime}$ and two of $x^{\prime}, y^{\prime}, z^{\prime}$ are in $H^{\prime}$ we pick the corresponding two of $x, y, z$ in $H$ to satisfy the appropriate equations from (*) $x \theta=x^{\prime}, y \theta=y^{\prime}, z \theta=z^{\prime}$, and define the third by $x y=z$. Then all three of $\left(^{*}\right)$ hold. Since $H^{\prime}$ contains $1 \theta=1, H^{\prime}$ is a subloop of $G^{\prime}$. If $H$ is normal in $G$, then $H^{\prime} \mathfrak{J}\left(G^{\prime}\right)=(H \Im(G)) \theta \subset H \theta=H^{\prime}$, so $H^{\prime}$ is normal in $G^{\prime}$. Moreover, $H^{\prime} \theta^{-1}=(H \theta) \theta^{-1}=H K=K H$, by (i), and the concluding statement follows by (ii).

Theorem 1.4. The set of all normal subloops of the loop $G$ is a commutative semigroup under the product operation $A B$.

Proof. By Lemmas 1.5, 1.6 (iii).
Theorem 1.5. Let $H, K$ be subloops of the loop $G$ such that $K$ is normal in the subloop $\{H, K\}$ generated by $H$ and $K$. Then:
(i) $\{H, K\}=H K=K H$.
(ii) $H \cap K$ is a normal subloop of $H$.
(iii) The identity mapping of $H$ induces an isomorphism of $H K / K$ upon $H /(H \cap K)$.

Proof. Let $\theta$ be a homomorphism with kernel $K$ of $\{H, K\}$ upon a loop. Then $(H \theta) \theta^{-\mathbf{1}}=H K=K H$ is a subloop of $\{H, K\}$ containing $H$ and $K$, so $\{H, K\}=H K$. Moreover, $(H K) \theta=H \theta$, so the identity mapping induces the isomorphism $h K \rightarrow h \theta, h \in H$, of $(H K) / K$ upon $H \theta$. Also $\theta$ induces a homomorphism, with kernel $H \cap K$, of $H$ upon $H \theta$, and the identity mapping induces the isomorphism $h(H \cap K) \rightarrow h \theta$ of $H /(H \cap K)$ upon $H \theta$. Hence the mapping $h K \rightarrow h(H \cap K)$ is an isomorphism of $H K / K$ upon $H / H \cap K$.

The inner mapping group $\mathfrak{J}(G)$ of a loop $G$ has some of the functions of the inner automorphism group of a group - and reduces to the latter when $G$ is a group. This suggests the definition: an inner automorphism of a loop $G$ is an automorphism contained in $\mathfrak{J}(G)$. The question remains open as to when $\mathfrak{J}(G)$ consists entirely of automorphisms. A necessary condition is that $G$ be power-associative; i.e., that each element generate an abelian subgroup. For this and other results see Bruck and Paige [76]; also Chapter VII below. Marshall Osborn (Ph. D. thesis, University of Chicago, 1957; not yet published) has given one of the results of Bruck and Paige (loc. cit.) its definitive form by proving the following: If $G$ is a commutative and di-associative loop and if $\mathfrak{J}(G)$ consists of automorphisms, then $G$ is Moufang.

## 2. Loops with operators

By an operator-loop ( $G, \Omega$ ) we mean a pair consisting of a loop $G$ and a set $\Omega$ (possibly empty) of endomorphisms of $G$. An $\Omega$-subloop $H$ of the operator-loop $(G, \Omega)$ is a subloop such that $H \Omega \subset H$.

A "universe" $\mathfrak{U}$ of operator-loops $(G, \Omega)$ may be defined recursively as follows. We start from a loop $M$ and a set $\Omega$ of endomorphisms of $M$ and assert the following:
(i) $(M, \Omega)$ is in $\mathcal{U}$.
(ii) If $(G, \Omega)$ is in $\mathfrak{U}$ and if $H$ is an $\Omega$-subloop of $G$, each $\omega$ in $\Omega$ induces an endomorphism of $H$ which we also denote by $\omega$. Then $(H, \Omega)$ is in $\mathcal{U}$.
(iii) If $(G, \Omega)$ is in $\mathcal{U}$ and if $N$ is a normal $\Omega$-subloop of $G$, each $\omega$ in $\Omega$ induces an endomorphism $N x \rightarrow N(x \omega)$ of $G / N$ which we also denote by $\omega:(N x) \omega=N(x \omega)$. Then $(G / N, \Omega)$ is in $\mathfrak{U}$.
(iv) $(G, \Omega)$ is in $\mathfrak{U}$ only on the basis of (i), (ii), (iii).

An $\Omega$-homomorphism $\theta$ of the operator $\operatorname{loop}(G, \Omega)$ upon the operatorloop $(H, \Omega)$ is a homomorphism of $G$ upon $H$ such that $\theta \omega=\omega \theta$ for each $\omega$ in $\Omega$. That is, $x \theta \omega=x \omega \theta$ for all $x$ in $G, \omega$ in $\Omega$.

Lemma 2.1. Let $\theta$ be an $\Omega$-homomorphism with kernel $K$, of the operator loop $(G, \Omega)$ upon the operator loop $\left(G^{\prime}, \Omega\right)$. Then:
(i) If $H^{\prime}$ is an (a normal) $\Omega$-subloop of $G^{\prime}, H^{\prime} \theta^{-1}$ is an (a normal) $\Omega$-subloop of $G$.
(ii) If $H$ is an (a normal) $\Omega$-subloop of $G, H \theta$ is an (a normal) $\Omega$-subloop of $G^{\prime}$ and $H K$ is an (a normal) $\Omega$-subloop of $G$.

Proof. (i) If $H=H^{\prime} \theta^{-1}$ then $(H \Omega) \theta=(H \theta) \Omega=H^{\prime} \Omega \subset H^{\prime}$, so $H \Omega \subset H$.
(ii) $(H \theta) \Omega=(H \Omega) \theta \subset H \theta$. In view of Lemma 1.6, this completes the proof of Lemma 2.1.

Lemma 2.2. (Dedekind's Law). If $A, B, C$ are subloops of the loop $G$ with $A \subset B$, then $A(B \cap C)=B \cap A C$.

Proof. If $x \in B \cap A C$ then $x=b=a c$ for $a, b, c$ in $A, B, C$ respectively. Since $A \subset B$, we deduce that $c \in B$. Thus $c \in B \cap C$ and $x=a c \in A(B \cap C)$. Hence $B \cap A C \subset A(B \cap C) \subset A B \cap A C \subset B \cap A C$, proving Lemma 2.2.

Lemma 2.3. Let $\theta$ be an $\Omega$-homomorphism, with kernel $K$, of the operator loop $(G, \Omega)$ upon the operator $\operatorname{loop}(G \theta, \Omega)$. Let $A$ be a normal $\Omega$-subloop of the $\Omega$-subloop $B$ of $G$. Then:
(i) $A \theta$ is a normal $\Omega$-subloop of $B \theta$.
(ii) $A(K \cap B)$ is a normal $\Omega$-subloop of $B$.
(iii) $\theta$ induces an $\Omega$-isomorphism of $B /(A(K \cap B))$ upon $B \theta / A \theta$.
(iv) $K A$ is a normal $\Omega$-subloop of the $\Omega$-subloop $K B$.
(v) $\theta$ induces an $\Omega$-isomorphism of $(K B) /(K A)$ upon $B \theta / A \theta$.
(vi) $(K B) /(K A)$ is $\Omega$-isomorphic to $B /(A(K \cap B))$.

Proof. (i) By Lemma 2.1 (i) with $G$ replaced by $B$. (ii) Define the mapping $\varphi$ of $B$ by $b \varphi=(b \theta)(A \theta)$. Then $\varphi$ is an $\Omega$-homomorphism of $B$ upon $B \theta / A \theta$ and $1 \varphi^{-1}=B \cap(A \theta) \theta^{-1}=B \cap A K$. By Lemma 2.2, $B \cap A K=A(B \cap K)$. Hence $A(B \cap K)$ is a normal $\Omega$-subloop of $B$ (by Lemma 2.1 (i)). (iii) The natural isomorphism $\alpha:(b(A(B \cap K)) \alpha$ $=b \varphi=(b \theta)(A \theta)$, is an $\Omega$-isomorphism of $B /(A(B \cap K))$ upon $B \theta / A \theta$. (iv) By Lemma 2.1 (i), $(A \theta) \theta^{-1}=K A$ is a normal $\Omega$-subloop of $(B \theta) \theta^{-1}$ $=K B . \quad(\mathrm{v})$ Define $\psi$ on $K B$ by $x \psi=(x \theta)((K A) \theta)=(x \theta)(A \theta)$. Then $\psi$ is an $\Omega$-homomorphism of $K B$ upon $B \theta / A \theta$ with kernel $K A$, and $\beta:(b(K A)) \beta=(b \theta)(A \theta)$, is an $\Omega$-isomorphism of $(K B) /(K A)$ upon $(B \theta) / A \theta$. (vi) $\alpha^{-1}$ is an $\Omega$-isomorphism. Hence $\beta \alpha^{-1}$ is an $\Omega$-isomorphism of $(K B) /(K A)$ upon $B /(A(K \cap B))$.

Theorem 2.1. (Zassenhaus' Lemma.) Let $(G, \Omega)$ be an operator loop. Let $K$ be a normal $\Omega$-subloop of the $\Omega$-subloop $U$ of $G$ and let $L$ be a normal $\Omega$-subloop of the $\Omega$-subloop $V$ of $G$. Then

$$
(K(U \cap V)) /(K(U \cap L)) \quad \text { and } \quad(L(U \cap V)) /(L(V \cap K))
$$

are $\Omega$-isomorphic $\Omega$-loops.
Proof. Clearly $A=U \cap L, B=U \cap V$ are $\Omega$-subloops of $U$. The natural homomorphism of $V$ upon $V / L$ induces a homomorphism of $B$ with kernel $B \cap L=A$. Therefore $A$ is normal in $B$. Hence, by Lemma 2.3 (vi) with $G$ replaced by $U,(K B) /(K A)$ is $\Omega$-isomorphic to $B /(A(K \cap B))$. However, $K \cap B=K \cap U \cap V=V \cap K$. Hence
(i) $(K B) /(K(U \cap L))$ and $B /((U \cap L)(V \cap K))$ are $\Omega$-isomorphic. Interchanging $U$ and $V, K$ and $L$ in (i), we get
(ii) $(L B) /(L(V \cap K))$ and $B /((U \cap L)(V \cap K))$ are $\Omega$-isomorphic.

Since the second terms in (i), (ii) are the same, the first are $\Omega$-isomorphic. Since $B=U \cap V$, this completes the proof of Theorem 2.1.

The set $\mathbb{E}$ of all endomorphisms of a loop $G$ is a semigroup. $\mathbb{E}$ has an identity $I$ (the identity automorphism) and a zero, 0 , defined by $x 0=1$ for all $x$ in $G$. The centralizer, $\mathfrak{C}$, of a subset $\Omega$ of $\mathcal{E}$, is the set of all $\Omega$-endomorphisms of $G$. If $\alpha, \beta \in \mathbb{C}, \omega \in \Omega$, then $(\alpha \beta) \omega=\alpha \beta \omega=\alpha \omega \beta$ $=\omega \alpha \beta=\omega(\alpha \beta)$, so © is a subsemigroup of $\mathbb{E}$, containing $I$ and 0 . $\Omega$ is said to be irreducible if the only $\Omega$-subloops of $G$ are $G$ and 1 . We now may state a famous lemma:

Schur's Lemma. If $\Omega$ is an irreducible set of endomorphisms of a loop $G$, then the centralizer, $\mathfrak{C}$, of $\Omega$ in the semigroup of all endomorphisms of $G$, is a group with zero.

Proof. Let $\alpha \in \mathbb{C}, \alpha \neq 0$. Since $1 \alpha^{-1}$ is an $\Omega$-subloop of $G$ distinct from $G, 1 \alpha^{-1}=1$. Hence $\alpha$ is one-to-one. Since $G \alpha$ is an $\Omega$-subloop of $G$ distinct from 1, then $G \alpha=G$. Therefore $\alpha$ is an automorphism of $G$, and $\mathbb{C}$ is a group with zero.

## 3. The refinement theorem

By an $\Omega$-chain

$$
\begin{equation*}
G=G_{0} \supset G_{1} \supset \cdots \supset G_{r}=1 \tag{3.1}
\end{equation*}
$$

of an operator-loop $(G, \Omega)$ we mean a finite sequence of $\Omega$-subloops $G_{i}$ of $G$ such that $G_{0}=G ; G_{i}$ is a normal subloop of $G_{i-1}$ for $i=1,2, \ldots, r$, and $G_{r}=1$. The integer $r$ is called the length of the chain. The chain is called a chief $\Omega$-chain if each $G_{i}$ is normal in $G$ itself. The $\Omega$-chain

$$
\begin{equation*}
G=H_{0} \supset H_{1} \supset \cdots \supset H_{s}=1 \tag{3.2}
\end{equation*}
$$

is a refinement of the $\Omega$-chain (3.1) provided there exists a one-to-one mapping $i \rightarrow i^{\prime}$ of the integers $0,1,2, \ldots, r$ into the integers $0,1,2, \ldots, s$ such that $G_{i}=H_{i^{\prime}}$ for $i=0,1, \ldots, r$. The $\Omega$-chains (3.1), (3.2) are isomorphic if $r=s$ and there exists a permutation $i \rightarrow i^{\prime}$ of the integers $0,1,2, \ldots, r$ such that the quotient loops $G_{i} / G_{i+1}$ and $H_{i^{\prime}} / H_{i^{\prime}+1}$ are $\Omega$-isomorphic for $i=0, \ldots, r-1$.

Theorem 3.1. (Schreier Refinement Theorem.) Any two (chief) $\Omega$-chains of the operator-loop $(G, \Omega)$ have isomorphic (chief) refinements.

Proof. Given the chains (3.1), (3.2), define

$$
\begin{array}{ll}
G_{i, 0}=G_{i-1}, & G_{i, j}=G_{i}\left(G_{i-1} \cap H_{j}\right), \\
H_{0, j}=G_{j-1}, & H_{i, j}=H_{j}\left(H_{j-1} \cap G_{j}\right)
\end{array}
$$

for $i=1,2, \ldots, r ; j=1,2, \ldots, s$. Then $G_{i, s}=G_{i}=G_{i+1,0}, H_{r, j}=H_{i}$ $=H_{0, j+1}$ and $G_{r, s}=H_{r, s}=1$. Also, by Theorem 2.1 with $U=G_{i-1}$, $V=H_{j-1}, K=G_{i}, L=H_{j} ; \quad G_{i, j-1} / G_{i, j}$ and $H_{i-1, j} / H_{i, j}$ are $\Omega$-isomorphic operator loops. Therefore

$$
\begin{align*}
G=G_{1,0} \supset & G_{1,1} \supset \cdots \supset G_{1, s} \supset G_{2,1} \supset \cdots \supset G_{2, s}  \tag{3.3}\\
& \supset G_{3,1} \supset \cdots \supset G_{r, s}=1
\end{align*}
$$

and

$$
\begin{gather*}
G=H_{0,1} \supset H_{1,1} \supset \cdots \supset H_{r, 1} \supset H_{1,2} \supset \cdots \supset H_{r, 2}  \tag{3.4}\\
\supset H_{1,3} \supset \cdots \supset H_{r, s}=1
\end{gather*}
$$

are isomorphic refinements of (3.1), (3.2) respectively. If (3.1), (3.2) are chief, then, by Theorems $1.2,1.4$, so are (3.3), (3.4).

A strictly decreasing (chief) $\Omega$-chain which has no strictly decreasing (chief) refinement aside from itself is called a (chief) $\Omega$-composition series. Every refinement of such a chain may be made into an isomorphic chain by suitable deletions. Hence we have, as an immediate consequence of Theorem 3.1:

Theorem 3.2. (Jordan-Hölder Theorem.) If the operator loop ( $G, \Omega$ ) possesses a (chief) $\Omega$-composition series, every two (chief) $\Omega$-composition series of $(G, \Omega)$ are isomorphic.

The theory of (descending or ascending) transfinite chains - and, more generally, of normal systems - will be deferred until Chapter VI.

Theorems 3.1, 3.2 can be carried over to ascending transfinite chains, the proofs being essentially unchanged. (See Kuroš, Theory of Groups.)

## 4. Normal endomorphisms

The set $\subseteq$ of all single-valued mappings of the loop $G$ into itself is a semigroup under multiplication and a loop under the operation ( + ) defined by $x(\theta+\varphi)=(x \theta)(x \varphi)$ for all $x$ in $G$. The multiplicative identity, 1 , is the identity mapping of $G$. The additive identity, 0 , defined by $x 0=1$ for all $x$ in $G$, is the zero endomorphism of $G$. We have $\theta(\varphi+\psi)=\theta \varphi+\theta \psi$ for all $\theta, \varphi, \psi$ of $\varsigma$ and $(\varphi+\psi) \theta=\varphi \theta+\psi \theta$ when $\theta$ is an endomorphism of $G$. We call $\theta, \varphi$ orthogonal if $\theta \varphi=\varphi \theta=0$. We call $\varphi$ the orthogonal complement of $\theta$ provided $\theta+\varphi=1, \theta \varphi=\varphi \theta=0$; this implies that $\theta=\theta \cdot 1=\theta^{2}+\theta \varphi=\theta^{2}$. Thus a necessary (but not safficientl) condition that $\theta$ have an orthogonal complement is that $\theta$ be idempotent. If $\theta$ is an idempotent endomorphism and if $\theta+\varphi=1$, then $\theta=\theta \cdot 1=\theta+\theta \varphi$ and $\theta=1 \cdot \theta=\theta+\varphi \theta$, so $\varphi$ is the orthogonal complement of $\theta$. Moreover, $\varphi=\varphi \cdot 1=\varphi \theta+\varphi^{2}=\varphi^{2}$, but $\varphi$ may not be an endomorphism. However, if $\varphi$ is also an endomorphism and if $\psi+\theta=1$, then $\psi \theta=0$ and $\psi \varphi=(\psi+\theta) \varphi=\varphi$, so $\psi=\psi(\theta+\varphi)=\varphi$. Thus: if an endomorphism $\theta$ has an orthogonal complement $\varphi$ which is an endomorphism, then $\theta$ is the orthogonal complement of $\varphi$. An element $\alpha$ of $\mathfrak{S}$ will be called centralizing if $G \alpha$ is contained in the centre $Z$ of $G$.

A loop word $W_{n}=W_{n}\left(X_{1}, \ldots, X_{n}\right)$ is an element of the free loop $L_{n}$ with free generators $X_{1}, \ldots, X_{n}$. (Compare I.3.) A loop word $W_{n}$ will be called purely non-abelian if, in each loop $G, W_{n}\left(c_{1} x_{1}, c_{2} x_{2}, \ldots, c_{n} x_{n}\right)$ $=W_{n}\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ for all $x_{i}$ in $G$ and $c_{i}$ in the centre of $G$. And $W_{n}$ will be called normalized if $W_{n}=1$ in each case that an $X_{i}$ is replaced by 1. An endomorphism $\theta$ of a loop $G$ will be called a normal endomorphism of $G$ provided

$$
\begin{align*}
W_{n}\left(x_{1}, x_{2}, \ldots, x_{n}\right) \theta & =W_{n}\left(x_{1} \theta, x_{2}, \ldots, x_{n}\right)=W_{n}\left(x_{1}, x_{2} \theta, \ldots, x_{n}\right)  \tag{4.1}\\
& =\cdots=W_{n}\left(x_{1}, x_{2}, \ldots, x_{n} \theta\right)
\end{align*}
$$

for each choice of a positive integer $n$, a normalized purely non-abelian word $W_{n}$, and elements $x_{1}, x_{2}, \ldots, x_{n}$ of $G$. [If $W_{n}$ is normalized purely non-abelian and if $F_{n}\left(X_{1}, \ldots, X_{n}\right)=W_{n}\left(X_{1^{\prime}}, \ldots, X_{n^{\prime}}\right)$ for a permutation $i \rightarrow i^{\prime}$ of $1,2, \ldots, n$, then $F_{n}$ is also normalized purely non-abelian. Hence (4.1) can be replaced by $W_{n}\left(x_{1}, \ldots, x_{n}\right) \theta=W_{n}\left(x_{1} \theta, \ldots, x_{n}\right)$.] By a projection of $G$ we mean an idempotent normal endomorphism of $G$.

As a direct consequence of the definition, every centralizing endomorphism of a loop $G$ is normal.

Lemma 4.1. Let $\mathfrak{q}$ be the set of all normal endomorphisms of a loop $G$ with commutator-associator subloop $G^{\prime}$. Then $\mathfrak{R}$ is a multiplicative semigroup containing 0 and 1 . Moreover:
(i) If $\theta$ is in $\mathfrak{R}$ and $\theta^{-1}$ exists, then $\theta^{-1}$ is in $\mathfrak{R}$.
(ii) Each $\theta$ in $\mathfrak{N}$ maps normal subloops of $G$ upon normal subloops of $G$ and centre elements upon centre elements. Indeed, each $\theta$ commutes with every inner mapping of $G$.
(iii) The restriction of $\mathfrak{\imath}$ to $G^{\prime}$ is a commutative semigroup. That is, $\mathfrak{R}$ maps $G^{\prime}$ into itself and

$$
a \theta \varphi=a \varphi \theta
$$

for every $a$ in $G^{\prime}$ and all $\theta, \varphi$ in 2. Moreover,

$$
a \theta^{3}=a \theta
$$

for every a in $G^{\prime}, \theta$ in $\mathfrak{R}$.
(iv). A necessary and sufficient condition that the element $\theta$ of $\mathfrak{R}$ be centralizing is that $G^{\prime} \theta=1$.
(v) Let $\theta$ be in $\mathfrak{R}$ and let $\theta+\lambda=\mu$ for single-valued mappings $\lambda, \mu$ of $G$ into $G$ such that $\lambda \theta$ is centralizing. Then:
(a) $\theta+\lambda=\lambda+\theta$
(b) Both or neither of $\lambda, \mu$ is an endomorphism of $G$.
(c) Both or neither of $\lambda, \mu$ is in $\mathfrak{N}$.
(vi) Let $\theta$ be in $\mathfrak{V}$ and let $\lambda, \mu$ be single-valued mappings of $G$ into $G$ such that $\lambda \theta$ or $\mu \theta$ is centralizing. Then $(\theta+\lambda)+\mu=\theta+(\lambda+\mu)$, $(\lambda+\theta)+\mu=\lambda+(\theta+\mu),(\lambda+\mu)+\theta=\lambda+(\mu+\theta)$.
(vii) $A$ necessary and sufficient condition that the endomorphism $\theta$ of $G$ have an orthogonal complement which is an endomorphism of $G$ is that $\theta$ be a projection of $G$.

Corollary 1. The normal automorphisms of the loop $G$ form a multiplicative group.

Corollary 2. The centralizing endomorphisms of the loop $G$ form an ideal in the multiplicative semigroup 22 of all normal endomorphisms of $G$ and form an additive abelian group which is part of the centre of the additive loop of all single-valued mappings of $G$ into $G$. They also form a ring.

Proof. Corollary 1 is a consequence of (i); Corollary 2, of (ii)-(vii). We examine each of (i)-(vii) in turn.
(i) If $W_{n}$ is normalized purely non-abelian and $\theta$ is a normal automorphism of $G$,

$$
\begin{aligned}
W_{n}\left(x_{1} \theta^{-1}, x_{2}, \ldots, x_{n}\right) & =W_{n}\left(x_{1} \theta^{-1}, x_{2}, \ldots, x_{n}\right) \theta \theta^{-1} \\
& =W_{n}\left(x_{1} \theta^{-1} \theta, x_{2}, \ldots, x_{n}\right) \theta^{-1} \\
& =W_{n}\left(x_{1}, x_{2}, \ldots, x_{n}\right) \theta^{-1}
\end{aligned}
$$

for all $x_{i}$ in $G$. This is enough to establish (4.1) for $\theta^{-1}$.
(ii) The loop words $A_{2}, B_{3}, C_{3}$, defined by

$$
X Y=Y\left[X \cdot A_{2}(X, Y)\right]
$$

$$
(X Y) Z=\left[X \cdot B_{3}(X, Y, Z)\right](Y Z), \quad Z(Y X)=(Z Y)\left[X \cdot C_{3}(X, Y, Z)\right]
$$

are normalized and purely non-abelian. Moreover, if $T(y), R(y, z)$, $L(y, z)$.are the generators, defined by (1.5), of the inner mapping group $\mathfrak{J}=\mathfrak{I}(G)$, then

$$
\begin{gathered}
x T(y)=x \cdot A_{2}(x, y), \\
x R(y, z)=x \cdot B_{3}(x, y, z), \quad x L(y, z)=x \cdot C_{3}(x, y, z)
\end{gathered}
$$

for all $x, y, z$ in $G$. If $\theta$ is in $\mathfrak{R}, x T(y) \theta=\left[x \cdot A_{2}(x, y)\right] \theta=(x \theta)\left[A_{2}(x, y) \theta\right]$ $=(x \theta) \cdot A_{2}(x \theta, y)=x \theta T(y)$. Hence $T(y) \theta=\theta T(y)$ for every $y$ in $G$. Similarly, $\alpha \theta=0 \alpha$ for each generator $\alpha$ of $\mathfrak{J}$ and hence for every element $\alpha$ of $\mathfrak{J}$. In particular, if $H$ is a normal subloop of $G,(H \theta) \mathfrak{J}=(H \mathfrak{J}) \theta \subset H \theta$, showing that the subloop $H \theta$ is normal in $G$. If $c$ is in the centre of $G$, $(c \theta) \mathfrak{J}=(c \Im) \theta=c \theta$, so $c \theta$ is in the centre also.
(iii) The commutator-associator subloop $G^{\prime}$ of $G$ (cf. I.2) is generated by the commutators $(x, y)$ and associators $(x, y, z)$, defined by

$$
\begin{equation*}
x y=(y x)(x, y), \quad(x y) z=[x(y z)](x, y, z), \tag{4.2}
\end{equation*}
$$

for all $x, y, z$ of $G$. Since $(X, Y)$ and $(X, Y, Z)$ are normalized purely non-abelian words, each $\theta$ in $\mathfrak{R}$ satisfies

$$
\begin{gather*}
(x, y) \theta=(x \theta, y)=(x, y \theta)  \tag{4.3}\\
(x, y, z) \theta=(x \theta, y, z)=(x, y \theta, z)=(x, y, z \theta) \tag{4.4}
\end{gather*}
$$

for all $x, y, z$ in $G$. If $\theta, \varphi$ are in $\mathfrak{R},(x, y) \theta \varphi=(x \theta, y) \varphi=(x \theta, y \varphi)$ $=(x, y \varphi) \theta=(x, y) \varphi \theta$ and, similarly, $(x, y, z) \theta \varphi=(x \theta, y \varphi, z)=(x, y, z) \varphi \theta$. Moreover, $(x, y) \theta=(x \theta, y \theta)$, since $\theta$ is an endomorphism, and $(x \theta, y \theta)$ $=(x, y) \theta^{2}$, since $\theta$ is normal. Hence $(x, y) \theta=(x, y) \theta^{2}=(x, y) \theta^{3}$ and, similarly, $(x, y, z) \theta=(x \theta, y \theta, z \theta)=(x, y, z) \theta^{3}$. Since the commutators and associators generate $G^{\prime}$, we have $a \theta \varphi=a \varphi \theta$ and $a \theta=a \theta^{3}$ for every $a$ in $G^{\prime}$.
(iv) We note that an element $c$ of $G$ is in $Z$ if and only if $(c, x)=(c, x, y)$ $=(x, c, y)=(x, y, c)=1$ for all $x, y$ in $G$. Therefore, by (4.3), (4.4), the element $\theta$ of $\mathfrak{R}$ is centralizing if and only if $(x, y) \theta=(x, y, z) \theta=1$ for all $x, y, z$ of $G$; that is, if and only if $G^{\prime} \theta=1$.
(v) (a) Since $\theta$ is in $\mathfrak{R}$ and $\lambda \theta$ is centralizing, $(x \theta, x \lambda)=(x, x \lambda \theta)=1$ for all $x$ in $G$. Then $x(\theta+\lambda)=x \theta \cdot x \lambda=(x \lambda \cdot x \theta)(x \theta, x \lambda)=x \lambda \cdot x \theta$ $=x(\lambda+\theta)$ for every $x$ in $G$, so $\theta+\lambda=\lambda+\theta$.
(v) (b) For arbitrary $x, y$ in $G$, set $z=(x \theta \cdot y \theta)(x \lambda \cdot y \lambda)$. Since $(x \theta, y \theta, x \lambda \cdot y \lambda)=(x, y \theta, x \lambda \theta \cdot y \lambda \theta)=1, \quad z=x \theta \cdot[y \theta \cdot(x \lambda \cdot y \lambda)]$. Since $(y \theta, x \lambda, y \lambda)=(y, x \lambda \theta, y \lambda)=1, z=x \theta \cdot[(y \theta \cdot x \lambda) \cdot y \lambda]$. Since $(y \theta, x \lambda)=(y, x \lambda \theta)=1, z=x \theta \cdot[(x \lambda \cdot y \theta) \cdot y \lambda]$. Since $(x \lambda, y \theta, y \lambda)$ $=(x \lambda, y, y \lambda \theta)=1, z=x \theta \cdot[x \lambda \cdot(y \theta \cdot y \lambda)]$. Since $(x \theta, x \lambda, y \theta \cdot y \lambda)$ $=(x, x \lambda \theta, y \theta \cdot y \lambda)=1, z=(x \theta \cdot x \lambda)(y \theta \cdot y \lambda)$. Comparing the first and last expressions for $z$, we have

$$
\begin{equation*}
(x y) \theta \cdot(x \lambda \cdot y \lambda)=x \mu \cdot y \mu \tag{4.5}
\end{equation*}
$$

where $\mu=\theta+\lambda$. If $\lambda$ is an endomorphism of $G$, the left hand side of (4.5) becomes $(x y) \theta \cdot(x y) \lambda=(x y) \mu$, and we deduce that $\mu$ is an endomorphism. If $\mu$ is an endomorphism of $G$, the right hand side of (4.5) becomes $(x y) \mu=(x y) \theta \cdot(x y) \lambda$, and we deduce that $\lambda$ is an endomorphism.
(v) (c) Assume that $\lambda, \mu$ are endomorphisms. If $W_{n}$ is a normalized purely non-abelian word, there exists a normalized purely non-abelian word $F=F_{n+1}$ such that

$$
\begin{aligned}
& W_{n}\left(x y, z_{2}, \ldots, z_{n}\right) \\
& =\left[W_{n}\left(x, z_{2}, \ldots, z_{n}\right) \cdot W_{n}\left(y, z_{2}, \ldots, z_{n}\right)\right] \cdot F\left(x, y, z_{2}, \ldots, z_{n}\right)
\end{aligned}
$$

for all $x, y, z_{2}, \ldots, z_{n}$ of $G$. Since $F\left(x \theta, x \lambda, z_{2}, \ldots, z_{n}\right)=F\left(x, x \lambda \theta, z_{2}, \ldots, z_{n}\right)=1$, we replace $x, y$ by $x \theta, x \lambda$ and deduce that

$$
W_{n}\left(x \mu, z_{2}, \ldots, z_{n}\right)=W_{n}\left(x \theta, z_{2}, \ldots, z_{n}\right) \cdot W_{n}\left(x \lambda, z_{2}, \ldots, z_{n}\right) .
$$

If one of $\lambda, \mu$ is normal and we write $\nu$ for the other, then, since $\theta$ is normal, we see, just as with (4.5), that $W_{n}\left(x, z_{2}, \ldots, z_{n}\right) v=W_{n}\left(x v, z_{2}, \ldots, z_{n}\right)$ for all $x, z_{2}, \ldots, z_{n}$. Hence $\nu$ is normal. That is, both or neither of $\lambda, \mu$ is in $?$.
(vi) Since one of $\lambda \theta, \mu \theta$ is centralizing, $(x \theta, x \lambda, x \mu)=(x, x \lambda \theta, x \mu)$ $=(x, x \lambda, x \mu \theta)=1$ and thence $x[(\theta+\lambda)+\mu]=(x \theta \cdot x \lambda) \cdot x \mu$ $=x \theta \cdot(x \lambda \cdot x \mu)=x[\theta+(\lambda+\mu)]$ for all $x$ in $G$. Therefore $(\theta+\lambda)+\mu$ $=\theta+(\lambda+\mu)$. Similarly for the other equations of (vi).
(vii) First let $\theta, \varphi$ be endomorphisms of $G$ such that $\theta+\varphi=1$, $\theta \varphi=\varphi \theta=0$ and hence $\theta^{2}=\theta, \varphi^{2}=\varphi$. If $W_{n}$ is any normalized purely non-abelian word,

$$
\begin{aligned}
W_{n}\left(x_{1} \theta, x_{2}, \ldots, x_{n}\right) & =W_{n}\left(x_{1} \theta, x_{2}, \ldots, x_{n}\right) \theta \cdot W_{n}\left(x_{1} \theta, x_{2}, \ldots, x_{n}\right) \varphi \\
& =W_{n}\left(x_{1} \theta, x_{2} \theta, \ldots, x_{n} \theta\right) \cdot W_{n}\left(1, x_{2} \varphi, \ldots, x_{n} \varphi\right) \\
& =W_{n}\left(x_{1}, x_{2}, \ldots, x_{n}\right) \theta
\end{aligned}
$$

Hence $\theta$ is normal as well as idempotent, and therefore is a projection of $G$. Next let $\theta$ be a projection of $G$ and $\varphi$ a mapping defined by $\theta+\varphi=1$. Since $\varphi \theta=0, \varphi$ is in 2 by $(\mathrm{v})$. This completes the proof of Lemma 4.1.

The following Lemmas are easy consequences of Lemma 4.1 :
Lemma 4.2. If $\theta_{1}, \theta_{2}, \ldots, \theta_{n}$ are normal endomorphisms of a loop $G$ such that the product $\theta_{i} \theta_{j}$ is centralizing for all $i, j=1,2, \ldots, n, i \neq j$, then their sum is a normal endomorphism of $G$ and is independent of ordering or bracketing.

Lemma 4.3. If $\theta, \varphi$ are normal endomorphisms of a loop $G$ such that $\theta \varphi$ is centralizing and $\theta \varphi=\varphi \theta$, then, for every positive integer $n$, the binomial theorem is valid for the expansion of the normal endomorphism $(\theta+\varphi)^{n}$.

An automorphism $\theta$ of the loop $G$ will be called a centre automorphism provided that $x \theta=x \bmod Z$ for each $x$ in $G$, where $Z$ is the centre of $G$. Equivalently, $\theta=1+\lambda$ where $\lambda$ is a centralizing endomorphism of $G$ and $\theta$ is a one-to-one mapping of $G$ upon $G$. In view of Lemma 4.1 (v), centre automorphisms are automatically normal.

The author will amplify the theory of normal endomorphisms in a paper to be published separately. Some of the results may be indicated briefly: (1) The present definition is equivalent to the usual one in the case of groups: an endomorphism $\theta$ of a group $G$ is normal in the present sense if and only if $\theta$ commutes with every inner automorphism of $G$. (2) If $\theta$ is a normal endomorphism of a loop $G$, there exists a normal endomorphism‘ $\varphi$ of $G$ such that $\theta+\varphi=\varphi+\theta=1$. (3) Specht's Lemma (Wilhelm Specht, Gruppentheorie, p. 227, Satz 7) is valid for loops and has the following generalization: If $\alpha, \beta$ are normal endomorphisms of a loop $G$ such that $x \alpha=x \beta$ for every $x$ in the commutator-associator subloop $G^{\prime}$, there exists a centralizing endomorphism $\gamma$ of $G$ such that $\alpha=\beta+\gamma$. (4) Necessary and sufficient conditions (much more concrete than our definition) are derived for normality of an endomorphism. (5) Other (inequivalent) definitions of a normal endomorphism are explored and interrelated. - It is inconvenient to give further details concerning (4) and (5), since the theory of commutative Moufang loops (See Chapter VIII) plays a prominent rôle in the paper. In any case, the results just described will not be used in what follows.

## 5. Direct decomposition

The outer direct product $(H, \Omega)$ of a finite set of operator loops $\left(H_{i}, \Omega\right), i=1,2, \ldots, n$, is defined as follows: $H$ is the set of all ordered $n$-tuples $\left(h_{1}, h_{2}, \ldots, h_{n}\right), h_{i} \in H_{i}$, with equality and multiplication defined componentwise and with $\left(h_{1}, h_{2}, \ldots, h_{n}\right) \omega=\left(h_{1} \omega, h_{2} \omega, \ldots, h_{n} \omega\right)$ for all $h_{i}$ in $H_{i}, \omega$ in $\Omega$. Thus $(H, \Omega)$ is an operator loop. If the $H_{i}$ are $\Omega$-subloops of an operator loop $(G, \Omega)$ we say that $(G, \Omega)$ is a direct product of the $H_{i}$ and we write

$$
\begin{equation*}
G=H_{1} \otimes H_{2} \otimes \cdots \otimes H_{n} \tag{5.1}
\end{equation*}
$$

provided there exists an $\Omega$-isomorphism $\alpha$ of $(G, \Omega)$ upon the outer direct product $(H, \Omega)$ of the $H_{i}$ such that $h_{i} \alpha=\left(1,1, \ldots, h_{i}, \ldots, 1\right)$ for each $i=1,2, \ldots, n$ and each $h_{i}$ in $H_{i}$. If $\alpha$ exists, define the mappings $\theta_{i}$ of $G$ upon $H_{i}$ as follows: $x \theta_{i}=h_{i}$ if $x \alpha=\left(h_{1}, h_{2}, \ldots, h_{n}\right)$. Then $\theta_{1}, \theta_{2}, \ldots, \theta_{n}$ are idempotent $\Omega$-endomorphisms of $G$ and $\theta_{i} \theta_{j}=0$ for all $i, j(i \neq j)$. Moreover,

$$
\begin{equation*}
1=\theta_{1}+\theta_{2}+\cdots+\theta_{n} \tag{5.2}
\end{equation*}
$$

the order and association on the right of (5.2) being immaterial. Consequently, each $\theta_{i}$ is an $\Omega$-projection of $G$. Conversely, given a set of
$n$ pairwise orthogonal $\Omega$-projections $\theta_{1}, \theta_{2}, \ldots, \theta_{n}$ of $G$ which satisfy (5.2) in some (and hence in every) order and association, we define $\alpha$ by $x \alpha=\left(x \theta_{1}, x \theta_{2}, \ldots, x \theta_{n}\right)$ and see at once that $(G, \Omega)$ is the direct product of $\Omega$-subloops $H_{i}=G \theta_{i}$. By Lemma 4.1 (ii), the $H_{i}$ are normal subloops of $G$. The following lemma is easily proved:

Lemma 5.1. Necessary and sufficient conditions that the operator loop $(G, \Omega)$ be a direct product of a set of $\Omega$-subloops $H_{1}, H_{2}, \ldots, H_{n}$ are: (a) $H_{i}$ is normal in $G$ for $i=1,2, \ldots, n$; (b) $H_{1} H_{2} \ldots H_{i} \cap H_{i+1}=1$ for $i=1,2, \ldots, n-1$; (c) $G=H_{1} H_{2} \ldots H_{n}$.

In particular, $G$ is a direct product of its $\Omega$-subloops $H, K$ if and only if $H, K$ are normal in $G, H \cap K=1$ and $G=H K$. This fact is often used to give a generalized definition in the following form. Let $\left\{H_{i} ; i \in I\right\}$ be a set of $\Omega$-subloops of a loop $G, I$ being an arbitrary index set (finite or infinite.) For each $i$ in $I$, let $K_{i}$ be the subloop generated by the $H_{i}, j \neq i$. Then we say that $G$ is a direct product of the subloops $H_{i}$, $i \in I$, if and only if, for each $i$ in $I, H_{i}$ and $K_{i}$ are normal in $G$ and satisfy $H_{i} \cap K_{i}=1, G=H_{i} K_{i}$. Equivalently, the following conditions are to be met:
(a') $H_{i}$ is normal in $G$ for each $i \in I$.
(b') $H_{i} \cap K_{i}=1$ for each $i \in I$.
(c') $G$ is generated by the set of subloops $H_{i}, i \in I$.
Conditions ( $a^{\prime}$ ), ( $c^{\prime}$ ) are of course direct generalizations of (a), (c) of Lemma 5.1. On the other hand, ( $\mathrm{b}^{\prime}$ ) appears stronger than (b), as well as being more symmetric. Nevertheless, if $I$ is finite and consists of the first $n$ natural numbers, it is easily seen that ( $\mathrm{a}^{\prime}$ ), ( $\mathrm{b}^{\prime}$ ), ( $\mathrm{c}^{\prime}$ ) are equivalent to (a), (b), (c).

In what follows we restrict attention to the theory of direct decomposition into finitely many factors. The material has been selected largely from Baer [58], [60, [61]. The present definition of normal endomorphisms (§4) allows some simplification in the proofs and also a closer parallel with classical group theory.

In the study of the direct decompositions of an operator loop ( $G, \Omega$ ) the centre $\Omega$-automorphisms, and hence the centralizing $\Omega$-endomorphisms, play an important rôle. If $\lambda$ is a centralizing $\Omega$-endomorphism, $G \lambda$ is an $\Omega$-subloop of the centre $Z=Z(G)$. For this reason, the centre $Z$ is displaced by the $\Omega$-centre $Z_{\Omega}$, namely the set-union of all $\Omega$-subloops of $G$ which are contained in $Z$. We note that $Z_{\Omega}$ is a normal $\Omega$-subloop of $G$ identical with the union of all $\Omega$-subloops contained in $Z$. With this definition, an $\Omega$-automorphism $\theta$ of $G$ is a centre automorphism if and only if $x \theta \equiv x \bmod Z_{\Omega}$ for every $x$ in $G$. It will be convenient to note that the commutator-associator subloop, $G^{\prime}$, of an operator loop $(G, \Omega)$, is an $\Omega$-subloop; indeed, more generally, $(x, y) \theta=(x \theta, y \theta)$ and
$(x, y, z) \theta=(x \theta, y \theta, z \theta)$ for all $x, y, z$ of $G$ and for every homomorphism $\theta$ of $G$ upon a loop.

Lemma 5.2. Let $(G, \Omega)$ be an operator loop with commutator-associator subloop $G^{\prime}, \Omega$-centre $Z_{\Omega}$, such that either $G=G^{\prime}$ or $Z_{\Omega}=1$. Then: (i) the zero endomorphism is the only centralizing $\Omega$-endomorphism of $G$; (ii) the identity mapping is the only centre $\Omega$-automorphism of $G$.

Proof. (i) Let $\lambda$ be a centralizing $\Omega$-endomorphism of $G$. If $G=G^{\prime}$, then $G \lambda=G^{\prime} \lambda=1$. If $Z_{\Omega}=1$, then $G \lambda=1$. In either case, $\lambda=0$. (ii) Let $\theta$ be a centre $\Omega$-automorphism of $G$. Then $\theta=1+\lambda$ for a centralizing $\Omega$-endomorphism $\lambda$ of $G$. By (i), $\lambda=0$. Hence $\theta=1$.

If we assume the conclusion of Lemma 5.2 (ii), the theory of direct decomposition is particularly simple:

Lemma 5.3. Let $(G, \Omega)$ be an operator loop whose only centre $\Omega$-automorphism is the identity mapping. Then: (a) every two $\Omega$-projections of $G$ commute; (b) if $G=H_{1} \otimes \cdots \otimes H_{m}=K_{1} \otimes \cdots \otimes K_{n}$ for $\Omega$-subloops $H_{i}, K_{j}$, and if $L(i, j)=H_{i} \cap K_{j}$, then $\quad H_{i}=L(i, 1) \otimes \ldots \otimes L(i, n), K_{j}=$ $L(1, j) \otimes \ldots \otimes L(m, j)$ for $i=1,2, \ldots, m ; j=1,2, \ldots, n$. Also $G$ is the direct product of the $m n \Omega$-subloops $L(i, j)$.

Proof. (a) Let $\theta, \varphi$ be $\Omega$-projections of $G$ with orthogonal complements $\theta^{\prime}, \varphi^{\prime}$ respectively. Thus $1=\theta+\theta^{\prime}=\theta^{\prime}+\theta=\varphi+\varphi^{\prime}=\varphi^{\prime}+\varphi$ and $\theta \theta^{\prime}=\theta^{\prime} \theta=\varphi \varphi^{\prime}=\varphi^{\prime} \varphi=0$. Set $\lambda=\theta \varphi \theta^{\prime}, \quad \mu=\theta \varphi^{\prime} \theta^{\prime}$. Then $\lambda \mu=\mu \lambda=0, \lambda+\mu=\theta\left(\varphi+\varphi^{\prime}\right) \theta^{\prime}=\theta \theta^{\prime}=0$. Moreover $\lambda, \mu$ are centralizing since, for example, $G^{\prime} \lambda=G^{\prime} \theta \varphi \theta^{\prime}=G^{\prime} \theta \theta^{\prime} \varphi=1$. Finally, $(1+\lambda)(1+\mu)=(1+\lambda)+\mu=1+(\lambda+\mu)=1$ and, similarly, $(1+\mu)$ $(1+\lambda)=1$. Thus $1+\lambda$ is a centre $\Omega$-automorphism, $1+\lambda=1$, $\lambda=0, \theta \varphi \theta^{\prime}=0$. Hence $\theta \varphi=\theta \varphi\left(\theta+\theta^{\prime}\right)=\theta \varphi \theta$. Similarly, $\theta^{\prime} \varphi \theta=0$ and hence $\varphi \theta=\left(\theta+\theta^{\prime}\right) \varphi \theta=\theta \varphi \theta=\theta \varphi$.
(b) We can assume that $1=\theta_{1}+\cdots+\theta_{m}=\varphi_{1}+\cdots+\varphi_{n}$ where the $\theta_{i}$ are pairwise orthogonal $\Omega$-projections such that $H_{i}=G \theta_{i}$ and the $\varphi_{j}$ are pairwise orthogonal $\Omega$-projections such that $K_{j}=G \varphi_{j}$. By (a), the $m n \Omega$-endomorphisms $\psi_{i j}=\theta_{i} \varphi_{j}=\varphi_{j} \theta_{i}$ are pairwise orthogonal idempotents; moreover $1=\left(\Sigma \theta_{i}\right)\left(\Sigma \varphi_{j}\right)=\Sigma \psi_{i j}$, so each $\psi_{i j}$ is an $\Omega$-projection. Since $G \psi_{i j}=H_{i} \varphi_{j}=K_{j} \theta_{i}$, we have $G \psi_{i j} \subset K_{j} \cap H_{i}=L(i, j)$. On the other hand, if $x \in L(i, j)$ then $x \psi_{i j}=\left(x \theta_{i}\right) \varphi_{j}=x \varphi_{j}=x, \operatorname{so} G \psi_{i j}=L(i, j)$. This is enough to prove (b).

Two $\Omega$-subloops $A, B$ of an operator loop $(G, \Omega)$ are called centre $\Omega$-isomorphic if there exists a centre $\Omega$-automorphism $\theta$ of $G$ such that $A \theta=B$. This notion allows us to prove a weak form of "cancellation law" for direct decomposition:

Lemma 5.4. If $G=H \otimes A=H \otimes B$ for $\Omega$-subloops $H, A, B$ of the operator loop $(G, \Omega)$, there exists a centre $\Omega$-automorphism $\theta$ of $G$ which induces the identity automorphism on $H$ and maps $A$ on $B$. In particular, $A$ and $B$ are centre $\Omega$-isomorphic.

Proof. Let $1=\alpha+\alpha^{\prime}=\beta^{\prime}+\beta$ for $\Omega$-projections $\alpha, \alpha^{\prime}, \beta, \beta^{\prime}$ of $G$ such that $A=G \alpha, B=G \beta, H=G \alpha^{\prime}=G \beta^{\prime}$. We shall show that $\theta=\alpha \beta+\alpha^{\prime} \beta^{\prime}$ has the properties stated. To begin with, $\alpha \alpha^{\prime}=\alpha^{\prime} \alpha$ $=\beta \beta^{\prime}=\beta^{\prime} \beta=0$. Since $G \alpha^{\prime} \beta=H \beta=G \beta^{\prime} \beta=1$, then $\alpha^{\prime} \beta=0$. Similarly, $\beta^{\prime} \alpha=0$. We now verify readily that $\alpha \beta=\beta, \beta \alpha=\alpha, \alpha^{\prime} \beta^{\prime}=\alpha^{\prime}$, $\beta^{\prime} \alpha^{\prime}=\beta^{\prime}$. In particular, $\theta=\beta+\alpha^{\prime}$. Since $\alpha^{\prime} \beta=0$ and $\beta, \alpha^{\prime}$ are normal, we see that $\theta$ is a normal $\Omega$-endomorphism. Similarly, $\varphi=\alpha+\beta^{\prime}$ is a normal $\Omega$-endomorphism. Moreover, $\theta \varphi=\beta \alpha+\alpha^{\prime} \beta^{\prime}=\alpha+\alpha^{\prime}=1$ and, similarly, $\varphi \theta=1$, so $\theta$ is an $\Omega$-automorphism. Again, $\alpha^{\prime} \theta=$ $\alpha^{\prime}\left(\beta+\alpha^{\prime}\right)=\alpha^{\prime}$, so $\theta$ induces the identity mapping on $H=G \alpha^{\prime}$; and $\alpha \theta=\alpha\left(\beta+\alpha^{\prime}\right)=\beta$, so $\theta$ maps $A$ upon $B$. Since $G^{\prime} \beta \alpha^{\prime}=G^{\prime} \alpha^{\prime} \beta=1$, the normal $\Omega$-endomorphism $\beta \alpha^{\prime}$ is centralizing. Also, $\theta=\beta+\alpha^{\prime}=\beta+$ $+\left(\beta+\beta^{\prime}\right) \alpha^{\prime}=\beta+\left(\beta \alpha^{\prime}+\beta^{\prime}\right)=\left(\beta+\beta^{\prime}\right)+\beta \alpha^{\prime}=1+\beta \alpha^{\prime}$, which shows that $\theta$ is a centre $\Omega$-automorphism. This completes the proof of Lemma 5.4.

The next two lemmas can be generalized to wide classes of algebras (Jônsson and Tarski [15]):

Lemma 5.5. If $G=A \otimes B$ for $\Omega$-subloops $A, B$ of the operator loop $(G, \Omega)$ and if $S$ is an $\Omega$-subloop of $G$ containing $A$, then $S=A \otimes(B \cap S)$.

Proof. Let $1=\alpha+\beta$ for $\Omega$-projections $\alpha, \beta$ such that $A=G \alpha$, $B=G \beta$. Since $A=A \alpha \subset S \alpha \subset A$, then $A=S \alpha$. If $s$ is in $S$, then $s=(s \alpha)(s \beta)$ and $s \alpha \in S$, so $s \beta \in S$. Hence $S \beta \subset B \cap S=(B \cap S) \beta \subset S \beta$, so $B \cap S=S \beta$. Thus, by Lemma $5.1, S=A \otimes(B \cap S)$.

Lemma 5.6. Let the operator loop $(G, \Omega)$ have direct decompositions $G=H \otimes A=H \otimes B_{1} \otimes \cdots \otimes B_{n}$ into $\Omega$-subloops. Set $A_{i}=A \cap\left(H \otimes B_{i}\right)$. Then $A=A_{1} \otimes \cdots \otimes A_{n}$ and $H \otimes B_{i}=H \otimes A_{i}$ for $i=1,2, \ldots, n$. Moreover, $A_{i}$ is centre $\Omega$-isomorphic to $B_{i}$ for $i=1,2, \ldots, n$.

Proof. For each $i=1,2, \ldots, n$, set $K_{i}=H \otimes B_{i}$ and let $L_{i}$ be the direct product of the $B_{j}, j \neq i$. Since $G=H \otimes A$ and since $K_{i}$ is an $\Omega$-subloop of $G$ containing $H$, Lemma 5.5 implies that $K_{i}=H \otimes\left(A \cap K_{i}\right)$ $=H \otimes A_{i}$. Therefore $G=K_{i} \otimes L_{i}=\left(H \otimes L_{i}\right) \otimes B_{i}=\left(H \otimes L_{i}\right) \otimes A_{i}$. Hence, by Lemma 5.4, there exists, for each $i$, a centre $\Omega$-automorphism $\theta_{i}$ of $G$ which maps $B_{i}$ on $A_{i}$ and induces the identity mapping on $H \otimes L_{i}$. Thus $\theta_{i}$ induces the identity mapping on $K_{j}=H \otimes B_{j}=H \otimes A_{j}$ for each $j \neq i$. Consequently, the centre $\Omega$-automorphism $\theta=\theta_{1} \theta_{2} \ldots \theta_{n}$ maps $G=H \otimes B_{1} \otimes \cdots \otimes B_{n}$ upon $G=H \otimes A_{1} \otimes \cdots \otimes A_{n}$. Hence $G=H \otimes C$ where $C=A_{1} \otimes \cdots \otimes A_{n}$. Since $C$ is part of $A$, Lemma 5.5 yields $A=C \otimes(A \cap H)$; since $G=H \otimes A, A \cap H=1$ and therefore $A=C$ $=A_{1} \otimes \cdots \otimes A_{n}$. This completes the proof of Lemma 5.6.

Consider two decompositions

$$
(H): G=H_{1} \otimes \ldots \otimes H_{m}, \quad(K): G=K_{1} \otimes \ldots \otimes K_{n}
$$

of the operator loop $(G, \Omega)$ into finitely many $\Omega$-subloops. The decomposition $(K)$ is a refinement of the decomposition $(H)$ if each $H_{i}$ is a direct
product of (one or more of) the $K_{j}$. The decomposition ( $H$ ) is centreisomorphic to the decomposition $(K)$ if $m=n$ and if there exist a centre $\Omega$-automorphism $\theta$ of $G$ and a permutation $i \rightarrow i *$ of the integers $1,2, \ldots, n$ such that $\theta$ maps $H_{i}$ on $K_{i^{*}}$ for $i=1,2, \ldots, n$. Centre-isomorphism of direct decompositions is clearly an equivalence relation. The decomposition $(H)$ is said to be exchange-isomorphic to the decomposition $(K)$ if $m=n$ and if there exists a permutation $i \rightarrow i^{*}$ of the integers $1,2, \ldots, n$ such that

$$
\begin{equation*}
G=H_{1} \otimes \cdots \otimes H_{i-1} \otimes K_{i^{*}} \otimes H_{i+1} \otimes \cdots \otimes H_{n} \tag{5.3}
\end{equation*}
$$

for $i=1,2, \ldots, n$. In this case we say that the permutation $i \rightarrow i^{*}$ sets up an exchange-isomorphism of $(H)$ upon $(K)$. Exchange-isomorphism must be used with care, as the following examples show: (1) Let $G$ be the (multiplicative) free abelian group without operators on three free generators $u, v, w$. Let $H_{1}, H_{2}, H_{3}$ be the subgroups generated by $u, v, w$ respectively; $K_{1}, K_{2}, K_{3}$ be the subgroups generated by $u v w, u v$, uw respectively; $L_{1}, L_{2}, L_{3}$ be the subgroups $H_{2}, H_{3}, H_{1}$ respectively Then $G$ is a direct product $(H)$ of the $H_{i},(K)$ of the $K_{i}$ and $(L)$ of the $L_{i}$. The identity mapping of $1,2,3$ induces an exchange-isomorphism of $(H)$ upon ( $K$ ) and of ( $K$ ) upon ( $L$ ) but (since $H_{3} \subset K_{1} \otimes K_{2}$ and $L_{3} \subset H_{1} \otimes H_{2}$ ) neither of $(K)$ upon $(H)$ nor of $(H)$ upon $(L)$. Thus neither the symmetric nor transitive laws of exchange-isomorphism are valid in their simplest forms. (2) Let $G$ be the (multiplicative) free abelian group on two free generators $u, v$ and let $A, B, C, D$ be the subgroups generated by $u, v$, $u v, u^{2} v^{3}$ respectively. Then $G=A \otimes B=A \otimes C=B \otimes C=D \otimes C$, so each two successive direct decompositions are exchange isomorphic. However, since $D \otimes A \neq G$ and $D \otimes B \neq G$, neither of $G=A \otimes B, G=D \otimes C$ is exchange-isomorphic to the other. Thus there is no sense in which exchange-isomorphism is transitive for all loops. On the other hand, exchange-isomorphism always implies centre-isomorphism:

Lemma 5.7. Let $(H): G=H_{1} \otimes \cdots \otimes H_{n}$ and $(K): G=K_{1} \otimes \cdots \otimes K_{n}$ be two direct decompositions of the operator loop $(G, \Omega)$ into $n ~ \Omega$-subloops. The decomposition $(H)$ will be exchange-isomorphic to the decomposition $(K)$ if (and only if) there exist a permutation $i \rightarrow i^{*}$ of the integers $1,2, \ldots, n$ and $n$ centre $\Omega$-automorphisms $\theta_{1}, \theta_{2}, \ldots, \theta_{n}$ of $G$ such that $\theta_{i}$ maps $H_{i}$ on $K_{i}$. and induces the identity mapping on $H_{j}$ for $j \neq i$. If the conditions are satisfied there exists a unique centre $\Omega$-automorphism of $G$ which induces $\theta_{i}$ on $H_{i}$ for $i=1,2, \ldots, n$. In particular, exchange isomorphism implies centre-isomorphism.

Proof. If $(H)$ is exchange-isomorphic to ( $K$ ), so that (5.3) holds for each $i$, Lemma 5.4 ensures the existence of centre $\Omega$-automorphisms $\theta_{i}$ with the properties stated. Conversely, if $\theta_{i}$ exists with the properties stated, then $\theta_{i}$ maps the direct decomposition $(H)$ upon the direct decomposition (5.3). Now assume that the conditions are satisfied.

In view of $(H)$, each $x$ in $H$ has a unique representation $x=h_{1} h_{2} \ldots h_{n}$, $h_{i} \in H_{i}$, in which the ordering and bracketing of factors is immáterial. If there exists an endomorphism $\theta$ which induces $\theta_{i}$ on $H_{i}$ for each $i$, then, necessarily, $x \theta=\left(h_{1} \theta_{y}\right)\left(h_{2} \theta_{2}\right) \ldots\left(h_{n} \theta_{n}\right)$. Considering $\theta$ to be a mapping defined by the last equation we note, in view of $(H),(K)$, that $\theta$ is an $\Omega$-automorphism of $G$. Moreover, since $h_{i} \theta_{i} \equiv h_{i} \bmod Z_{\Omega}$ for each $i$, we have $x \theta \equiv h_{1} h_{2} \ldots h_{n} \equiv x \bmod Z_{\Omega}$. Hence $\theta$ is a centre $\Omega$-automorphism and the proof of Lemma 5.7 is complete.

It is our purpose to examine hypotheses sufficient to ensure the truth of the following Refinement Theorem: Every two direct decompositions $(H),(K)$ of the operator loop $(G, \Omega)$ into finitely many direct $\Omega$-factors possess refinements $\left(H^{\prime}\right),\left(K^{\prime}\right)$ respectively such that $\left(H^{\prime}\right)$ is exchangeisomorphic to $\left(K^{\prime}\right)$. Lemma 5.3 and the refinement theorem for $\Omega$-chains (Theorem 3.1) both suggest conditions such as the following for all positive integers $m, n$ :
$\mathfrak{E}(m, n) . \quad$ Let $(H): G=H_{1} \otimes \cdots \otimes H_{m}$ and $(K): G=K_{1} \otimes \cdots \otimes K_{n}$ be two direct decompositions of the operator loop $(G, \Omega)$ into $\Omega$-subloops. Then there exist $\Omega$-subloops $H(i, j), K(j, i)$ of $G$ such that

$$
H_{i}=H(i, 1)^{\otimes} \ldots \otimes H(i, n), \quad K_{j}=K(j, 1)^{\otimes} \ldots \otimes K(j, m)
$$

for $i=1,2, \ldots, m ; j=1,2, \ldots, n$ and such that, for each $i=1,2, \ldots, m$, and for each subset $J$ of the integers $1,2, \ldots, n, G$ is the direct product of the $H_{k}$ for $k \neq i$, the $H(i, j)$ for $j$ in $J$ and the $K(j, i)$ for $j$ not in $J$.

More simply, we would be content to insist that, for each ordered pair $(i, j), i=1,2, \ldots, m ; j=1,2, \ldots, n, G$ was the direct product of the $H_{k}$ for $k \neq i$, the $H(i, p)$ for $p \neq j$, and $K(j, i)$. However, the stronger form is easier to handle and turns out to hold under weak conditions. That some conditions are certainly necessary has been demonstrated as follows: There exists an abelian group $G$ (without operators) possessing direct decompositions without isomorphic refinements (BAER [B 1]). There exists an abelian operator group ( $G, \Omega$ ) satisfying the ascending chain condition on $\Omega$-subgroups but possessing two non-isomorphic decompositions into direct-indecomposable $\Omega$-subgroups (Krull [B7]). There exists a nonabelian group satisfying the ascending chain condition on arbitrary subgroups but possessing non-isomorphic decompositions into two direct-indecomposable factors (Kuroš [B 8]).

It is an interesting open question as to whether $\mathfrak{E}(2,2)$ implies $\mathfrak{E}(m, n)$ for all positive integers $m, n$. We shall now show that $\mathfrak{E}(m, n)$ is implied by a suitable use of the following strengthened form of $\mathfrak{E}(2,2)$ introduced by BaEr [61]:
$\mathfrak{B}$. If $G=A \otimes B=D \otimes E$ are two direct decompositions of the operator loop $(G, \Omega)$ into two $\Omega$-factors, then

$$
A=A_{1} \otimes A_{2}, \quad B=B_{1} \otimes B_{2}, \quad D=D_{1} \otimes D_{2}, \quad E=E_{1} \otimes E_{2}
$$

for direct $\Omega$-factors such that the members of the pairs $\left(A_{1}, D_{1}\right),\left(B_{1}, E_{1}\right)$, $\left(A_{2}, E_{2}\right),\left(B_{2}, D_{2}\right)$ are interchangeable in the following strict sense: $G=G_{1} \otimes G_{2}$ where

$$
\begin{align*}
& G_{1}=A_{1} \otimes B_{1}=D_{1} \otimes B_{1}=A_{1} \otimes E_{1}=D_{1} \otimes E_{1},  \tag{5.4}\\
& G_{2}=A_{2} \otimes B_{2}=E_{2} \otimes B_{2}=A_{2} \otimes D_{2}=E_{2} \otimes D_{2} .
\end{align*}
$$

In $\mathfrak{B}, G_{i}$ may be regarded as defined by any one of the products to which it is equated. To compare $\mathfrak{B}$ with $\mathfrak{E}(2,2)$, take $H_{1}=A, H_{2}=B$, $K_{1}=D, K_{2}=E, H(1,1)=A_{1}, H(2,2)=B_{1}, K(1,1)=D_{1}, K(2,2)=E_{1}$, and so on. Thus $\mathfrak{B}$ asserts, in particular, that $G$ can be written in 16 ways as a direct product of 4 factors consisting of one factor from each of the 4 pairs $H(i, j), K(j, i)$.

Theorem 5.1. (Refinement Theorem.) If every direct $\Omega$-factor of an operator loop $(G, \Omega)$ satisfies $\mathfrak{B}$, then $(G, \Omega)$ (and every direct $\Omega$-factor of $(G, \Omega))$ satisfies $\mathfrak{E}(m, n)$ for all positive integers $m, n$.

Proof. We begin by noting that $\mathfrak{E}(1, n)$ and $\mathfrak{G}(m, 1)$ are trivial. Next we consider certain implications which do not involve the use of $\mathfrak{B}$.
(i) If $m>1$, $\mathfrak{E}(m, n)$ implies $\mathfrak{F}(m-1, n)$. To see this, assume $H_{m}=1$ in the statement of $\mathfrak{E}(m, n)$. Then certainly $H(m, j)=1$ for all $j$. Since $\mathfrak{G}(m, n)$ implies an exchange-isomorphism, we see from Lemma 5.7 that $K(j, m)=1$ for all $j$. Thus we delete the trivial direct factors $H_{m}, H(m, j), K(j, m)$ and get $\mathcal{E}(m-1, n)$.

A more difficult step is to prove a converse to (i) for $m>2$ :
(ii) If $m>2$, $(m-1, n)$ implies $\mathfrak{E}(m, n)$. Strictly speaking, we assume © $(m-1, n)$ for every direct $\Omega$-factor of $G$. By (i), since $m-1 \geqq 2$, $\mathfrak{E}(m-1, n)$ implies $\mathfrak{E}(2, n)$. Let $G=H_{1} \otimes \cdots \otimes H_{m}=K_{1} \otimes \cdots \otimes K_{n}$ for $\Omega$-subloops $H_{i}, K_{j}$, and define $L_{1}=H_{1} \otimes \cdots \otimes H_{m-1}, L_{2}=H_{m}$. Applying $\mathfrak{E}(2, n)$ to the direct decompositions $G=L_{1} \otimes L_{2}=K_{1} \otimes \cdots \otimes K_{n}$, we deduce the existence of direct $\Omega$-decompositions $L_{i}=L(i, 1) \otimes \cdots \otimes$ $L(i, n), K_{j}=M(j, 1) \otimes M(i, 2)$ for $i=1,2 ; j=1,2, \ldots, n$ such that:
(a) For $i=1$ or 2 and for each subset $J$ of the integers $1,2, \ldots, n, G$ is the direct product of the $L_{k}$ with $k \neq i$, the $L(i, j)$ for $j$ in $J$ and the $M(j, i)$ for $j$ not in $J$.

Quoting (a) for $i=1$ and for $J$ the empty set, we get

$$
\begin{equation*}
G=L_{2} \otimes M(1,1) \otimes \cdots \otimes M(n, 1) . \tag{5.5}
\end{equation*}
$$

Since also $G=L_{2} \otimes L_{1}$, we deduce from (5.5) and Lemma 5.6 that $L_{1}=P_{1} \otimes \cdots \otimes P_{n}$ and that $L_{2} \otimes P_{j}=L_{2} \otimes M(j, 1)$ for $j=1,2, \ldots, n$, where $P_{j}=\left[L_{2} \otimes M(j, 1)\right] \cap L_{1}$. Since $L_{1}$ is a direct $\Omega$-factor of $G$ we may apply $\mathbb{E}(m-1, n)$ to the direct $\Omega$-decompositions $L_{1}=H_{1} \otimes \cdots \otimes H_{m-1}=$ $=P_{1} \otimes \cdots \otimes P_{n}$. Thus there exist direct $\Omega$-decompositions $H_{i}=$ $H(i, 1) \otimes \cdots \otimes H(i, n), P_{j}=P(j, 1) \otimes \cdots \otimes P(j, m-1)$ iur $i=1,2, \ldots, m-1$; $j=1,2, \ldots, n$ such that
(b) For each $i=1,2, \ldots, m-1$ and for each subset $J$ of the integers $1,2, \ldots, n, L_{1}$ is the direct product of the $K_{k}$ with $k \neq i, k<m$, the $H(i, j)$ with $j$ in $J$ and the $P(j, i)$ with $j$ not in $J$.

Since $L_{2} \otimes M(j, 1)=L_{2} \otimes P_{j}=L_{2} \otimes P(j, 1) \otimes \cdots \otimes P(j, m-1)$, we deduce from Lemma 5.6 that $M(j, 1)=K(j, 1) \otimes \cdots \otimes K(j, m-1)$ and that $L_{2} \otimes P(j, i)=L_{2} \otimes K(j, i)$ for $i=1,2, \ldots, m-1 ; j=1,2, \ldots, n$, where $K(j, i)=\left[L_{2} \otimes P(j, i)\right] \cap M(j, 1)$. Finally, we define $K(j, m)=M(j, 2)$ and $H(m, j)=L(2, j)$ for $j=1,2, \ldots, n$. Then $H_{i}=H(i, 1) \otimes \cdots \otimes H(i, n)$, $K_{j}=K(j, 1) \otimes \cdots \otimes K(j, m)$ for $i=1,2, \ldots, m ; j=1,2, \ldots, n$, and we wish to prove:
(c) For each $i=1,2, \ldots, m$ and for each subset $J$ of the integers $1,2, \ldots, n, G$ is the direct product of the $H_{k}$ with $k \neq i$, the $H(i, j)$ with $j$ in $J$ and the $K(j, i)$ with $j$ not in $J$.

In proving (c) we may assume without loss of generality that $J$ consists of the integers $1,2, \ldots, k$ for some $k \leqq n$. Moreover we may restrict attention to the cases $i=1, i=m$.

Case 1. $i=1$. Set $T=H_{2} \otimes \cdots \otimes H_{m-1}$, so that $L_{1}=H_{1} \otimes T$. Since $G=L_{2} \otimes L_{1}$, we apply (b) with $i=1$ and get
$G=L_{2} \otimes T \otimes H(1,1) \otimes \cdots \otimes H(1, k) \otimes P(k+1,1) \otimes \cdots \otimes P(n, 1)$. Since $L_{2} \otimes P(j, 1)=L_{2} \otimes K(j, 1)$, we may replace each $P(j, 1)$ by a $K(j, 1)$. And since $L_{2}=H_{m}, L_{2} \otimes T$ is the direct product of the $H_{p}$ for $p \neq 1$. Thus we have (c) for $i=1$.

Case 2. $i=m$. Applying (a) with $i=2$, we get

$$
G=L_{1} \otimes L(2,1) \otimes \cdots \otimes L(2, k) \otimes M(k+1,2) \otimes \cdots \otimes M(n, 2)
$$

Since $L_{1}$ is the product of the $H_{p}$ with $p \neq m$ and since $L(2, j)=H(m, j)$, $M(j, 2)=K(j, m)$ for each $j$, we have proved (c) for $i=m$.

This completes the proof that $\mathfrak{E}(m, n)$ holds for $G$. Since direct $\Omega$-factors of direct $\Omega$-factors of $G$ are thenselves direct $\Omega$-factors of $G$, $\mathfrak{E}(m, n)$ holds for every direct $\Omega$-factor of $G$. Hence we have proved (ii).

Now we come to the crucial use of $\mathfrak{B}$.
(iii) If $n>1, \mathfrak{V}$ and $\mathfrak{E}(2, n-1)$ imply $\mathfrak{E}(2, n)$. As in (ii), we assume $\mathfrak{B}$ and $\mathcal{E}(2, n-1)$ for each direct $\Omega$-factor of $G$. Suppose that $G=H_{1} \otimes H_{2}$ $=K_{1} \otimes \cdots \otimes K_{n}$ for $\Omega$-subloops $H_{i}, K_{j}$ of $G$ and set $A=K_{1} \otimes \cdots \otimes K_{n-1}$, $B=K_{n}, D=H_{1}, E=H_{2}$. Applying $\mathfrak{B}$ to the direct decompositions $G=A \otimes B=D \otimes E$, we deduce the existence of direct $\Omega$-decompositions $G=G_{1} \otimes G_{2}, \quad A=A_{1} \otimes A_{2}, \quad B=B_{1} \otimes B_{2}, \quad D=D_{1} \otimes D_{2}, \quad E=E_{1} \otimes E_{2}$ such that (5.4) holds. Since $A=A_{1} \otimes A_{2}=K_{1} \otimes \cdots \otimes K_{n-1}$ is a direct $\Omega$-factor of $G$, we apply $\mathcal{E}(2, n-1)$ and get direct $\Omega$-decompositions $A_{i}=A(i, 1) \otimes \cdots \otimes A(i, n-1), \quad K_{j}=K(j, 1) \otimes K(j, 2)$, for $i=1,2$; $j=1,2, \ldots, n-1$, such that:
(a) For $i=1$ or 2 and for each subset $J$ of the integers $1,2, \ldots, n-1$, $A$ is the direct product of the $A_{k}$ with $k \neq i$, the $A(i, j)$ with $j$ in $J$ and the $K(j, i)$ with $j$ not in $J(j<n)$.

Since $G_{1}=E_{1} \otimes D_{1}=E_{1} \otimes A_{1}=E_{1} \otimes A(1,1) \otimes \cdots \otimes A(1, n-1)$, we see from Lemma 5.6 that $D_{1}=H(1,1) \otimes \cdots \otimes H(1, n-1)$ and that $E_{1} \otimes H(1, j)=E_{1} \otimes A(1, j)$ for $j<n$, where $H(1, j)=\left[E_{1} \otimes A(1, j)\right] \cap D_{1}$. Similarly, since $G_{2}=D_{2} \otimes E_{2}=D_{2} \otimes A_{2}=D_{2} \otimes A(2,1) \otimes \cdots \otimes A(2, n-1)$, we have $E_{2}=H(2,1) \otimes \cdots \otimes H(2, n-1)$ and $D_{2} \otimes H(2, j)=D_{2} \otimes A(2, j)$ for $j<n$, where $H(2, j)=\left[D_{2} \otimes A(2, j)\right] \cap E_{2}$. In addition, we define $H(1, n)=D_{2}, H(2, n)=E_{1}, K(n, 1)=B_{2}, K(n, 2)=B_{1}$. Then $H_{i}=H(i, 1) \otimes \cdots \otimes H(i, n), \quad K_{j}=K(j, 1) \otimes K(j, 2)$ for $i=1,2$; $j=1,2, \ldots, n$ and we are to prove:
(b) For $i=1$ or 2 and for each subset $J$ of the integers 1,2,..., $n$, $G$ is the direct product of the $H_{k}$ with $k \neq i$, the $H(i, j)$ with $j$ in $J$ and the $K(j, i)$ with $j$ not in $J$.

Clearly it will suffice to prove (b) for $i=1$. We note that $H_{2}=E$. We may assume without loss of generality that $J=J^{\prime}$ or $J=J^{\prime} \cup n$ where $J^{\prime}$ consists of $1,2, \ldots, k$ for some integer $k$ with $k<n$. Since $G=G_{1} \otimes G_{2}=A_{1} \otimes E_{1} \otimes G_{2}$ and since, by (a) with $J$ replaced by $J^{\prime}$,

$$
A_{1} \otimes G_{2}=A_{1} \otimes A_{2} \otimes B_{2}
$$

$=B_{2} \otimes A_{2} \otimes A(1,1) \otimes \cdots \otimes A(1, k) \otimes K(k+1,1) \otimes \cdots \otimes K(n-1,1)$, we have
$G=G_{2} \otimes E_{1} \otimes A(1,1) \otimes \cdots \otimes A(1, k) \otimes K(k+1,1) \otimes \cdots \otimes K(n-1,1)$. In the last equation, since $E_{1} \otimes A(1, j)=E_{1} \otimes H(1, j)$ for $j<n$, each $A(1, j)$ can be replaced by $H(1, j)$. Moreover, if $P=B_{2}$ or $D_{2}$, we have $G_{2} \otimes E_{1}=E_{2} \otimes P \otimes E_{1}=E \otimes P=H_{2} \otimes P$. Hence
$G=H_{2} \otimes P \otimes H(1,1) \otimes \cdots \otimes H(1, k) \otimes K(k+1,1) \otimes \cdots \otimes K(n-1,1)$. If $J=J^{\prime}$ we take $P=B_{2}=K(n, 1)$; if $J=J^{\prime} \cup n$ we take $P=D_{2}$ $=H(1, n)$. This completes the proof of (b). Consequently, $E(2, n)$ holds for $G$ and, as in the proof of (ii), for every direct $\Omega$-factor of $G$. The proof of (iii) is complete.

Now the proof of Theorem 5.1 follows easily: Assuming $\mathfrak{B}$, we infer from (iii) that $\mathfrak{E}(2, n)$ holds for all $n$; thence we infer from (ii) that $\mathfrak{E}(m, n)$ holds for all $m, n$.

In view of Theorem 5.1 it becomes of interest to study conditions under which $\mathfrak{B}$ is valid. First we need a lemma:

Lemma 5.8. Let $G=S \otimes T$ for $\Omega$-subloops of the operator loop $(G, \Omega)$. Then: (i) $G^{\prime}=S^{\prime} \otimes T^{\prime}$; (ii) $Z_{\Omega}(G)=Z_{\Omega}(S) \otimes Z_{\Omega}(T)$.

Proof. Let $1=\alpha+\beta, S=G \alpha, T=G \beta$ for $\Omega$-projections $\alpha, \beta$ of $G$. Clearly $G^{\prime} \alpha=S^{\prime}, G^{\prime} \beta=T^{\prime}$. Hence $G^{\prime}=S^{\prime} \otimes T^{\prime}$, proving (i). Again, from the definition of centre, $Z(G)=Z(S) \otimes Z(T)$. In particular, $Z_{\Omega}(S) \subset Z(S) \subset Z(G)$, so $Z_{\Omega}(S)$ is an $\Omega$-subloop of $Z(G)$ and hence $Z_{\Omega}(S) \subset Z_{\Omega}(G)$. Similarly, $Z_{\Omega}(T) \subset Z_{\Omega}(G)$. On the other hand, $Z_{\Omega}(G) \alpha$ is an $\Omega$-subloop of $G$ contained in $Z(G) \cap S=Z(S)$, so $Z_{\Omega}(G) \alpha \subset Z_{\Omega}(S)$. Similarly, $Z_{\Omega}(G) \beta \subset Z_{\Omega}(T)$. Thus $Z_{\Omega}(G) \subset Z_{\Omega}(S) Z_{\Omega}(T) \subset Z_{\Omega}(G)$, so $Z_{\Omega}(G)=Z_{\Omega}(S) Z_{\Omega}(T)=Z_{\Omega}(S) \otimes Z_{\Omega}(T)$. This proves (ii).

Theorem 5.2. Let $(G, \Omega)$ be an operator loop with $\Omega$-centre $Z_{\Omega}$. Then the following statements are equivalent:
(i) Every direct $\Omega$-factor of $G$ satisfies $\mathfrak{B}$.
(ii) For every direct $\Omega$-factor $S$ of $G$, the $\Omega$-factor $Z_{\Omega}(S)$ of $Z_{\Omega}$ satisfies $\mathfrak{B}$.

Corollary. If every direct $\Omega$-factor of $Z_{\Omega}$ satisfies $\mathfrak{B}$, then every direct $\Omega$-factor of $G$ satisties $\mathfrak{B}$.

Proof. That (i) implies (ii) is a direct consequence of Lemma 5.8 (ii). In view of Lemma 5.8, if we assume that $Z_{\Omega}=Z_{\Omega}(G)$ satisfies $\mathfrak{B}$ and prove that $G$ satisfies $\mathfrak{B}$, the proof that (ii) implies (i) will be complete. Henceforth we assume that $Z_{\Omega}$ satisfies $\mathfrak{B}$. Let $A=G \alpha, B=G \beta$, $D=G \delta, E=G \varepsilon$ for $\Omega$-projections $\alpha, \beta, \delta, \varepsilon$ of $G$ such that $1=\alpha+\beta$ $=\delta+\varepsilon$. By Lemma 5.8, $Z_{\Omega}=Z_{\Omega}(A) \otimes Z_{\Omega}(B)=Z_{\Omega}(D) \otimes Z_{\Omega}(E)$. Since $Z_{\Omega}$ satisfies $\mathfrak{B}$,

$$
\begin{array}{ll}
Z_{\Omega}(A) & =A^{*} \otimes A^{* *},  \tag{5.6}\\
Z_{\Omega}(D) & =D^{*} \otimes D^{* *},
\end{array} Z_{\Omega}(E)=E^{*} \otimes B^{* *}, E^{* *}
$$

and $Z_{\Omega}=Z^{*} \otimes Z^{* *}$ for $\Omega$-subloops such that

$$
\begin{align*}
& Z^{*}=A^{*} \otimes B^{*}=D^{*} \otimes B^{*}=A^{*} \otimes E^{*}=D^{*} \otimes E^{*}  \tag{5.7}\\
& Z^{* *}=A^{* *} \otimes B^{* *}=E^{* *} \otimes B^{* *}=A^{* *} \otimes D^{* *}=E^{* *} \otimes D^{* *}
\end{align*}
$$

Since $Z^{*} \alpha=A^{*}=D^{*} \alpha$, we see that $\alpha$ maps $D^{*}$ upon $A^{*}$. If $d^{*} \alpha=1$ for $d^{*}$ in $D^{*}$, then $d^{*}=d^{*}(\alpha+\beta)=d^{*} \beta \in D^{*} \cap Z^{*} \beta=D^{*} \cap B^{*}=1$. Hence, and similarly:
$\alpha$ induces isomorphisms of $D^{*}$ upon $A^{*}$ and $E^{* *}$ upon $A^{* *}$,
$\beta$ induces isomorphisms of $E^{*}$ upon $B^{*}$ and $D^{* *}$ upon $B^{* *}$,
$\delta$ induces isomorphisms of $A^{*}$ upon $D^{*}$ and $B^{* *}$ upon $D^{* *}$,
$\varepsilon$ induces isomorphisms of $B^{*}$ upon $E^{*}$ and $A^{* *}$ upon $E^{* *}$.
Now we define the following $\Omega$-subloops of $G$ :

$$
\begin{array}{ll}
A_{1}=A \cap\left(D \otimes E^{*}\right), & A_{2}=A \cap\left(E \otimes D^{* *}\right), \\
B_{1}=B \cap\left(E \otimes D^{*}\right), & B_{2}=B \cap\left(D \otimes E^{* *}\right),  \tag{5.9}\\
D_{1}=D \cap\left(A \otimes B^{*}\right), & D_{2}=D \cap\left(B \otimes A^{* *}\right), \\
E_{1}=E \cap\left(B \otimes A^{*}\right), & E_{2}=E \cap\left(A \otimes B^{* *}\right) .
\end{array}
$$

If $a$ is in $A_{1} \cap A_{2}$ then $a=(a \delta)(a \varepsilon)$ is in $E^{*} \otimes D^{* *}$. Since $a \beta=1$ and since, by (5.8), $\beta$ induces an isomorphism of $E^{*} \otimes D^{* *}$, then $a=1$. Hence and similarly,

$$
\begin{equation*}
A_{1} \cap A_{2}=B_{1} \cap B_{2}=D_{1} \cap D_{2}=E_{1} \cap E_{2}=1 \tag{5.10}
\end{equation*}
$$

Since $G^{\prime} \alpha \delta \beta=G^{\prime} \alpha \beta \delta=1, \alpha \delta \beta$ is centralizing. Consequently, if $a$ is in $A$, then $a \delta \beta=a \alpha \delta \beta$ is in $B \cap Z_{\Omega}=Z_{\Omega}(B)=B^{*} \otimes B^{* *}=\left(E^{*} \otimes D^{* *}\right) \beta$. Hence $a \delta=a_{1}\left(e^{*} d^{* *}\right)$ for unique $a_{1}, e^{*}, d^{* *}$ in $A, E^{*}, D^{* *}$ respectively.

Then $1=a \delta \varepsilon=\left(a_{1} \varepsilon\right) e^{*}$, so $a_{1} \varepsilon$ is in $E^{*}$ and $a_{1}=\left(a_{1} \delta\right)\left(a_{1} \varepsilon\right)$ is in $A \cap\left(D \otimes E^{*}\right)=A_{1}$. If $a=a_{1} a_{2}$ then $a_{2}$ is in $A$ and $a_{1} \delta \cdot a_{2} \delta=a \delta$ $=(a \delta) \delta=\left[a_{1}\left(e^{*} d^{* *}\right)\right] \delta=\left(a_{1} \delta\right) d^{* *}$. Hence $a_{2} \delta=d^{* *}$ and $a_{2}=\left(a_{2} \delta\right)\left(a_{2} \varepsilon\right)$ is in $A \cap\left(E \otimes D^{* *}\right)=A_{2}$. Thus $A \subset A_{1} A_{2} \subset A$ so $A=A_{1} A_{2}=A_{1} \otimes A_{2}$. Similarly

$$
\begin{equation*}
A=A_{1} \otimes A_{2}, \quad B=B_{1} \otimes B_{2}, \quad D=D_{1} \otimes D_{2}, \quad E=E_{1} \otimes E_{2} . \tag{5.11}
\end{equation*}
$$

By (5.7), (5.8), we have $A^{*} \subset A \cap\left(A^{*} D\right) \subset A \cap\left(Z^{*} D\right) \subset A \cap\left[\left(D^{*} \otimes E^{*}\right) D\right]$ $=A \cap\left(D \otimes E^{*}\right)=A_{1}$. If $a_{1}$ is in $A_{1}$ then $a_{1}=d e^{*}$ for $d$ in $D, e^{*}$ in $E^{*}$. Since $1=a_{1} \beta=(d \beta)\left(e^{*} \beta\right)$ and since $e^{*} \beta$ is in $B^{*}$, then $d \beta$ is in $B^{*}$ and $d=(d \alpha)(d \beta)$ is in $D \cap\left(A \otimes B^{*}\right)=D_{1}$. Therefore $a_{1}$ is in $D_{1} \otimes E^{*}$. Similarly,

$$
\begin{array}{ll}
A^{*} \subset A_{1} \subset D_{1} \otimes E^{*} \subset D_{1} Z^{*}, & A^{* *} \subset A_{2} \subset E_{2} \otimes D^{* *} \subset E_{2} Z^{* *}, \\
B^{*} \subset B_{1} \subset E_{1} \otimes D^{*} \subset E_{1} Z^{*}, & B^{* *} \subset B_{2} \subset D_{2} \otimes E^{* *} \subset D_{2} Z^{* *},  \tag{5.12}\\
D^{*} \subset D_{1} \subset A_{1} \otimes B^{*} \subset A_{1} Z^{*}, & D^{* *} \subset D_{2} \subset B_{2} \otimes A^{* *} \subset B_{2} Z^{* *}, \\
E^{*} \subset E_{1} \subset B_{1} \otimes A^{*} \subset B_{1} Z^{*}, & E^{* *} \subset E_{2} \subset A_{2} \otimes B^{* *} \subset A_{2} Z^{* *}
\end{array}
$$

Since $A_{1} \cap B_{1} \subset A \cap B=1$, then $A_{1} \cap B_{1}=1$. Similarly, $D_{1} \cap E_{1}=1$. By (5.12), $D_{1} \cap B_{1}=\left[D_{1} \cap\left(A_{1} \otimes B^{*}\right)\right] \cap\left[B_{1} \cap\left(E_{1} \otimes D^{*}\right)\right]=$ $\left[B_{1} \cap\left(A_{1} \otimes B^{*}\right)\right] \cap\left[D_{1} \cap\left(E_{1} \otimes D^{*}\right)\right]=B^{*} \cap D^{*}=1$. Similarly, $A_{1} \cap E_{1}=1$. Then, by (5.12) again, $A_{1} \otimes B_{1} \subset D_{1} Z^{*} B_{1} \subset D_{1} \otimes B_{1} \subset$ $\subset A_{1} Z^{*} B_{1} \subset A_{1} \otimes B_{1} \subset A_{1} E_{1} Z^{*} \subset A_{1} \otimes E_{1} \subset D_{1} Z^{*} E_{1} \subset D_{1} \otimes E_{1} \subset$ $\subset A_{1} Z^{*} B_{1} Z^{*} \subset A_{1} \otimes B_{1}$. Thus, and similarly,

$$
\begin{align*}
& A_{1} \otimes B_{1}=D_{1} \otimes B_{1}=A_{1} \otimes E_{1}=D_{1} \otimes E_{1},  \tag{5.13}\\
& A_{2} \otimes B_{2}=E_{2} \otimes B_{2}=A_{2} \otimes D_{2}=E_{2} \otimes D_{2}
\end{align*}
$$

In view of (5.13), $G$ satisfies $\mathfrak{B}$. And, with this, the proof of Theorem 5.2 is complete.

Theorems 5.1, 5.2 suggest that our next concern should be with the validity of $\mathfrak{B}$ in abelian operator groups. Actually we proceed with a little more generality. As before, $K(\theta)$ denotes the kernel of the endomorphism $\theta$ of the operator loop $(G, \Omega)$. The radical, $R(\theta)$, of $\theta$, is defined to be the union of the kernels $K\left(\theta^{i}\right), i=1,2, \ldots$ Clearly $R(\theta)$ is a normal subloop of $G$. If $\theta$ is an $\Omega$-endomorphism, then $R(\theta)$ is an $\Omega$-subloop of $G$. In what follows we impose ascending and descending chain conditions on the $\Omega$-subloops of the abelian group $G / G^{\prime}$.

Lemma 5.9. (Fitting's Lemma.) Let $(G, \Omega)$ be an operator loop with commutator-associator subloop $G^{\prime}$, such that $G / G^{\prime}$ satisfies the ascending and descending chain conditions for $\Omega$-subloops. If $\theta$ is a normal $\Omega$-endomorphism of $G$, there exists a unique normal $\Omega$-subloop, $C(\theta)$, of $G$ such that $\theta$ induces an automorphism of $C(\theta)$ and

$$
\begin{equation*}
G=C(\theta) \otimes R(\theta) \tag{5.14}
\end{equation*}
$$

Proof. By Lemma 4.1 (iii), $a \theta=a \theta^{3}$ for every $a$ in $G^{\prime}$. If $a \in G^{\prime} \cap R(\theta)$, then $a \theta=a \theta\left(\theta^{2}\right)^{i}=1$ for a suitable positive integer $i$. Hence

$$
\begin{equation*}
G^{\prime} \cap R(\theta)=G^{\prime} \cap K(\theta) . \tag{5.15}
\end{equation*}
$$

If $a \in G^{\prime}$ and $a \theta^{2}=a b$, then $b \in G^{\prime}$ and $a \theta=a \theta^{3}=(a b) \theta=a \theta \cdot b \theta$, so $b \theta=1, b \in G^{\prime} \cap K(\theta)$. Thus $G^{\prime} \theta^{2} \cdot K(\theta)=G^{\prime} \cdot K(\theta)$. If $i, j$ are positive integers, with $i<2 j$, then $G^{\prime} K(\theta) \supset G^{\prime} \theta^{i} \cdot K(\theta) \supset G^{\prime} \theta^{2 j} \cdot K(\theta)=G^{\prime} \theta^{2} \cdot K(\theta)$ $=G^{\prime} \cdot K(\theta)$. Hence

$$
\begin{equation*}
G^{\prime} \theta^{i} \cdot K(\theta)=G^{\prime} K(\theta) \supset G^{\prime} \tag{5.16}
\end{equation*}
$$

for every positive integer $i$. By (5.16), the descending chain

$$
\begin{equation*}
G K(\theta) \supset G \theta \cdot K(\theta) \supset G \theta^{2} \cdot K(\theta) \supset \cdots \tag{D}
\end{equation*}
$$

of $\Omega$-subloops is essentially a chain for $G / G^{\prime}$ and therefore eventually becomes constant. However, if $G \theta^{s} \cdot K(\theta)=G \theta^{s+1} K(\theta)$, then $G \theta^{s+1}$ $=G \theta^{8+2}$. That is, the chain $G \supset G \theta \supset G \theta^{2} \supset \cdots$, eventually becomes constant. Again, the chain

$$
\begin{equation*}
G^{\prime} \subset G^{\prime} K(\theta) \subset G^{\prime} K\left(\theta^{2}\right) \subset G^{\prime} K\left(\theta^{3}\right) \subset \cdots \tag{A}
\end{equation*}
$$

eventually becomes constant. However, if $G^{\prime} K\left(\theta^{t}\right)=G^{\prime} K\left(\theta^{t+1}\right)$ for positive $t$, then, by $(5.15), \quad K\left(\theta^{t+1}\right)=K\left(\theta^{t}\right)\left[G^{\prime} \cap K\left(\theta^{t+1}\right)\right]$ $=K\left(\theta^{t}\right)\left[G^{\prime} \cap K(\theta)\right]=K\left(\theta^{t}\right)$. That is, the chain $K(\theta) \subset K\left(\theta^{2}\right) \subset K\left(\theta^{3}\right) \subset \cdots$, eventually becomes constant. Consequently there exists a positive integer $n$ such that $P=G \theta^{n}=G \theta^{n+1}=\cdots$ and $R(\theta)=K\left(\theta^{n}\right)$ $=K\left(\theta^{n+1}\right)=\cdots$. Clearly $P \theta=P$ and $P \cap K(\theta) \subset P \cap R(\theta)$. If $p$ is in $P \cap R(\theta)$ then $p=x \theta^{n}$ for $x$ in $G$ such that $x \theta^{2 n}=1$. Hence $x \in R(\theta)$ $=K\left(\theta^{n}\right)$, so $p=x \theta^{n}=1$. Therefore $P \cap R(\theta)=1$ and $\theta$ induces an automorphism of $P$. If $y$ is in $G$ then $y \theta^{n} \in P=P \theta^{n}$, so $y \theta^{n}=p \theta^{n}$ for $p$ in $P$ and $y=p z$ where $z \theta^{n}=1, z$ is in $R(\theta)$. Thus $G=P R(\theta)$, $P \cap R(\theta)=1$, so $G=P \otimes R(\theta)$. If (5.14) holds, where $\theta$ induces an automorphism of $C(\theta)$, then $P=G \theta^{n}=C(\theta) \cdot \theta^{n}=C(\theta)$, showing the uniqueness of $C(\theta)$. This proves Lemma 5.9.

Lemma 5.10. Let $(G, \Omega)$ be an operator loop with commutator-associator subloop $G^{\prime}$ such that $G / G^{\prime}$ satisfies the ascending and descending chain conditions on $\Omega$-subloops. If $G=S \otimes T$ for $\Omega$-subloops $S, T$ and if the normal $\Omega$-endomorphism $\varphi$ of $G$ induces an isomorphism of $S$ into $S$, then $\varphi$ induces an automorphism of $S$.

Proof. Let $S=G \alpha, T=G \beta$ for $\Omega$-projections $\alpha, \beta$ such that $1=\alpha+\beta$. The normal $\Omega$-endomorphism $\theta=\alpha \varphi$ maps $G$ into $S$ and coincides with $\varphi$ on $S$. In particular, since $\varphi$ is one-to-one on $S, S \cap R(\theta)=1$. By Lemma 5.9, $G=C(\theta) \otimes R(\theta)$ where $\theta$ induces an automorphism of $C(\theta)$. Since $\quad C(\theta)=C(\theta) \theta \subset G \theta \subset S, \quad S=C(\theta) \otimes[R(\theta) \cap S]=C(\theta) \quad$ by Lemma 5.5. Therefore $\varphi$, with $\theta$, induces an automorphism of $S$.

Lemma 5.11. If $\alpha, \beta, \delta, \varepsilon$ are $\Omega$-projections of the operator $\operatorname{loop}(G, \Omega)$ such that $1=\alpha+\beta=\delta+\varepsilon$, and if the direct $\Omega$-decompositions $G \alpha=A_{1} \otimes A_{\mathbf{2}}$,
$G \beta=B_{1} \otimes B_{2}, G \delta=D_{1} \otimes D_{2}, G \varepsilon=E_{1} \otimes E_{2}$ are such that
$\alpha$ induces an isomorphism of $D_{1}$ upon $A_{1}$ and of $E_{2}$ upon $A_{2}$,
$\beta$ induces an isomorphism of $E_{1}$ upon $B_{1}$ and of $A_{2}$ upon $B_{2}$,
$\delta$ induces an isomorphism of $A_{1}$ upon $D_{1}$ and of $B_{2}$ upon $D_{2}$,
$\varepsilon$ induces an isomorphism of $B_{1}$ upon $E_{1}$ and of $A_{2}$ upon $E_{2}$,
then

$$
\begin{array}{ll}
G \alpha \otimes B_{1}=G \alpha \otimes E_{1}, & G \alpha \otimes B_{2}=G \alpha \otimes D_{2}, \\
G \beta \otimes A_{1}=G \beta \otimes D_{1}, & G \beta \otimes A_{2}=G \beta \otimes E_{2},  \tag{5.18}\\
G \delta \otimes E_{1}=G \delta \otimes B_{1}, & G \delta \otimes E_{2}=G \delta \otimes A_{2}, \\
G \varepsilon \otimes D_{1}=G \varepsilon \otimes A_{1}, & G \varepsilon \otimes D_{2}=G \varepsilon \otimes B_{2} .
\end{array}
$$

Proof. Set $P=G \alpha \otimes B_{1}$. Since $E_{1} \alpha \subset G \alpha$ and $E_{1} \beta \subset B_{1}$, then $E_{1} \subset P$. If $x \in E_{1} \cap G \alpha$, then $x \beta=1$, whence, since $\beta$ induces an isomorphism of $E_{1}, x=1$. Therefore $Q=G \alpha \otimes E_{1}$ exists, and $Q \subset P$. Since $G^{\prime} \beta \varepsilon \alpha=G^{\prime} \beta \alpha \varepsilon=1, \beta \varepsilon \alpha$ is centralizing and $-\beta \varepsilon \alpha$ exists. Since $\beta \varepsilon=\beta \varepsilon \alpha+\beta \varepsilon \beta$, then $\beta \varepsilon \beta=(-\beta \varepsilon \alpha)+\beta \varepsilon$. Inasmuch as $B_{1} \beta \varepsilon \beta=B_{1}$, $B_{1}(-\beta \varepsilon \alpha) \subset G \alpha$ and $B_{1} \beta \varepsilon=E_{1}$, we see that $B_{1} \subset Q$. Hence $P \subset Q \subset P$, so $P=Q$. This proves the first of equations (5.18). The others are proved similarly.

Theorem 5.3. Let $(G, \Omega)$ be an operator loop with commutatorassociator subloop $G^{\prime}$ such that $G / G^{\prime}$ satisfies the ascending and descending chain conditions for $\Omega$-subloops. Then every direct $\Omega$-factor of $G$ satisfies $\mathfrak{B}$ and hence satisfies $\mathfrak{E}(m, n)$ for all positive integers $m, n$.

Proof. If $G=S \otimes T$ for $\Omega$-subloops $S, T$, then, by Lemma 5.8 (i), $G^{\prime}=S^{\prime} \otimes T^{\prime}$. The mapping $H \rightarrow K=H \otimes T^{\prime}$ is one-to-one from the $\Omega$-subloops $H$ of $S$ which contain $S^{\prime}$ into the $\Omega$-subloops $K$ of $G$ which contain $G^{\prime}$. Consequently, the chain conditions for $G / G^{\prime}$ imply those for $S / S^{\prime}$. Accordingly, we need merely prove that $G$ satisfies $\mathfrak{B}$. Let $G=A \otimes B$ $=D \otimes E$ and $A=G \alpha, B=G \beta, D=G \delta, E=G \varepsilon$ for $\Omega$-projections $\alpha, \beta, \delta, \varepsilon$ such that $1=\alpha+\beta=\delta+\varepsilon$. By Lemma 5.9 with $\theta=\alpha \delta \alpha$, $G=C(\theta) \otimes R(\theta)$ where $\theta$ induces an automorphism of $C(\theta)$. Since $G \theta \subset A$, we have, by Lemma 5.5,

$$
\begin{equation*}
A=A_{1} \otimes A_{2}, \quad A_{1}=C(\alpha \delta \alpha), \quad A_{2}=A \cap R(\alpha \delta \alpha) . \tag{5.19}
\end{equation*}
$$

If $\varphi=\alpha \varepsilon \alpha$ then $:=\alpha(\delta+\varepsilon) \alpha=\theta+\varphi$. Also $\alpha \theta=\theta \alpha=\theta$ and hence $\theta \varphi=\varphi \theta$. Consequently, $R(\theta) \varphi \subset R(\theta)$. Since, also $A \varphi \subset A$, we see that $A_{2} \varphi \subset A_{2}$. If $a \in A_{2} \cap R(\varphi)=A \cap R(\theta) \cap R(\varphi)$ then $a \theta^{s}=a \varphi^{t}=1$ for positive integers $s, t$. Since $G^{\prime} \theta \varphi=G^{\prime} \delta \varepsilon \alpha=1, \theta \varphi=\varphi \theta$ is centralizing and, consequently, the binomial theorem is applicable to $(\theta+\varphi)^{n}$. Taking $n=s+t$, we deduce that $a=a(\theta+\varphi)^{n}=1$. Hence $\varphi$ induces
an isomorphism of $A_{2}$ into $A_{2}$ and thus, by Lemma 5.10, an automorphism of $A_{2}$. Therefore
$\alpha \delta \alpha, \alpha \varepsilon \alpha$ induce automorphisms of $A_{1}, A_{2}$ respectively.
Similarly, we get

$$
\begin{equation*}
D=D_{1} \otimes D_{2}, \quad D_{1}=C(\delta \alpha \delta), \quad D_{2}=D \cap R(\delta \alpha \delta) \tag{5.21}
\end{equation*}
$$

where

$$
\begin{equation*}
\delta \alpha \delta, \delta \beta \delta \text { induce automorphisms of } D_{1}, D_{2} \text { respectively. } \tag{5.22}
\end{equation*}
$$

By the chain conditions $A_{1}=G(\alpha \delta \alpha)^{n}$ for a suitable integer $n$. Then $D_{1} \alpha=D_{1}(\delta \alpha \delta)^{n} \alpha=D_{1} \delta(\alpha \delta \alpha)^{n} \subset A_{1}$. Similarly $A_{1} \delta \subset D_{1} \quad$ and therefore $D_{1}=D_{1} \delta \alpha \delta=\left(D_{1} \alpha\right) \delta \subset A_{1} \delta \subset D_{1}$. Thus $D_{1}=A_{1} \delta, A_{1}=D_{1} \alpha$, and
$\alpha, \delta$ induce isomorphisms of $D_{1}$ upon $A_{1}, A_{1}$ upon $D_{1}$, respectively.
Next we define

$$
\begin{equation*}
B_{2}=D_{2} \beta, \quad E_{2}=A_{2} \varepsilon . \tag{5.24}
\end{equation*}
$$

Since $\delta \beta \delta$ induces an automorphism of $D_{2}$, and similarly,
$\beta, \delta$ induce isomorphisms of $D_{2}$ upon $B_{2}, B_{2}$ upon $D_{2}$, respectively.
$\varepsilon, \alpha$ induce isomorphisms of $A_{2}$ upon $E_{2}, E_{2}$ upon $A_{2}$, respectively.
If $x$ is in $B_{2} \cap\left(D_{1} \otimes E\right)$, then $x \delta$ is in $B_{2} \delta \cap D_{1}=D_{2} \cap D_{1}=1$. Since $x$ is in $B_{2}$ and $x \delta=1$, then $x=1$. Therefore $B_{2} \otimes D_{1} \otimes E$ exists. Since $\delta \beta=\delta \beta \delta+\delta \beta \varepsilon$ and $\delta \beta \varepsilon$ is centralizing, $\delta \beta \delta=\delta \beta+(-\delta \beta \varepsilon)$. Therefore $D_{2}=D_{2} \delta \beta \delta \subset\left(D_{2} \delta \beta\right)\left[D_{2}(-\delta \beta \varepsilon)\right] \subset B_{2} E=B_{2} \otimes E$. Hence $G=D \otimes E=D_{1} \otimes D_{2} \otimes E=D_{1} \otimes B_{2} \otimes E$. Similarly, $G=A_{1} \otimes E_{2} \otimes B$. Consequently, by Lemma 5.5 ,

$$
\begin{equation*}
B=B_{1} \otimes B_{2}, \quad E=E_{1} \otimes E_{2} \tag{5.26}
\end{equation*}
$$

where

$$
\begin{equation*}
B_{1}=B \cap\left(D_{1} \otimes E\right), \quad E_{1}=E \cap\left(A_{1} \otimes B\right) . \tag{5.27}
\end{equation*}
$$

If $b$ is in $B_{1}$, then, by (5.27), (5.23), $b \delta \alpha$ is in $A_{1}$. Since $1=b \alpha=b(\delta+\varepsilon) \alpha$ $=b \delta \alpha \cdot b \varepsilon \alpha, b \varepsilon \alpha$ is also in $A_{1}$. Then $b \varepsilon=b \varepsilon \alpha \cdot b \varepsilon \beta$ is in $E \cap\left(A_{1} \otimes B\right)$ $=E_{1}$. Hence $B_{1} \varepsilon \subset E_{1}$, and, similarly, $E_{1} \beta \subset B_{1}$. If $b$ is in $B_{1}$, and $b \varepsilon=1$, then $b=b \delta$ is in $D_{1}$ and $1=b \alpha=(b \delta) \alpha$. Therefore, by (5.23), $b \delta=1$ and hence $b=1$. Thus, and similarly, $\varepsilon, \beta$ induce isomorphisms of $B_{1}, E_{1}$ respectively. Hence $\varepsilon \beta$ induces an isomorphism of $B_{1}$ into $B_{1}$ and thence, by Lemma 5.10, an automorphism of $B_{1}$. Since $B_{1}=B_{1} \varepsilon \beta \subset E_{1} \beta \subset B_{1}$, then $B_{1}=E_{1} \beta$. We now may state:
$\varepsilon, \beta$ induce isomorphisms of $B_{1}$ upon $E_{1}, E_{1}$ upon $B_{1}$, respectively.
Since (5.23), (5.25), (5.28) imply (5.17), we may use (5.18). In particular,

$$
P=B \otimes A_{1}=B \otimes D_{1}, \quad Q=E \otimes D_{1}=E \otimes A_{1}
$$

Since $P \cap Q \cap B=Q \cap B=B \cap\left(D_{1} \otimes E\right)=B_{1}$ and $P \cap Q \cap E=P \cap E$ $=E \cap\left(A_{1} \otimes B\right)=E_{1}$, we deduce by several uses of Lemma 5.4 that

$$
\begin{equation*}
P \cap Q=A_{1} \otimes B_{1}=D_{1} \otimes B_{1}=A_{1} \otimes E_{1}=D_{1} \otimes E_{1}=G_{1} . \tag{5.29}
\end{equation*}
$$

Similarly, if

$$
\begin{equation*}
D_{3}=D \cap\left(A_{2} \otimes B\right), \quad B_{3}=B \cap\left(E_{2} \otimes D\right), \tag{5.30}
\end{equation*}
$$

the equations

$$
S=B \otimes A_{2}=B \otimes E_{2}, \quad T=D \otimes E_{2}=D \otimes A_{2}
$$

yield

$$
\begin{equation*}
S \cap T=A_{2} \otimes B_{3}=E_{2} \otimes B_{3}=A_{2} \otimes D_{3}=E_{2} \otimes D_{3}=G_{2} . \tag{5.31}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
G_{2} \beta=B_{3}=D_{3} \beta . \tag{5.32}
\end{equation*}
$$

By (5.31), $D_{3} \alpha \subset G_{2} \alpha \subset A_{2}$. If $d \in D_{3}, d(\delta \alpha \delta)^{n+1}=(d \alpha)(\alpha \delta \alpha)^{n} \delta$ for every positive integer $n$. By (5.19), $A_{2} \subset R(\alpha \delta \alpha)$. Therefore $D_{3} \subset D \cap R(\delta \alpha \delta)$ $=D_{2}$ by (5.21). Since $G=A \otimes B=G_{1} \otimes A_{2} \otimes B_{2}=D_{1} \otimes A_{2} \otimes B$, then, by Lemma 5.5, $D=D_{1} \otimes\left[D \cap\left(A_{2} \otimes B\right)\right]=D_{1} \otimes D_{3} . \quad$ Again, since $D_{3} \subset D_{2} \subset D, D_{2}=D_{3} \otimes\left(D_{2} \cap D_{1}\right)=D_{3}$. Therefore $D_{3}=D_{2}$ and, by (5.32), (5.24), $B_{3}=D_{3} \beta=D_{2} \beta=B_{2}$. With this, the proof of Theorem 5.3 is complete. In view of Theorem 5.2 we may add:

Corollary. If $(G, \Omega)$ is an operator loop whose $\Omega$-centre satisfies the ascending and descending chain conditions on $\Omega$-subloops, then every direct $\Omega$-factor of $G$ satisfies $\mathfrak{B}$ and hence satisties $\mathfrak{E}(m, n)$ for all positive integers $m, n$.

For an application of $\mathfrak{B}$ (under the name of "weak refinability") to the theory of direct decomposition into infinitely many factors, see Baer [B 2].

It should be clear from the foregoing treatment that the open questions in the theory of direct decomposition of operator loops are mainly open questions concerning abelian operator groups. The situation remains unchanged when we consider direct decomposition into infinitely many factors. For many topics not covered here and for other points of view (notably, that of lattice theory) see Kuroš; Theory of Groups, Specht, Gruppentheorie and the papers of BaEr (cited above).

For significant and broad results in the theory of direct decomposition of general algebras see Jônsson and TARSKi [15] (whose theory, however, does not say much for abelian groups) and Goldie [10].

## 6. Characteristic free factors

A sbloop $H$ of a loop $G$ is called a characteristic subloop of $G$ provided that $H \theta \subset H$ for every automorphism $\theta$ of $G$. If the inner mapping group $\mathfrak{J}(G)$ consists entirely of automorphisms (e. g., when $G$ is a group),
characteristic subloops are normal. However, there exist loops with non-normal characteristic subloops (Bruck [69], [70], Bates [64].) This fact is particularly well illustrated by the following results of Bates [64] on free decomposition:

Theorem 6.1. No nontrivial free factor of a loop $G$ is normal in $G$.
Theorem 6.2. If $G=A * B$ for nontrivial subloops $A, B$ of a loop $G$, then $A$ is a characteristic free factor of $G$ if and only if the following conditions are satisfied: (a) No nontrivial free factor of $A$ is a free loop. (b) No nontrivial free factor of $A$ is isomorphic to a free factor of $B$.

Theorem 6.3. Every two free decompositions, $G=\Pi * H(v), G=\Pi * K(w)$ of a loop $G$ into characteristic subloops $H(v), K(w)$, have a common refinement, $G=\Pi^{*}(H(v) \cap K(w))$, where the free factors $H(v) \cap K(w)$ are also characteristic.

Theorem 6.4. If a loop $G$ is a free product of loops $H(v)$, then there exists one and only one free decomposition of $G$ into free factors $K(w)$ such that (i) each $K(w)$ is a characteristic subloop of $G$ and is a free product of one or more of the $H(v)$; (ii) no proper refinement of the free decomposition $G=\Pi^{*} K(w)$ has property (i).

The proofs of these theorems will be omitted. A free factor $A$ of the loop $G$ is called nontrivial if $A \neq 1$ and $A \neq G$. In view of Theorem 6.2, we see that if $G$ is the free product (in the sense of loops) of any collection of non-isomorphic simple groups, each free factor is a characteristic subloop of $G$.

## 7. Hamiltonian loops

A loop is called hamiltonian if every subloop is normal. According to this definition, in contrast to the more usual one, abelian groups are included among the hamiltonian groups. D. A. Norton [95] found that hamiltonian loops can have complicated structures. In order to get sharp theorems he imposed additional hypotheses. A loop is powerassociative (di-associative) if every element generates (every two elements generate) a subgroup. A power-associative loop is a $p$-loop ( $p$ a prime) if every element has $p$-power order. Norton's main results may be stated as follows:

Theorem 7.1. A power-associative hamiltonian loop in which every element has finite order is a direct product of hamiltonian $p$-loops.

Theorem 7.2. A di-associative hamiltonian loop $G$ is either an abelian group or a direct product $G=A \otimes T \otimes H$ where $A$ is an abelian group whose elements have finite odd order, $T$ is an abelian group of exponent 2 and $H$ is a non-commutative loop with the following properties:
(i) The centre $Z=Z(H)$ has order two, elements 1 , e where $e \neq 1, e^{2}=1$.
(ii) If $x$ is a non-central element of $H, x^{2}=e$.
(iii) If $x, y$ are in $H$ and $(x, y) \neq 1$, then $(x, y)=e$ and $x, y$ generate a quaternion group.
(iv) If $x, y, z$ are in $H$ and $(x, y, z) \neq 1$, then $(x, y, z)=e$.

Norron showed conversely that if $A, T, H$ are as specified in Theorem 7.2, $A \otimes T \otimes H$ is a di-associative hamiltonian loop. Furthermore, if $H$ satisfies the additional hypothesis that any three elements $x, y, z$ for which $(x, y, z)=1$ are contained in a subgroup, then $H$ is either a quaternion group or a Cayley loop. The latter is a di-associative loop of order 16 with three generators $a_{1}, a_{2}, a_{3}$ such that

$$
\begin{array}{lr}
a_{i}^{4}=1, \quad a_{i}^{2}=a_{j} \neq 1, \quad a_{i} a_{j}=a_{j}^{3} a_{i} & (i \neq j), \\
\left(a_{i} a_{j}\right) a_{k}=a_{i}^{3}\left(a_{j} a_{k}\right), & i, j, k \text { distinct } .
\end{array}
$$

## 8. Loops with transitive automorphism groups

It will be convenient in this section to talk of additive loops instead of multiplicative loops; then the identity element, 1 , is replaced by the zero element, 0 , and direct products by direct sums. Let $G$ be an additive loop, and let $\mathfrak{A}(G)$ denote the group of all automorphisms of $G$. Clearly $0 \mathfrak{A}(G)=0$. We say that $G$ has a transitive automorphism group if $\mathfrak{A}(G)$ is transitive on the nonzero elements of $G$; that is, to every two nonzero elements $a, b$ of $G$ there corresponds at least one $\theta$ in $\mathfrak{A}(G)$ such that $a \theta=b$. In this case, $\mathfrak{A}(G)$ is clearly an irreducible set of endomorphisms of $G$. Hence, by Schur's Lemma, the centralizer, $\mathfrak{C}$, of $\mathfrak{A}(G)$ in the semigroup of all endomorphisms of $G$, consists of the zero endomorphism and a group (5* of automorphisms of $G$; in particular, (5* must be the centre of $\mathscr{A}(G)$ and is, therefore, an abelian group. If, further, $G$ is an abelian group, © (as is well known) is an abelian group under addition and hence is a field. This proves one half of the following:

Theorem 8.1. Let $G$ be an additive abelian group. A necessary and sufficient condition that $G$ have a transitive automorphism group is that $G$ be the additive group of a vector space over a field.

Proof. Necessity has been proved above, so let $G$ be the additive group of a vector space over a field $F$ of right operators. If $a$ is a nonzero element of $G, a F$ is a minimal $F$-subgroup and $\mathfrak{A}(G)$ is clearly transitive on $a F$. If the element $b$ of $G$ is not in $a F$ we observe that $S=a F+b F=a F \oplus b F$. By use of Zorn's Lemma we deduce the existence of an $F$-subgroup $M$ of $G$ such that $G=S \oplus M$. Then it is clear that there exists a unique $F$-automorphism of $G$ which interchanges $a, b$ and induces the identity mapping on $M$. - The details concerning Zorn's Lemma will be indicated in the proof of the next theorem.

Theorem 8.2. Let $G$ be an additive loop which is not an abelian group and which has a transitive automorphism group. Then the following statements are equivalent: (i) $G$ satisfies the ascending chain condition on normal subloops. (ii) $G$ contains a normal subloop $N$ which is minimal in the property that $N \neq 0$. (iii) The only normal subloops of $G$ are $G$ and 0 ; that is, $G$ is simple.

Proof. For each nonzero element $a$ of $G$, let $N(a)$ denote the smallest normal subloop of $G$ which contains $a$. First assume (i) and let $K$ be a nonzero $G$-normal subloop of $N(a)$. Then $K$ contains a nonzero element $b$ and $N(b) \subset K \subset N(a)$. There exists an automorphism $\theta$ of $G$ such that $b \theta=a$. Hence $N(b) \theta=N(b \theta)=N(a)$ and we have an ascending chain, $N(b) \subset N(b) \theta \subset N(b) \theta^{2} \subset \ldots$, of normal subloops of $G$. By (i), there exists a non-negative integer $n$ such that $N(b) \theta^{n}=N(b) \theta^{n+1}$; hence, since $\theta$ is an automorphism, $N(b)=N(b) \theta=N(a)$. Therefore $K=N(a)$, showing that $N(a)$ is a minimal nonzero normal subloop of $G$. Thus (i) implies (ii).

Next assume (ii) and let $b$ be a nonzero element of $N$. By the minimality of $N, N(b)=N$. If $a$ is a nonzero element of $G$ and $\theta$ is an automorphism mapping $b$ on $a$, then $N(a)=N(b) \theta=N \theta$. Hence $N(a)$ is a minimal nonzero normal subloop of $G$ for each nonzero $a$. By Zorn's Lemma, there exists at least one normal subloop $M$ of $G$ which is maximal in the property that $N(a) \cap M=0$. Hence $L=N(a)+M=N(a) \oplus M$ is a normal subloop of $G$. If there exists an element $c$ in $G$ but not in $L$, then $L \cap N(c) \neq N(c)$ and hence, by the minimality of $N(c), L \cap N(c)=0$. But then $L+N(c)=L \oplus N(c)=N(a) \oplus[M \oplus N(c)]$, whence $M \neq M \oplus N(c)$ and $N(a) \cap[M \oplus N(c)]=0$, a contradiction. Therefore $G=N(a) \oplus M$. If $M \neq 0$, there exists a nonzero element $m$ in $M$. The element $s=a+m$ is neither in $N(a)$ nor in $M$, so $N(s) \cap N(a)$ $=N(s) \cap M=0$. Moreover, $G=N(s) \oplus K$ for at least one normal subloop $K$. Since the centre $Z=Z(G)$ is characteristic and since $G \neq Z$, then $Z=Z \mathcal{H}(G)=0$. Hence by Lemma 5.3,

$$
N(s)=[N(s) \cap N(a)] \oplus[N(s) \cap M]=0
$$

a contradiction. Therefore $M=0, G=N(a)$. Thus (ii) implies (iii). Since (iii) obviously implies (i), the proof of Theorem 8.2 is complete.

Weaker forms of Theorems 8.1, 8.2 are proved in Bruck [73]. Examples of loops with transitive automorphism groups are given in Paige [96], Bruck [73], Artzy [56], Bruck [75], Hughes [353]. If a group $G$ with transitive automorphism group has a nonzero element of finite order $p$, then $p$ is a prime and every nonzero element has order $p$. If, in addition, $G$ is not an abelian group, then $G$ must coincide with its commutator subgroup and hence cannot be finite. This may mean - in case Burnside's conjecture is true - that $G$ cannot be finitely generated either. For groups without nonzero elements of finite order the situation is better known:

Theorem 8.3. If $G$ is an addutive group in which every nonzero element has infinite order, then $G$ can be imbedded in an additive group $G^{*}$ (of countable order if $G$ is countable) such that every two nonzero elements of $G^{*}$ are conjugate in $G^{*}$.

Proof. See Neumann [B 12]; in particular, p. 539, corollaries 19.7, 19.8.

## 9. Homomorphism theory of quasigroups

The homomorphism theory of quasigroups was studied for the finite case by Garrison [84], [85] and in general by Kiokemeister [89]. (See also Šik [357].) Another approach was used by T. Evans [5] and others (see I, §5), imbedding the theory in a theory of general algebras. We shall use the notation of Kiokemeister.

Each homomorphism $\theta$ of a quasigroup $G$ upon a quasigroup $G \theta$ uniquely determines a normal equivalence relation $\alpha$ on $G$ by the requirement that, for all $a, b$ in $G, a \alpha b$ if and only if $a 0=b \theta$. An equivalence relation $\alpha$ on $G$ is normal if and only if: (i) $c a \alpha c b$ implies $a \alpha b$; (ii) $a c \alpha b c$ implies $a \alpha b$; (iii) $a \alpha b$ and $c \alpha d$ imply $a c \alpha b d$. The equivalence class $R(a, \alpha)$ of the element $a$ with respect to the normal relation $\alpha$ is the set of all $x$ in $G$ such that $x \alpha a$. The equivalence classes $R(a, \alpha), a \in G$, form a quasigroup $G / \alpha$ with multiplication defined by $R(a, \alpha) R(b, \alpha)$ $=R(a b, \alpha)$. If the homomorphism $\theta$ of $G$ upon a quasigroup $G \theta$ determines the normal relation $\alpha$ as above, then the mapping $R(a, \alpha) \rightarrow a \theta$ is an isomorphism of $G / \alpha$ upon $G \theta$. The intersection, $\alpha \cap \beta$, and union, $\alpha \cup \beta$, of two normal relations $\alpha, \beta$ are defined as usual: $a(\alpha \cap \beta) b$ if and only if $a \alpha b$ and $a \beta b ; a(\alpha \cup \beta) b$ if and only if there exist elements $a_{0}, a_{1}, \ldots, a_{2 n}$ of $G$ such that $a_{0}=a, a_{2 n}=b$ and $a_{2 i} \alpha a_{2 i+1}, a_{2 i+1} \beta a_{2 i+2}$ for $i=0,1, \ldots, n-1$. The system ( $L, \cap, \cup$ ) consisting of the set $L=L(G)$ of all normal relations $\alpha$ on $G$ under the defined operations $\cap, \cup$ is a modular lattice. In particular, $R(a, \alpha \cap \beta)=R(a, \alpha) \cap R(a, \beta) \quad$ and $\quad R(a b, \alpha \cup \beta)$ $=R(a, \alpha) R(b, \beta)$ for all $a, b$ in $G, \alpha, \beta$ in $L$.

A subquasigroup $H$ of the quasigroup $G$ is called a normal divisor of $G$ if and only if $H=R(a, \alpha)$ for some $a$ in $G, \alpha$ in $L$; when this occurs, $\alpha$ is unique. For each $a$ in $G$, the subset $L_{a}$ of $L$ consisting of all $\alpha$ in $L$ such that $R(a, \alpha)$ is a normal divisor is either empty or a modular lattice. In particular, $R(a, \alpha \cup \beta)=R(a, \alpha) R(a, \beta)$ for all $\alpha, \beta$ in $L_{a}$ and there exists a Jordan-Hölder Theorem for series of normal divisors containing $a$. If $e=e^{2}$ is an idempotent element of $G, L_{e}=L$. The stronger type of Jordan-Hölder Theorem for composition series, in which each term is a maximal normal divisor of the preceding term (but not necessarily of $G$ ), is established by Garrison [85] for finite quasigroups and series containing a specified idempotent $e$; but, as Garrison shows, a change of idempotent can effect even the length of a composition series.

Bruck [67] showed the existence of non-trivial quasigroups $H, K$ such that the only subquasigroup of the direct product $G=H \otimes K$ is $G$ itself. Kionemeister [89] began a theory of direct products limited to quasigroups containing idempotents. A much more complete theory
of this sort, for general algebras containing neutral elements, has been given by Jônsson and Tarski [15].

## 10. Homomorphism theory of other systems

Smiley [109] used lattice-theoretic methods, based upon a fundamental lemma of Ore, to develop the homomorphism theory for loops. Later Kiokemeister [89] applied similar methods to quasigroups (§ 9).

Smiley [51] extended his methods to left division systems with left identity elements. A groupoid $G$ is a left division system according to Smiley, if, for each ordered pair $a, b$ of elements of $G$, there is one and only one $x$ in $G$ such that $x a=b$. Attention is restricted to homomorphisms of left division systems with left identity elements (here called systems) upon like systems and to the kernels of such homomorphisms. A kernel is called a normal subsystem and is characterized internally. The basic lemma is the following analogue of Zassenhaus' Lemma (§ 2): If $A, B, A_{1}$ and $B_{1}$ are subsystems of $G$, if $A_{1}, B_{1}$ are normal subsystems of $A, B$ respectively, then $A_{1}\left(A \cap B_{1}\right)$ is a normal subsystem of $A_{1}(A \cap B), B_{1}\left(B \cap A_{1}\right)$ is a normal subsystem of $B_{1}(B \cap A)$ and the identity mapping of $G$ induces an isomorphism of $A_{1}(A \cap B) / A_{1}\left(A_{1} \cap B\right)$ upon $B_{1}(B \cap A) / B_{1}\left(B_{1} \cap A\right)$.

In his University of Wisconsin thesis (1954), Wayne Cowell defined a loop image $M$ to be a groupoid with identity element such that $a M=M a=M$ for every $a$ in $M$. By a theorem of Bates and Kiokemeister (cf. I, Theorem 3.2) a groupoid $M$ is a loop image if and only if there exists a loop $G$ and a multiplicative homomorphism of $G$ upon $M$. Let $G$ be a loop, let the subloop $K$ of $G$ be the kernel of a multiplicative homomorphism $\theta$ of $G$ upon a loop image and let $K^{*}$ be the semigroup generated (under multiplication only) by the right and left mappings $R(k), L(k)$ of $G$ as $k$ ranges over $K$. Then $K$ is called a quasinormal kernel if, for each $x$ in $G, x K^{*}$ is the set of all $y$ in $G$ such that $y \theta=x \theta$. Equivalently, $K$ is a subloop of $G$ such that $\left(x K^{*}\right)\left(y K^{*}\right) \subset(x y) K^{*}$ for all $x, y$ in $G$. The set $Q$ of all quasinormal kernels is a commutative semigroup under the operation $P(H, K)$ defined by $P(H, K)=1 H^{*} K^{*}$ for all quasinormal kernels $H, K$. More generally, the congruence set up by a quasinormal kernel of $G$ permutes with every multiplicative congruence of $G$. An example is given to show that the intersection of two quasinormal subloops need not be quasinormal. It is shown by construction that to each loop image $M$ there corresponds at least one loop $G$ with quasinormal kernel $K$ such that $G / K$ is isomorphic to $M$ and $x K^{*}=K(K x)$ for all $x$ in $G$. Moreover, if $M$ contains elements $a, e, f$, distinct from each other and the identity element, such that $e a=a=a f$, there exists a loop $H$ and a homomorphism $\theta$ of $H$ upon $M$ such that the kernel of $\theta$ in $H$ is not quasinormal. These two constructions make plain
the fact that loop images cannot be characterized by hypotheses on kernels alone. Two unsolved problems suggest themselves: (i) What loops $G$ have the property that every image of $G$ under a multiplicative homomorphism is also a loop? (ii) What loops $G$ have the property that each multiplicative homomorphism of $G$ has a quasinormal kernel? - Some classes of loops with property (i) are discussed in VII.
(Since the preceding paragraph was written, Cowell [349] has published some of his results and added others.)

## V. Lagrange's Theorem for Loops

## 1. Coset expansion

Several authors (Hausmann and Ore [87], Griffin [86], MurDосн [92], [93] and others) have discussed coset expansion for quasigroups. We shall treat only loops. The loop $G$ is said to have a right coset expansion modulo its subloop $H$ provided the right cosets $H x$ partition $G$. Since each $x$ of $G$ lies in at least one right coset, namely $H x$, the condition for a right coset expansion is: If $y \in H x$, then $H y=H x$. Equivalently,

$$
\begin{equation*}
H(h x)=H x \tag{1.1}
\end{equation*}
$$

for every $h$ in $H, x$ in $G$. Similarly for left coset expansion. The usual proof of Lagrange's Theorem for groups gives:

Lemma 1.1. If the finite loop $G$ has a right (or left) coset expansion with respect to the subloop $H$, then the order of $H$ divides the order of $G$. In particular, the order of every normal subloop of $G$ divides the order of $G$.

If $H$ is a subloop of the left or middle nucleus of $G$, then (1.1) holds. If $H$ is a subloop of the right nucleus of $G$, the left-right dual of (1.1) holds. Hence:

Theorem 1.1. If $G$ is a finite loop and if $H$ is a subloop of any one of the nuclei of $G$, then the order of $H$ divides the order of $G$.

If $G$ is a di-associative loop and if $H$ is a cyclic subgroup of $G$, then (1.1) holds. Hence:

Theorem 1.2. If $G$ is a finite di-associative loop, the order of every element of $G$ divides the order of $G$. (Applies to Moufang loops.)

Lagrange's theorem fails for loops; for example, there exists a loop of order 5 with subloops of order 2 . On the other hand, there exists a finite loop $G$ with a subloop $H$ of order dividing that of $G$ such that $G$ has neither a right nor a left coset expansion modulo $H$. For various examples see Bruck [67], [69], [70].

## 2. Lagrange theorems

Consider the following properties $\boldsymbol{\mathcal { L }}, \mathfrak{E}^{\prime}$ of the loop $G$ :
$\mathfrak{E}$. The order of every subloop of the finite loop $G$ divides the order of $G$.
$\mathfrak{Q}^{\prime}$. If $H$ is a subloop of a subloop $K$ of the finite loop $G$, the order of $H$ divides the order of $K$. In other words, every subloop of $G$ has property $\mathcal{E}$.

Property $\mathcal{E}$ is weaker than property $\mathfrak{Z}^{\prime}$ (Bruck [70]). Lagrange's theorem for groups becomes: Every finite group has property $\mathcal{I}^{\prime}$. We note that $\mathfrak{E}, \mathfrak{L}^{\prime}$ are preserved under homomorphisms into loops and that $\mathcal{Q}^{\prime}$ is inherited by subloops.

Lemma 2.1. Let $H$ be a normal subloop of the subloop $K$ of the loop $G$. (i) If $H$ and $K / H$ have property $\mathcal{L}$, so has $K$. (ii) If $H$ and $K / H$ have property $\mathbb{L}^{\prime}$, so has $K$.

Proof. Let $S$ be a subloop of $K$. Then $S \cap H$ is a normal subloop of $S$ and the loops $S /(S \cap H), S H / H$ are isomorphic.
(i) Let the common order of $S /(S \cap H), S H / H$ be $n$. Since $S H / H$ is a subloop of $K / H$ and the latter has property $\mathfrak{E}$, the order of $K / H$ is $n p$ for some integer $p$. Let $S \subset H$ have order $q$, so that $S$ has order $n q$. Since $S \cap H$ is a subloop of $H$ and since $H$ has property $\mathcal{L}$, the order of $H$ is $q r$ for some integer $r$. Since $K / H$ and $H$ have orders $n p$ and $q r$ respectively, the order of $K$ is $n p q r$. Hence the order, $n q$, of $S$ divides the order, $n p q r$, of $K$. Thus $K$ has property $\mathcal{E}$.
(ii) Since $H$ has property $\mathcal{E}^{\prime}, S \cap H$ has property $\mathcal{E}$. Since $K / H$ has property $\mathcal{E}^{\prime}, S H / H$ and $S /(S \cap H)$ have property $\mathcal{E}$. By (i), since $S \cap H$ and $S /(S \cap H)$ have property $\mathcal{L}$, then $S$ has property $\mathcal{L}$. Thus $K$ has property $\mathbb{Z}^{\prime}$.

Theorem 2.1. Each finite loop $G$ has a normal subloop $N$ uniquely characterized by the conditions: (a) $N$ has property $\mathbb{L}^{\prime}$. (b) If $K$ is a normal subloop of $G$ with property $\mathbb{L}^{\prime}$, then $K \subset N$.

Proof. Let $N, K$ be normal subloops of $G$ with property $\mathcal{L}^{\prime}, N$ being maximal with respect to $\mathscr{£}^{\prime}$. Since $K, N /(N \cap K), N K / K$ have property $\mathfrak{L}^{\prime}$, then, by Lemma 2.1 (ii), so has $N K$. Therefore $N K=N, K \subset N$. If $K$ is also maximal with respect to $\mathcal{Q}^{\prime}$, then $N \subset K$ so $N=K$.

Theorem 2.2. A necessary and sufficient condition that a finite loop $G$ have property $\mathbb{L}^{\prime}$ is that $G$ possess a normal chain

$$
\begin{equation*}
G=G_{0} \supset G_{1} \supset G_{2} \supset \cdots \supset G_{n}=1 \tag{2.1}
\end{equation*}
$$

such that $G_{i-1} / G_{i}$ has property $\mathbb{\Sigma}^{\prime}$ for $i=1,2, \ldots, n$.
Corollary. If (2.1) holds and each $G_{i-1} / G_{i}$ is either a group or a loop without proper subloops, then $G$ has property $\mathbb{L}^{\prime}$. (Applies to loops satisfying certain nilpotency conditions.)

Proof. Necessity is obvious. As for sufficiency, let $i$ be the least nonnegative integer such that $G$ ، has property $\mathcal{L}^{\prime}$. If $i>0$, we deduce from Lemma 2.1 that $G_{i-1}$ has property $\mathcal{E}^{\prime}$, a contradiction. Hence $G=G_{0}$ has property $\mathcal{Q}^{\prime}$. The Corollary is immediate.

It is natural to enquire whether Sylow's First Theorem (for finite groups) has an analogue for finite loops with property $\mathcal{L}^{\prime}$. However, Griffin [86] has constructed finite loops of arbitrary odd order
exceeding 5 without proper subloops. (For a correction to Griffin's construction see Bruck [69].)

## VI. Nilpotency of Loops

## 1. A general theory of nilpotency

Bruck [70] contains a theory of nilpotency of loops which embodies some of the basic features of nilpotency for groups. We shall sketch a less general approach which seems conceptually simpler. Let $\mathcal{E}$ be any class of loops such that:
(a) Every subloop of a member of $\mathcal{L}$ is in $\mathcal{L}$.
(b) Every loop which is a homomorphic image of a member of $\mathcal{Q}$ is in $\mathcal{E}$. For example, $\mathcal{E}$ may consist of all loops or of all loops satisfying a prescribed set of identities. By a nilpotency function, $f$, for $\mathcal{L}$ we mean a function $f$ with the following properties:
(i) If $G$ is in $\mathcal{Q}, f(G)$ is a uniquely defined subloop of $G$.
(ii) If $G$ is in $\mathcal{E}$ and if $H$ is a subloop of $G$, then $H \cap f(G) \subset f(H)$.
(iii) If $G$ is in $\mathcal{E}$ and if $\theta$ is a homomorphism of $G$ upon a loop, then $f(G) \theta \subset f(G \theta)$.
(iv) If $G$ is in $\mathcal{L}$, if $N$ is a normal subloop of $G$ and if $A$ is the intersection of all normal subloops $K$ of $G$ such that $N K / K$ is a subloop of $f(G / K)$, then $N A / A$ is a subloop of $f(G / A)$.

When $\mathcal{E}$ is the class of all loops, the most important example of a nilpotency function is obtained by defining $f(G)$ to be the centre of $G$; this leads to the notion of central nilpotency. For nuclear nilpotency we define $f(G)$ to be the nucleus of $G$. Similarly, we could take $f(G)$ to be the left, middle or right nucleus of $G$. Again, if $f(G)$ is the Moufang centre of $G$; that is, the set of all $a$ in $G$ such that $(a a)(x y)=(a x)(a y)$ for all $x, y$ in $G$, then (i) holds for every loop $G$. The proof of (i) is tricky but (ii)-(iv) give no trouble.

If $\mathcal{E}$ is the set of all loops with the inverse property (see VII) we may define $f(G)$ to be the Moufang nucleus of $G$; that is, the set of all $a$ in $G$ such that $a[(x y) a]=(a x)(y a)$ for all $x, y$ in $G$.

If $\mathcal{E}$ is the set of all Moufang loops (see VII) we may define $f(G)$ to be the set of all $a$ in $G$ such that $a x=x a$ for every $x$ in $G$; then $f(G)$ coincides with the Moufang centre of $G$.

If $\mathcal{E}$ is the class of all commutative Moufang loops (see VIII) we may take $f(G)$ to be the distributor of $G$, namely the set of all $a$ in $G$ such that $(x y, z, a)=(x, z, a)(y, z, a)$ for all $x, y, z$ in $G$.

If $\mathcal{E}$ is the class of all groups, we may take $f(G)$ to be the $n$-centre of $G$ (BaER [B 14]).

These examples suggest another approach. Let © be a non-empty set of loop words $W_{n}$ such that $W_{n}\left(1, X_{2}, \ldots, X_{n}\right)=1$; e. g., a set of loop words which are normalized purely non-abelian in the sense of
IV.4. For every loop $G$, let $f(G)$ be the set of all $a$ in $G$ such that $W_{n}\left(a, x_{2}, \ldots, x\right)_{n}=1$ for all $x_{2}, \ldots, x_{n}$ in $G$ and each $W_{n}$ in © . Finally, define $\mathcal{E}$ to be the class of all loops $G$ for which $f(G)$ is a subloop. Then $\mathcal{E}$ satisfies (a), (b) and $f$ is a nilpotency function for $\mathcal{E}$.

Now let $\mathcal{E}$ be a class of loops subject to (a), (b) and let $f$ be any nilpotency function for $\mathcal{L}$. For $G$ in $\mathcal{E}$ we define the $f$-centre, $Z_{f}(G)$, to be the union of all normal subloops of $G$ which are contained in $f(G)$. For any normal subloop $N$ of $G$, we define $(N, G)_{f}$ to be the subloop $A$ whose existence is guaranteed in (iv). Clearly $Z_{f}(G)$ and $(N, G)_{f}$ are normal subloops of $G$; moreover, $(N, G)_{f}$ is a subloop of $N$. The (transfinite) lower $f$-series, $\left\{G_{\alpha}\right\}$, of $G$ is defined inductively as follows: (i) $G_{0}=G$; (ii) for any ordinal $\alpha, G_{\alpha+1}=\left(G_{\alpha}, G\right)_{f}$; (iii) if $\alpha$ is a limit ordinal, $G_{\alpha}$ is the intersection of all $G_{\beta}$ with $\beta<\alpha$. Clearly $G_{\alpha}$ is a normal subloop of $G$ for every $\alpha$; and, if $\alpha<\gamma, G_{\gamma}$ is a subloop of $G_{\alpha}$. Moreover, if $\alpha, \beta$ are ordinals such that $\alpha<\beta$ and $G_{\alpha}=G_{\alpha+1}$, then $G_{\alpha}=G_{\beta}$. Consequently there exists a least ordinal $\sigma$ such that $G_{\sigma}=G_{\tau}$ for every ordinal $\tau$ with $\sigma<\tau$. The loop $G$ is transfinitely $f$-nilpotent of class $\sigma$ if $G_{\sigma}=1$ and is $f$-nilpotent if, in addition, $\sigma$ is a finite ordinal. The (transfinite) upper $f$-series, $\left\{Z_{\alpha}\right\}$, of $G$ is defined inductively as follows: (i) $Z_{0}=1$; (ii) for any ordinal $\alpha, Z_{\alpha+1}$ is the unique subloop of $G$ containing $Z_{\alpha}$ such that $Z_{\alpha+1} / Z_{\alpha}$ is the $f$-centre, $Z_{f}\left(G / Z_{\alpha}\right)$, of $G / Z_{\alpha}$; (iii) if $\alpha$ is a limit ordinal, $Z_{\alpha}$ is the union of all $Z_{\beta}$ with $\beta<\alpha$. Again, $Z_{\alpha}$ is a normal subloop of $G$ for each $\alpha$, but this time $Z_{\alpha}$ is a subloop of $Z_{\gamma}$ for $\alpha<\gamma$. As before, there exists a least ordinal $\lambda$ such that $Z_{\lambda}=Z_{\mu}$ for every ordinal $\mu$ such that $\lambda<\mu$. The loop $G$ is called transfinitely upper-f-nilpotent of class $\lambda$ if $Z_{\lambda}=G$ and $u p p e r-f$-nilpotent if, in addition, $\lambda$ is finite.

In the rest of this section it is to be understood that we are dealing with loops of a class $\mathcal{E}$ satisfying (a), (b) and with nilpotency functions for $\mathcal{E}$.

Lemma 1.1. Let $G$ be a loop with lower $f$-series $\left\{G_{\alpha}\right\}$. (i) If $H$ is a subloop of $G$, then $H_{\alpha} \subset G_{\alpha}$ for every ordinal $\alpha$. (ii) If $\theta$ is a homomorphism of $G$ upon a loop $K$, then $\left(G_{\alpha}\right) \theta \subset K_{\alpha}$ for every ordinal $\alpha$ and $\left(G_{n}\right) \theta=K_{n}$ for every non-negative integer $n$.

Proof. (i) Certainly $H_{0}=H \subset G=G_{0}$. Let $\alpha$ be an ordinal and assume inductively that $H_{\beta} \subset G_{\beta}$ for every $\beta<\alpha$. If $\alpha=\gamma+1$ for some $\gamma<\alpha$, then $H_{\gamma} \subset G_{\gamma}$, so $H_{\gamma} G_{\alpha} / G_{\alpha}$ is a subloop of $G_{\gamma} / G_{\alpha}$ and hence of $f\left(G / G_{\alpha}\right)$. Therefore, by property (ii) of $f, H_{\gamma} G_{\alpha} / G_{\alpha}$ is a subloop of $f\left(H G_{\alpha} / G_{\alpha}\right)$. The natural isomorphism of $H G_{\alpha} / G_{\alpha}$ upon $H /\left(H \cap G_{\alpha}\right)$ maps $H_{\gamma} G_{\alpha} / G_{\alpha}$ upon $H_{\gamma}\left(H \cap G_{\alpha}\right) /\left(H \cap G_{\alpha}\right)$. Hence, by properties (iii), (ii) of $f, H_{\gamma}\left(H \cap G_{\alpha}\right) /\left(H \cap G_{\alpha}\right)$ is contained in $f\left(H /\left(H \cap G_{\alpha}\right)\right)$. Consequently $H_{\alpha}=H_{\gamma+1}$ is contained in $H \cap G_{\alpha}$ and hence in $G_{\alpha}$. If $\alpha$ is a limit ordinal, $H_{\alpha}$ is the intersection of the $H_{\beta}$ with $\beta<\alpha$ and hence is contained in the intersection of the $G_{\beta}$ with $\beta<\alpha$, that is, in $G_{\alpha}$. This proves (i).

It will be convenient to note at this point that if $\varphi$ is an isomorphism of a member $M$ of $\mathcal{Q}$, property (ii) of $f$ yields $f(M) \varphi=f(M \varphi)$.
(ii) Certainly $\left(G_{0}\right) \theta=K_{0}$. Let $\alpha$ be an ordinal and assume inductively that $\left(G_{\beta}\right) \theta \subset K_{\beta}$ for every $\beta<\alpha$. If $\alpha$ is a limit ordinal it follows at once that $\left(G_{\alpha}\right) \theta \subset K_{\alpha}$. If $\alpha=\gamma+1$ for some ordinal $\gamma<\alpha$, let $H=\left(K_{\alpha}\right) \theta^{-1}$ be the inverse image of $K_{\alpha}$. Then $\theta$ induces a natural isomorphism, say $\varphi$, of $G / H$ upon $K / K_{\alpha}$. Since $\left(G_{\gamma} H\right) \theta=\left(G_{\gamma}\right) \theta \subset K_{\gamma}$, by our inductive hypothesis, and since $K_{\gamma} / K_{\alpha}$ lies in $f\left(K / K_{\alpha}\right)$, then $G_{\gamma} H / H$ lies in $f\left(K / K_{\alpha}\right) \varphi^{-1}=f(G / H)$. Therefore $G_{\alpha}=G_{\gamma+1}$ is contained in $H$ and $\left(G_{\alpha}\right) \theta$ is contained in $H \theta=K_{\alpha}$. This proves the first part of (ii). In particular, $\left(G_{n}\right) \theta \subset K_{n}$ for every positive integer $n$. Next we consider a positive integer $n$ and assume inductively that $\left(G_{n-1}\right) \theta=K_{n-1}$. Certainly $\theta$ induces a natural homomorphism, say $\psi$, of $G / G_{n}$ upon $K /\left(G_{n}\right) \theta$. Since $G_{n-1} / G_{n}$ is in $f\left(G / G_{n}\right)$, then $K_{n-1} /\left(G_{n}\right) \theta=\left(G_{n-1} / G_{n}\right) \psi$ is in $f\left(G / G_{n}\right) \psi$ and hence, by property (iii) of $f$, in $f\left(K /\left(G_{n}\right) \theta\right)$. Thus $K_{n} \subset\left(G_{n}\right) \theta$ and consequently $\left(G_{n}\right) \theta=K_{n}$. This proves (ii) and completes the proof of Lemma 1.1.

Theorem 1.1. If a loop $G$ is transfinitely $f$-nilpotent of class $\sigma$, then every subloop $H$ of $G$ is transtinitely $f$-nilpotent of class at most $\sigma$. If, further, $\sigma$ is finite, every homomorphic loop-image of $G$ is $f$-nilpotent of class at most $\sigma$.

Proof. This is a corollary of Lemma 1.1.
Lemma 1.2. Let the loop $G$ have upper and lower $f$-series $\left\{Z_{\alpha}\right\},\left\{G_{\alpha}\right\}$ and assume that $G_{\beta+1} \subset Z_{\gamma+1}$ for some ordinals $\beta, \gamma$. Then $G_{\beta+2} \subset Z_{\gamma}$, and $G_{\beta} \subset Z_{\gamma+2}$.

Proof. Since $G_{\beta+1} Z_{\gamma} / Z_{\gamma}$ is contained in $Z_{\gamma+1} / Z_{\gamma}=Z_{f}\left(G / Z_{\gamma}\right)$ and the latter is part of $f\left(G / Z_{\gamma}\right)$, then $Z_{\gamma}$ contains $\left(G_{\beta+1}, G\right)_{f}=G_{\beta+2}$. Since $\left(G_{\beta}, G\right)_{f}=G_{\beta+1}$ is contained in $Z_{\gamma+1}$, then, by property (iii) of $f, G_{\beta} Z_{\gamma+1} / Z_{\gamma+1}$ is contained in $f\left(G / Z_{\gamma+1}\right)$ and hence, being normal, in $Z_{f}\left(G / Z_{\gamma+1}\right)$ $=Z_{\gamma+2} / Z_{\gamma+1}$. Therefore $G_{\beta}$ is contained in $Z_{\gamma+2}$. This proves Lemma 1.2.

Theorem 1.2. A necessary and sufficient condition that the loop $G$ be $f$-nilpotent of (finite) class $n$ is that $G$ be upper-f-nilpotent of class $n$.

Proof. By the arguments of Lemma 1.2, the inequalities $G_{n} \subset Z_{0}$ and $G_{0} \subset Z_{n}$ are equivalent. - Known facts about nilpotency of groups show that the theorem fails for the transfinite case.

The following lemma suggests an order relation among nilpotency functions:

Lemma 1.3. Let $f, h$ be nilpotency functions for a class $\mathcal{L}$ such that $f(G) \subset h(G)$ for every $G$ in $\mathcal{E}$. Then, for all normal subloops of a member, $G$, of $\mathcal{E}$,

$$
\begin{equation*}
\text { if } \left.K \subset L \text { then }(K, G)_{h} \subset L, G\right)_{f} . \tag{1.1}
\end{equation*}
$$

Proof. If $K \subset L$ then $K(L, G)_{f} /(L, G)_{f} \subset L /(L, G)_{f} \subset f\left(G /(L, G)_{f}\right)<$ $\subset h\left(G /(L, G)_{f}\right)$ and therefore $(L, G)_{f}$ contains $(K, G)_{h}$.

Theorem 1.3. Under the hypothesis of Lemma 1.3, if $G$ is transfinitely $f$-nilpotent of class $\sigma$ then $G$ is transfinitely $h$-nilpotent of class at most $\sigma$.

Proof. If $\left\{G_{\alpha}{ }^{(f)}\right\},\left\{G_{\alpha}{ }^{(h)}\right\}$ are the lower series corresponding to $f, h$ respectively, we verify that $G_{\alpha}{ }^{(h)} \subset G_{\alpha}{ }^{(f)}$ for every ordinal $\alpha$ by transfinite induction based on (1.1). Consequently, $G_{\sigma}{ }^{(h)}=1$.

Among the many unanswered questions in connection with nilpotency, we will mention only the following: Is every free loop transfinitely centrally nilpotent ?

## 2. The Frattini subloop

If $S, T, \ldots$, are subsets or elements of a loop $G$, let $\{S, T, \ldots\}$ denote the subloop of $G$ generated by $S, T, \ldots$. An element $x$ of a loop $G$ is a non-generator of $G$ (Neumann [B 11], Bruck [70]) if, for every subset $S$ of $G,\{x, S\}=G$ implies $\{S\}=G$. It is easy to see that the non-generators of $G$ form a subloop, $\varphi(G)$, of $G$. This is the Frattini subloop.

Lemma 2.1. If $\theta$ is a homomorphism of the loop $G$ upon a loop, then $\varphi(G) \theta \subset \varphi(G \theta)$.

Proof. Let $a$ be an element of $\varphi(G)$ and let $S$ be a subset of $G \theta$ such that $\{a \theta, S\}=G \theta$. If $T=S \theta^{-1}$, then $H=\{a, T\}$ is a subloop of $G$ containing the kernel of $\theta$. Since, also, $H \theta=G \theta$, then $H=G$. Therefore $\{T\}=G$ and hence $\{S\}=\{T\} \theta=G \theta$, showing that $a \theta$ is in $\varphi(G \theta)$.

Theorem 2.1. Let $G$ be any loop. If $G$ has at least one maximal proper subloop, then $\varphi(G)$ is the intersection of all maximal proper subloops of $G$. In the contrary case, $\varphi(G)=G$.

Proof. If $G$ has maximal proper subloops, let $H$ be the intersection of all such subloops; in the contrary case, let $H=G$. First assume $H \neq G$ and let $x$ be in $G$ but not in $H$. Then there exists a maximal proper subloop $M$ of $G$ which does not contain $x$. Hence $\{x, M\}=G$ but $\{M\}=M \neq G$, so $x$ is not in $\varphi(G)$. Therefore $\varphi(G) \subset H$; and this is also true when $H=G$. Next assume $\varphi(G) \neq G$ and let $y$ be in $G$ but not in $\varphi(G)$. Then there exists a subset $S$ of $G$ such that $\{y, S\}=G$ but $\{S\} \neq G$. By Zorn's Lemma, the set of all subloops of $G$ which contain $\{S\}$ but not $y$ has at least one maximal element, say $K$. If $L$ is a subloop of $G$ containing $K$ properly, then $L$ contains both $y$ and $S$, so $L=G$. Therefore $K$ is a maximal proper subloop of $G$, so $H \subset K$ and, in particular, $y$ is not in $H$. Hence $H \subset \varphi(G)$; and this is also true when $\varphi(G)=G$. Consequently $\varphi(G)=H$, proving Theorem 2.1. Neumann has pointed out (correcting a misstatement in BRUCK [70]) that $\varphi(G)=G$ if $G$ is the additive group of rationals but $\varphi(G) \neq G$ if $G$ is finitely generated.

By Lemma 2.1, $\varphi(G)$ is a characteristic subloop of $G$ for every loop $G$. Thus $\varphi(G)$ is normal in $G$ if $G$ is a group but (see Bruck [69] for examples) there exist loops with non-normal Frattini subloops.

Theorem 2.2. Let the loop $G$ be transfinitely upper centrally nilpotent. Then $\varphi(G)$ is normal in $G$ and $G / \varphi(G)$ is an abelian group. Hence either $\varphi(G)=G$ or $G / \varphi(G)$ is a subdirect product of cyclic groups of prime order.

Proof. We need only consider the case that $\varphi(G) \neq G$. Then $G$ has at least one maximal proper subloop $M$ and $\varphi(G)$ is the intersection of all such subloops. First suppose that $M Z=G$ where $Z$ is the centre of $G$; then it is easy to see that $M$ is normal in $G$. We note that, for central nilpotency, $f(G)$ is the centre (a normal subloop) of $G$. Hence, if $\left\{Z_{\alpha}\right\}$ is the upper central series of $G, Z_{\alpha+1} / Z_{\alpha}$ is the centre of $G / Z_{\alpha}$ for every ordinal $\alpha$. By hypothesis, $Z_{\sigma}=G$ for some ordinal $\sigma$. Thus the set of all ordinals $\alpha$ such that $M Z_{\alpha}=G$ is non-empty and therefore contains a least ordinal, say $\lambda$. Then $M Z_{\lambda}=G$. Since $M Z_{0}=M \neq G, \lambda$ is positive. If $\beta<\lambda$ then $M Z_{\beta} \neq G$ and hence, by the maximality of $M, Z_{\beta} \subset M$. If $\lambda$ is a limit ordinal we deduce that $Z_{\lambda} \subset M$, a contradiction. Hence $\lambda=\mu+1$ for an ordinal $\mu$ and $Z_{\mu} \subset M \cap Z_{\lambda}$. Then $\left(M / Z_{\mu}\right)\left(Z_{\lambda} / Z_{\mu}\right)=G / Z_{\mu}$ and $Z_{\lambda} / Z_{\mu}$ is the centre of $G / Z_{\mu}$. Therefore, by the special case considered above, $M / Z_{\mu}$ is normal in $G / Z_{\mu}$. Hence $M$ is normal in $G$. Since $G=M Z_{\lambda}$, $G / M$ is isomorphic to $Z_{\lambda} /\left(M \cap Z_{\lambda}\right)$. Since $M \cap Z_{\lambda}$ contains $Z_{\mu}, G / M$ is a homomorphic image of the abelian group $Z_{\lambda} / Z_{\mu}$. Therefore $M$ contains the commutator-associator subloop $G^{\prime}$ of $G$. Consequently, $\varphi(G)$ is a normal subloop of $G$ containing $G^{\prime}$; and $G / \varphi(G)$ is an abelian group, say $A$. Since $A$ is an abelian group such that $\varphi(A)=1$, then $A$ is a subdirect product of cyclic groups of prime order. This completes the proof of Theorem 2.2.

A nontrivial abelian group $G$ is (centrally) nilpotent of class 1. If $G$ is the additive group of rationals, $\varphi(G)=G$, whereas, if $G$ is a subdirect product of cyclic groups of prime order, $\varphi(G)=1$. Hence we can expect little more from the hypothesis of Theorem 2.2. Moreover (Bruck [70]) if $n$ is a positive integer and if $A_{1}, A_{2}, \ldots, A_{n}$ are nontrivial abelian groups such that $A_{n}$ has at least three elements, there exists a loop $G$ with upper central series $1=Z_{0} \subset Z_{1} \subset \ldots \subset Z_{n}=G$ such that $Z_{i} / Z_{i-1}$ is isomorphic to $A_{i}$ for $i=1,2, \ldots, n$. Again, there exist finite, centrally nilpotent loops which are not direct products of loops of prime-power order and there exist finite loops of prime-power order which are not centrally nilpotent.

Lemma 2.2. Let $G$ be a finite loop with multiplication group $\mathfrak{M}(G)$ and let $p$ be a prime. Then the following statements are equivalent: (i) $G$ is centrally nilpotent and has order a power of $p$. (ii) $\mathfrak{M}(G)$ has order a power of $p$.

Proof. We use the easily proved fact that the mapping $z \rightarrow R(z)$ is an isomorphism of the centre $Z$ of $G$ upon the centre $\mathcal{B}$ of $\mathfrak{M}(G)$. According to Albert (see IV.1) $\mathfrak{M}(G / Z)$ is isomorphic to $\mathfrak{M}(G) / Z^{*}$ where $Z^{*}$ is the set of all $\theta$ in $\mathfrak{M}(G)$ such that $(x \theta) Z=x Z$ for every $x$ in $G$. First assume (ii). Then 8, and hence $Z$, is a nontrivial group of order a power
of $p$. If $\left\{Z_{a}\right\}$ is the upper central series of $G$, we deduce that the groups $Z_{n} / Z_{n-1}, n=1,2, \ldots$, have $p$-power order and are nontrivial for all $n$ with $G \neq Z_{n-1}$. Hence (ii) implies (i). Next assume (i). If $\theta$ is in $Z^{*}$, the function $f$, defined by $x \theta=x f(x)$ for all $x$ in $G$, has values in $Z$. If $\varphi$ is in $\quad Z^{*} \quad$ and $\quad x \varphi=x g(x)$, then $x(\theta \varphi)=x R(f(x)) \varphi=x \varphi R(f(x))$ $=x[f(x) g(x)]$. Hence $Z^{*}$ is isomorphic to a multiplicative group of single-valued mappings of $G$ into $Z$. Since $Z$, as a normal subloop of $G$, has $p$-power order, then $Z^{*}$ has $p$-power order also. If $G$ has central class $c>0$, then $G / Z$ has central class $c-1$. Hence we assume inductively that $\mathfrak{M}(G) / Z^{*}$ has $p$-power order and deduce that $\mathfrak{M}(G)$ has $p$-power order. Thus (i) implies (ii) and the proof of Lemma 2.2 is complete.

Theorem 2.3. Let $G$ be a finite centrally nilpotent loop of primepower order $p^{n}, n>0$. Then: (i) Every subloop of $G$ has $p$-power order. (ii) $G / \varphi(G)$ is an abelian group of order $p^{d}>1$ and exponent $p$. (iii) The elements $x_{1}, x_{2}, \ldots, x_{t}$ of $G$ form a minimal set of generators of $G$ if and only if $t=d$ and $x_{1} \varphi(G), x_{2} \varphi(G), \ldots, x_{d} \varphi(G)$ generate $G / \varphi(G)$. (iv) The group of all automorphisms of $G$ has order dividing $p^{k}\left(p^{d}-1\right)\left(p^{d-1}-1\right) \cdots(p-1)$ where $2 k=d(2 n-1-d)$.

Proof. The lower central series of $G$ satisfies the condition of $V$, Theorem 2.2. Hence (i) holds. Since $G$ is finite, $\varphi(G) \neq G$; hence (ii) follows from Theorem 2.2. The rest of the proof is the same as for $p$-groups (Philip Hall [B6].) However, in contrast with the case for $p$-groups, $G$ can have a single generator ( $d=1$ ) without being a cyclic group (Bruck [70].)

## 3. Hall's enumeration principle

Philip Hall [B6] seems to have been the first to apply to group theory in a systematic fashion the well known Möbius formulas from number theory. We shall give our own interpretation of the principles involved. (See also Birkhoff's Lattice Theory and the references cited therein.)

Let $L$ be a finite partially ordered set consisting of a non-empty set $L$ together with a binary relation ( $<$ ) such that, for all elements $a, b, c$ of $L$ : (i) If $a<b$ and $b<c$, then $a<c$; (ii) At most one of the follo wing holds: $a<b, a=b, b<a$; (iii) $L$ has a unique (maximal) element $e$ such that $a \leqq e$ for each $a$ in $L$. Let $F$ be the vector space of all single-valued functions $a \rightarrow f(a)$ from $L$ to the ring of rational integers, where we define $(f+g)(a)=f(a)+g(a),(n f)(a)=n \cdot f(a)$ for all $f, g$ in $F$ and all integers $n$. With each $a$ in $L$ associate the following function $h_{a}: h_{a}(b)=1$ if $a \leqq b$ and $h_{a}(c)=0$ if $a \neq c$. We first show that the $h_{a}$ form a basis for $F$ over the integers. To see this, we observe that if $m$ is a minimal element of $L$ (an element such that $a \leqq m$ implies $a=m$ ) then $a \neq m$ implies $h_{a}(m)=0$. If $f$ is in $F$, the function $g$, defined by $g(a)$
$=f(a)-f(m) h_{m}(a)$, has the property that $g(m)=0$. Hence $g$ and the $h_{a}$ for $a \neq m$ may be thought of as defined for the subsystem $L^{\prime}$ obtained from $L$ by deleting $m$. Therefore we may assume inductively that $g$ is a unique linear combination with integer coefficients of the $h_{a}$ for $a \neq m$; and then we see that $f$ is a like linear combination of the $h_{a}, a \in L$. If $L$ has $n$ elements we enumerate the elements of $L$ in some arbitrary fashion as $a(1), a(2), \ldots, a(n)$ and form a matrix $H$ such that the element of $H$ in the $i$ th row, $j$ th column is the number $h_{a(i)}(a(j))$. Since the $h_{a}$ form a basis of $F, H$ is nonsingular. In particular, the submatrix of $n-1$ rows, $n$ columns, obtained from $H$ by deleting the row corresponding to $h_{e}$, has rank $n-1$. Equivalently, there is, aside from a rational multiple, exactly one nonzero rational-valued function $\varphi$ on $L$ such that

$$
\begin{equation*}
\sum \varphi(a) f(a)=0 \tag{3.1}
\end{equation*}
$$

if and only if the element $f$ of $F$ is a linear combination of the $h_{a}$ for $a \neq e$. We normalize $\varphi$ by the requirement that $\varphi(e)=1$. Then, by substituting in turn for $f$ each $h_{a}$ with $a \neq e$, we get the following complete description of $\varphi$ :

$$
\begin{equation*}
\varphi(e)=1 ; \quad \varphi(a)=-\sum_{a<b} \varphi(b) \quad \text { if } a<e \tag{3.2}
\end{equation*}
$$

As a familiar example of the above, let $e$ be a fixed positive integer, $e \geqq 2$, and let $L$ be the set of all positive integral divisors of $e$, where $a \leqq b$ in $L$ means that $a$ is a divisor of $b$. Then $\varphi(a)=\mu(e / a)$ for each $a$ in $L$, where $\mu$ is the familiar Möbius function of number theory.

Next suppose that the partially ordered set $L$ consists of finitely many non-empty subsets of a set $G$, including $G$ itself, where $a<b$ means that $a$ is a proper subset of $b$. Here $e=G$ is the unique maximal element of $L$. Now consider some finite collection $S$ of non-empty subsets $s$ of $G$. For each $s$ in $S$ define an incidence function $f_{s}$ on $L$ as follows: $f_{s}(a)=1$ or 0 according as $s$ is or is not a subset of $a$. Furthermore, let $f=t_{S}$ be the sum of the $f_{s}$ for $s$ in $S$. Since $f$, along with each $f_{s}$, is an element of $F$, then $f$ is a linear combination of the $h_{a}$. We are interested in the case that $f$ is a linear combination of the $h_{a}$ for $a \neq e$, so that $f$ satisfies (3.1). With this in mind, we note that $f_{s}(a)=1, a<b$ implies $f_{s}(b)=1$. Hence the simplest non-trivial hypothesis is that to each $s$ in $S$ there corresponds an $a$ in $L, a<e$, such that $f_{s}=h_{a}$. Equivalently, for each $s$ in $S$ : (I) There exists at least one $a$ in $L$ such that $s<a, a<e$. (II) There exists a unique $a$ in $L$ which is minimal in the property that $s \subset a$.

Now we come to the case by Philip Hall for the enumeration theory of finite $p$-groups. Let $G$ be a finite centrally nilpotent loop of $p$-power order, where $p$ is a prime, and let $L$ be the set of all subloops $M$ of $G$ which contain the Frattini subloop $D=\varphi(G)$. Here, if $D$ has index $p^{d}, L$ is essentially the lattice of all subgroups of the elementary
abelian group $G / D$ of order $p^{d}$. Consequently, as Hall shows, the function $\varphi$ of (3.1), (3.2) is given by $\varphi(M)=(-1)^{i} p^{i(i-1) / 2}$ if the element $M$ of $L$ is a subloop of index $p^{i}$ in $G$. If we consider a collection $S$ of non-empty subsets $s$ of $G$ such that each $s$ is contained in at least one maximal proper subloop of $G$, then (I) of the preceding paragraph is satisfied. Moreover, (II) holds since $L$ is closed under intersection. Therefore, if $f=f_{S}$, (3.1) becomes

$$
\begin{equation*}
\sum_{i=0}^{d}(-1)^{i} p^{i(i-1) / 2} \sum f\left(M_{i}\right)=0 \tag{3.3}
\end{equation*}
$$

where the inner sum is over all subloops $M_{i}$ of $G$ which contain $D$ and have index $p^{i}$ in $G$. The simplest application of (3.3) is as follows:

Theorem 3.1. Let $G$ be a centrally nilpotent loop of finite primepower order $p^{n}$. Then, for each integer $m$ in the range $0 \leqq m \leqq n$, the number of subloops of $G$ of order $p^{m}$ is congruent to 1 modulo $p$.

Proof. If $m=n$, the number in question is one, so we assume $0 \leqq m<n$. Let $S$ be the set of all subloops of $G$ of order $p^{m}$. Then, if $f=f_{S}, f(M)$ is the number of such subloops contained in $M$; and the total number is $f(G)$. Certainly every member of $S$ is contained in a maximal proper subloop of $G$. Hence we may use (3.3) and, by taking congruences modulo $p$, we get $f(G) \equiv \sum f\left(M_{1}\right) \bmod p$. Each $M_{1}$ has order $p^{n-1}$, so we assume inductively that $f\left(M_{1}\right) \equiv 1 \bmod p$. Then $f(G) \equiv t \bmod p$ where $t$ is the number of maximal proper subloops of $G$. Equivalently, $t$ is the number of subgroups of order $p^{d-1}$ in an elementary abelian $p$-group of order $p^{d}$. By direct computation or otherwise, $t \equiv 1$ $\bmod p$. This completes the proof of Theorem 3.1.

Aside from trivialities, the above proof is that of Hall for $p$-groups. Similarly:

Theorem 3.2. Let $G$ be a di-associative, non-cyclic, centrally nilpotent loop of odd prime-power order $p^{n}$. Then:
(a) For $0<m<n$, the number of subloops of $G$ of order $p^{m}$ is congruent to $1+p$ modulo $p^{2}$ (Kulakoff).
(b) For $1<m<n$, the number of cyclic subloops of $G$ of order $p^{m}$ is congruent to 0 modulo $p$ (Miller).

Proof. See P. Hall [B 5], Theorems 1.52, 1.53. Note that, for (a), the case that $D=\varphi(G)$ has index $p^{2}$ is critical. Here the hypothesis of di-associativity saves us by ensuring that $G$ is a group.

Anticipating some of the material of later chapters, we may remark that the hypotheses of Theorem 3.2 are fairly natural for Moufang loops. By Moufang's Theorem (VII. 4) every Moufang loop is diassociative. By VIII, Theorem 10.1, every finite (or finitely generated) commutative Moufang loop is centrally nilpotent. From this it is an easy exercise to deduce that every finite commutative Moufang loop is a direct product of an abelian group of order prime to 3 and a centrally
nilpotent commutative Moufang loop $G$ of order a power of 3. And Theorem 3.2 applies to $G$.

## 4. Local properties

If $X$ is a non-empty subset of a loop $G$, let $N(X ; G)$ denote the smallest normal subloop of $G$ containing $X$. If $X$ is empty, let $N(X ; G)=1$. If $X \subset Y$, clearly $N(X ; G) \subset N(Y ; G)$. If $H, K$ are subloops of $G$ such that $X \subset H \subset K$, then $H \cap N(X ; K)$ is a normal subloop of $H$ containing $X$, so $N(X ; H) \subset N(X ; K)$. Combining these facts, we see that

$$
\begin{equation*}
H \subset K \rightarrow N(X \cap H ; H) \subset N(X \cap K ; K) \tag{4.1}
\end{equation*}
$$

for all subloops $H, K$, not necessarily containing the subset $X$.
Lemma 4.1. Let $X$ be a subset of a loop $G$. Then $N(X ; G)$ is the set union of the subloops $N(X \cap H ; H)$ where $H$ ranges over all finitely generated subloops of $G$.

Proof. We may assume that $X$ is non-empty, since otherwise the proof is trivial. Let $M$ be the set union described in the lemma. If $H, K$ are finitely generated subloops of $G$, there exists a finitely generated subloop $L$ of $G$ containing both $H$ and $K$. Therefore, by (4.1), $N(X \cap L ; L)$ contains both $N(X \cap H ; H)$ and $N(X \cap K ; K)$. Consequently, $M$ is a subloop of $G$. By (4.1) again, $N(X \cap H ; H) \subset N(X ; G)$ for each subloop $H$, so $M \subset N(X ; G)$. On the other hand, $N(X ; G)$ is generated by the set of all elements $x \theta$ where $x$ ranges over $X$ and $\theta$ ranges over the inner mapping group, $\mathfrak{J}(G)$, of $G$. Consider a fixed pair $x, \theta$. By the definition of $\mathscr{J}(G)$, there exists at least one finite subset $S$ of $G$ such that $\theta$ lies in the subgroup of $\mathfrak{J}(G)$ generated by inner mappings of form $R(s, t)$, $L(s, t), T(s)$, where $s, t$ range over $S$. Let $H$ be the subloop of $G$ generated by the finite set $S$ and the element $x$ of $G$. Since $S$ is in $H, \theta$ induces an inner mapping of $H$. Hence $\theta$ maps the normal subloop $N(X \cap H ; H)$ of $H$ into itself. Since $x$ is in $X \cap H, x \theta$ is in $N(X \cap H ; H)$ and hence in $M$. Therefore $M$ contains a set of generators of $N(X ; G)$, so $M=N(X ; G)$.

If $(P)$ is a property of loops, a loop $G$ is said to have property $(P)$ locally if every finitely generated subloop of $G$ has property $(P)$. And $(P)$ is a local property of loops if every loop which has $(P)$ locally also has $(P)$. In the discussion of properties of loops, questions of separation (the element $a$ is or is not in the subloop $B$ ) sometimes arise. Some of these questions can be handled by use of Lemma 4.1. We shall now give a fairly general example.

Let $\mathbb{C}$ be a given non-empty set of loop words $W_{n}$. Let $\mathcal{E}$ be a given class of loops containing the subloops of each of its members. For each loop $G$ in $\mathcal{E}$ and each non-empty subset $X$ of $G$, let $(X ; G ; \mathbb{E})$ be the subloop of $G$ constructed as follows: $(X ; G ; \mathfrak{C})=N(Y ; G), Y$ being the set of all elements $W_{n}\left(p, z_{2}, \ldots, z_{n}\right)$ where $W_{n}$ ranges over the words
in $\mathfrak{C}, p$ over the elements of $N(X ; G)$ and $z_{2}, \ldots, z_{n}$ over the elements of $G$. Here $\mathfrak{G}$ may be finite or infinite.

Lemma 4.2. If a finite subset $S$ of the loop $G$ is contained in $(X ; G ; \mathbb{C})$, then there exists a finitely generated subloop $H_{0}$ of $G$ such that $S$ is contained in $\left(X \cap H ; H\right.$; © ) for every finitely generated subloop $H$ which contains $H_{0}$.

Proof. Let $Y$ be the set mentioned in the definition of ( $X ; G$; © ). By Lemma 4.1, each element of $S$ is in some $N(Y \cap K ; K)$ where $K$ is finitely generated. Since $S$ is finite, $S$ is in some $N(Y \cap L ; L)$ where $L$ is finitely generated. Hence there exists a finite subset $T$ of $Y \cap L$ such that $S$ is in $N(T ; L)$. Each $t$ in $T$ has the form $W_{n}\left(p, z_{2}, \ldots, z_{n}\right)$ for some $W_{n}$ in $\mathfrak{C}, p$ in $N(X ; G)$ and $z_{2}, \ldots, z_{n}$ in $G$. Thus there exists a finite subset $P$ of $N(X ; G)$ and a finite subset $Z$ of $G$ such that each $t$ in $T$ has form $W_{n}\left(p ; z_{2}, \ldots, z_{n}\right)$ for some $W_{n}$ in $\mathfrak{C}$, $p$ in $P, z_{2}, \ldots, z_{n}$ in $Z$. Since $P$ is a finite subset of $N(X, G)$, then, by Lemma 4.1, $P$ is in $N(X \cap H ; H)$ for any suitably large finitely generated subloop $H$. If we choose $H$ to contain $Z$ and the finitely generated subloop $L$ we will have $S \subset N(T ; L) \subset N(T ; H) \subset(X \cap H ; H$, ( $)$. This proves Lemma 4.2.

Next let $\mathcal{E}$ be a class of loops satisfying (a), (b) of § 1. A nilpotency function $f$ for $\mathcal{E}$ will be said to have word type if there exists at least one non-empty set $\mathfrak{C}$ of loop words such that, for $G$ in $\mathfrak{E}, f(G)$ is characterized as follows: The element $a$ of $G$ is in $f(G)$ if and only if $W_{n}\left(a, x_{2}, x_{3}, \ldots, x_{n}\right)=1$ for every $W_{n}$ in © and all $x_{2}, x_{3}, \ldots, x_{n}$ in $G$. It is readily verified that every nilpotency function discussed in § 1 has word type. For example, a suitable set of words for central nilpotency consists of $U_{2}, V_{3}, W_{3}$ where $U_{2}$ is the commutator word and $V_{3}, W_{3}$ are two forms of the associator word: $U_{2}\left(X_{1}, X_{2}\right)=\left(X_{1}, X_{2}\right) ; V_{2}\left(X_{1}, X_{2}, X_{3}\right)=\left(X_{1}, X_{2}, X_{3}\right)$; $W_{3}\left(X_{1}, X_{2}, X_{3}\right)=\left(X_{3}, X_{2}, X_{1}\right)$. If $f$ has word type and if $K$ is a normal subloop of the loop $G$ in $\mathcal{E}$, then the natural homomorphism $x \rightarrow x K$ maps $f(G)$ into a subloop of $f(G / K)$; consequently, the set of all elements of form $W_{n}\left(k, x_{2}, \ldots, x_{n}\right)$, where $W_{n}$ is in $\mathfrak{C}, k$ is in $K$ and $x_{2}, \ldots, x_{n}$ are in $G$, must be a subset of $K$. Considering next the homomorphism $x \rightarrow x(K, G)_{f}$, we see that the smallest normal subloop of $G$ containing the set of elements just described must be $(K, G)_{f}$.

Thus the following lemma is a corollary of Lemma 4.2:
Lemma 4.3. Let $f$ be a nilpotency function of word type for a class $\mathfrak{E}$ satisfying (a), (b) of §1. If $G$ is in $\mathcal{E}$, if $X$ is a non-empty subset of $G$ and if $S$ is a finite subset of $(N(X ; G), G)_{f}$, then there exists a finitely generated subloop $H_{0}$ of $G$ such that $S \subset(N(X \cap H ; H), H)_{f}$ for every finitely generated subloop $H$ which contains $H_{0}$.

In order to make effective use of Lemma 4.3 we need the concept of a linear system $\mathfrak{S}$ of a loop $G$ (Kuroš, Theory of Groups, vol. 2). First let $\mathscr{S}$ be a non-empty set whose elements are subloops of $G$ and which is simply (or linearly) ordered by inclusion: if $H, K \in \mathscr{S}$ then either $H \subset K$ or $K \subset H$. An extension, $\mathfrak{F}$, of $\mathscr{S}$ is a set of subloops of $G$,
simply ordered by inclusion, such that $\mathfrak{S} \subset \mathfrak{F}$; and $T$ is a proper extension of $\mathfrak{S}$ if $\mathfrak{S} \neq \mathfrak{T}$. By Zorn's Lemma, applied to all the extensions of $\mathfrak{C}$, $\mathfrak{S}$ must have at least one maximal extension, say $\mathfrak{M}$. That is, $\mathfrak{M}$ is an extension of $\mathfrak{S}$ such that $\mathfrak{M}$ has no proper extension. Among the processes which yield extensions of a simply ordered set $\mathcal{\Omega}$, we are interested in the following: (1) If $G$ is not an element of $\mathfrak{\Im}$, adjoin $G$ to $\subseteq$. (2) If the identity subloop, 1 , is not an element of $\mathfrak{S}$, adjoin 1 to $\mathfrak{S}$. (3) Consider some non-empty subset $\mathfrak{T}$ of $\mathfrak{S}$ and let $H$ be the intersection of all subloops of $G$ which are elements of $\mathfrak{T}$. Then $H$ is a subloop. If $\mathfrak{T}^{\prime}$ is the set consisting of all elements $K$ of $\mathfrak{S}$ such that $H \subset K$, then $\mathfrak{T} \subset \mathfrak{S}^{\prime}$ and hence $H$ is the intersection of the elements of $\mathbb{T}^{\prime}$. In particular, if $L$ is an element of $\mathfrak{S}$ which is not in $\mathfrak{F}^{\prime}$, then $L \subset K$ for every $K$ in $\mathfrak{F}^{\prime}$ and hence $L \subset H$. Therefore $H$ may be adjoined to $\mathfrak{S}$. We note that if the elements of $\mathfrak{S}$ are normal subloops of $G$, then $H$ is normal in $G$. Similarly, if, for some set, $\Omega$, of endomorphisms of $G$, all elements of $\mathscr{S}$ are $\Omega$-subloops, then so is $H$. (4) Consider some non-empty subset $\mathfrak{T}$ of $\mathfrak{S}$ and let $H$ be the union (i. e., the set of elements of $G$ contained in one or more) of the elements of $\mathfrak{T}$. Since $\mathfrak{T}$, like $\mathfrak{S}$, is simply ordered, $H$ is a subloop of $G$. If $\mathfrak{T}^{\prime}$ is the set of all elements $K$ of $\mathfrak{\Im}$ such that $K \subset H$, then $\mathfrak{T} \subset \mathbb{T}^{\prime}$ and hence $H$ is the union of the elements of $\mathbb{S}^{\prime}$. In particular, if $L$ is an element of $\mathfrak{S}$ which is not in $\mathbb{T}^{\prime}$, then $K \subset L$ for every $K$ in $\mathbb{F}^{\prime}$ and hence $H \subset L$. Therefore $H$ may be adjoined to $\mathfrak{S}$. As before, $H$ is a normal subloop or an $\Omega$-subloop if the same is true for each element of $\mathcal{\varrho}$. We note that processes (1)-(4) may be combined as follows: We partition $\mathfrak{S}$ into an upper section $\mathfrak{U}$ and a lower section $\mathcal{E}$, one of which may be empty. That is, each element of $\mathfrak{S}$ is in exactly one of $\mathfrak{E}, \mathfrak{U}$, and $A \subset B$ for every $A$ in $\mathcal{L}, B$ in $\mathfrak{U}$. If $\mathcal{E}$ is empty, define $H_{1}=1$; otherwise let $H_{1}$ be the union of the elements of $\mathcal{E}$. If $\mathfrak{U}$ is empty, define $H_{2}=G$; otherwise let $H_{2}$ be the intersection of the elements of $\mathfrak{U}$. Then $A \subset H_{1} \subset H_{2} \subset B$ for every $A$ in $\mathcal{E}, B$ in $\mathcal{U}$. If $H_{1} \neq H_{2}$ then $H_{1}$ is either a (unique) maximal element of $\mathcal{L}$ or not in $\mathfrak{S}$; similarly, $H_{2}$ is either a (unique) minimal element of $\mathfrak{U}$ or not in $\mathfrak{S}$. Moreover, if $x$ is an element of $H_{2}$ which is not in $H_{1}$ then $H_{2}$ is the intersection of all elements of $\mathfrak{S}$ containing $x$ and $H_{1}$ is the union of all elements of $\mathfrak{\Im}$ not containing $x$. If $H_{1}=H_{2}=H$, then $H$ is either a (unique) maximal element of $\mathcal{E}$ or a (unique) minimal element of $\mathfrak{U}$ or not an element of $\mathfrak{S}$. And in any case, $H_{1}, H_{2}$ can be adjoined to $\mathcal{S}$ if they are not in $\mathfrak{\Im}$.

By a linear system $\subseteq$ of a loop $G$ we mean a (non-empty) set of subloops of $G$, simply ordered by inclusion, such that none of the above processes yields a proper extension of $\mathfrak{S}$. That is: (i) $\mathfrak{S}$ contains 1 and $G$. (ii) The intersection of any non-empty set of elements of $\mathcal{S}$ is an element of $\mathscr{S}$. (iii) The union of any non-empty set of elements of $\mathcal{S}$ is an element of $\mathfrak{S}$. By a jump of a linear system $\mathfrak{S}$ of $G$ we mean an ordered pair $H, K$ of elements of $\mathfrak{S}$ such that $H \subset K, H \neq K$ and such that there exists
no element $M$ of $\mathfrak{S}$ satisfying $H \subset M \subset K, M \neq H, M \neq K$. If $x$ is an element of $K$ which is not in $H$, so that, in particular, $x \neq 1$, then $K$ is the minimal element of $\mathscr{S}$ which contains $x$ and $H$ is the maximal element of $\mathfrak{\Im}$ which does not contain $x$. Conversely, each element $x \neq 1$ determines a unique jump $H, K$ of $\mathbb{S}$ in just this manner. A linear system $\mathfrak{\Im}$ is called a chief (or principal) system of $G$ if each element of $\mathfrak{S}$ is normal in $G$; and $\mathfrak{S}$ is called an $\Omega$-system of $G$ if each element of $\mathfrak{S}$ is an $\Omega$-subloop of $G$. Again, $\mathfrak{S}$ is called a normal system if, for each jump $H, K$ of $\mathfrak{S}, H$ is normal in $K$. A composition chief system is a chief system which has no proper chief refinement. By Zorn's Lemma, every chief system can be refined to a composition chief system. Similarly for composition normal systems, composition chief $\Omega$-systems and so on. We shall not discuss the problems connected with analogues of the Jordan-Hölder Theorem or the Schreier-Zassenhaus Refinement Theorem (IV.3); for these see Kuroš, loc. cit. supra.

A linear system $\mathfrak{S}$ of $G$ is called descending (ascending) if every non-empty subset of $S$ has a maximal (minimal) element. These two types were considered in § 1 in connection with transfinitely $f$-nilpotent loops and transfinitely upper $t$-nilpotent loops respectively.

Now let $\mathcal{L}$ be any class of loops satisfying (a), (b) of $\S 1$ and let $f$ be any nilpotency function for $\mathcal{E}$. By an $t$-system, $\mathfrak{S}$, of a loop $G$ in $\mathcal{E}$ we mean a chief system of $G$ such that, for each jump $H, K$ of $\mathfrak{S}, H \supset(K, G)_{f}$. Equivalently, $K / H \subset Z_{f}(G / H)$. A loop $G$ in $\mathcal{E}$ will be called a $Z_{f}$-loop if it has at least one $f$-system. In particular, when $f(G)$ is the centre of $G$ for each $G$ in $\mathcal{E}$, we speak of central systems and of $Z$-loops. Malcev (see Kuroš, loc. cit.) has proved a local theorem for $Z$-groups. In order to generalize this to $Z_{f}$-loops we shall assume that $f$ is of word type.

Theorem 4.1. Let $f$ be a nilpotency function of word type. Then every local $Z_{f}$-loop is a $Z_{f}$-loop.

Proof. Let $G$ be a local $Z_{f}$-loop. That is, every finitely generated subloop of $G$ is a $Z_{f}$-loop. We begin with the following proposition:
(a) If $F \neq 1$ is a finitely generated subloop of $G$ and if $F^{*}$ is the smallest normal subloop of $G$ containing $F$, then $F$ is not contained in $\left(F^{*}, G\right)_{f}$.

By hypothesis, there exists a finite subset $X$ of $G$ which generates $F$. Since $F \neq 1$, we may assume without loss of generality that $X$ does not contain 1. In our previous notation, $F^{*}=N(F ; G)=N(X ; G)$. Suppose, in contradiction to (a), that $F \subset\left(F^{*}, G\right)_{f}$. Then; in particular, $X \subset\left(F^{*}, G\right)_{f}=(N(X ; G), G)_{f}$. By Lemma 4.3, since $X$ is finite, there exists a finitely generated subloop $H$ of $G$, containing $X$, such that $X \subset(N(X ; H), H)_{f}$. We select some $f$-system $\subseteq$ of $H$; one exists by hypothesis. Since $X$ does not contain the identity element, each $x$ in $X$ uniquely determines a jump $P_{x}, Q_{x}$ of $\mathfrak{S}$ such that $x$ is in $Q_{x}$ but not in $P_{x}$. By the definition of an $f$-system, $\left(Q_{x}, H\right)_{f} \subset P_{x}$ for each $x$. Since $X$ is finite and $\mathfrak{S}$ is linearly ordered, $X \subset Q_{x}$ for some $x$ in $X$. Therefore
$N(X ; H) \subset Q_{x}$ and hence $X \subset(N(X ; H), H)_{f} \subset\left(Q_{x}, H\right)_{f} \subset P_{x}$, contradicting the fact that $x$ is in $X$ but not in $P_{x}$. Therefore (a) must be true.

Before proceeding, we note that (a) implies that all minimal normal subloops of a local $Z_{f}$-loop are contained in the $f$-centre. Consequently, if a loop $G$ has the property that every quotient loop of $G$ is a local $Z_{f}$-loop then every composition chief system of $G$ is an $f$-system. The present weaker hypotheses require a longer argument; the fact that free groups are $Z$-groups but have quotients which are not $Z$-groups shows that we must single out, in some way, an $f$-system for $G$. We use a method of Malcev to prove the following:
(b) With each $x$ of $G$ there may be associated a normal subloop $H(x)$ of $G$ such that (i) $H(1)=1$; (ii) if $x \neq 1$ then $H(x)$ contains $(N(x ; G), G)_{f}$ but not $x$; (iii) the set of all subloops $H(x), x \in G$, is linearly ordered by inclusion.

Suppose (b) has been proved, and let $\mathfrak{S}$ be the linear system of $G$ obtained from the set of all $H(x)$ by forming unions and intersections and, if necessary, adjoining $G$. Let $A, B$ be a jump of $\mathcal{S}$. If $x$ is in $B$ but not in $A$, then $x \neq 1$; whence, by (ii), $H(x) \subset A$. Therefore $A$ contains $(N(x ; G), G)_{f}$ for every $x$ of $B$ which is not in $A$ and hence, in fact, for every $x$ of $B$. Consequently, $(B, G)_{f} \subset A$. This shows that $\mathcal{S}$ is an $t$-system.

In order to prove (b), we consider the set of all finitely generated subloops of $G ; F$ will be a generic notation for such a subloop. In each $F$ we select a fixed $f$-system for $F$. If $x \neq 1$ is in $F$, let $F_{x}$ denote the largest element of the $t$-system for $F$ which does not contain $x$. In addition, define $F_{1}=1$. For any fixed $F$, the subloops $F_{x}, x \in F$, are simply ordered. We wish to associate with every finite non-empty set $X$ of elements of $G$ a set, $\mathcal{E}(X)$, of finitely generated subloops of $G$ such that: (I) for each $F$ in $\mathcal{L}(X), X$ is a subset of $F$ and the subloops $F_{x}$ of $F, x \in X$, have a fixed ordering by inclusion, independent of $F$; (II) for each finite subset $Y$ of $G$, there is an $F$ in $\mathcal{E}(X)$ which contains $Y$; (III) $\mathfrak{E}(X \cup Y) \subset \mathcal{E}(X) \cap \mathcal{E}(Y)$ for all finite non-empty subsets $X, Y$ of $G$. In order to show that this can be done, we strengthen our requirements as follows: (1) If $X$ consists of a single element $x, \mathcal{L}(X)=\mathcal{L}(x)$ shall consist of all $F$ containing $x$; for such an $X$, requirements (I), (II) are clearly met. (2) If $X$ consists of $n$ elements, $n>1$, then, for some one fixed enumeration (out of $n$ ! possible ones) of the elements of $X$, say $x(1), x(2), \ldots, x(n), \mathcal{L}(X)$ shall consist of all $F$ which contain $X$ and satisfy the inequalities $F_{x(1)} \subset F_{x(2)} \subset \cdots \subset F_{x(n)}$. Here equalities are not excluded. Thus, with a set $X$ of $n$ elements we can associate $n$ ! sets $\mathcal{E}(X)$, each of which (although possibly empty) satisfies (I). When we speak of a set $\mathcal{E}(X)$, we shall have such a set in mind. Then (III) simply means that the ordering in $X \cup Y$ is to be consistent with those in $X$ and $Y$. Now consider a pair $(M, \theta)$ where $M$ is a non-empty
(possibly infinite) subset of $G$ and $\theta$ is a single-valued mapping which assigns, to each finite non-empty subset $X$ of $M$, a set $X \theta=\boldsymbol{L}(X)$ such that (I), (II), (III) hold for all finite non-empty subsets $X, Y$ of $M$. Order such pairs as follows: $(M, \theta) \subset(N, \varphi)$ if $M \subset N$ and $\varphi$ induces $\theta$ on $M$. By (1), there exists a pair $(M, \theta)$ where $M$ consists of a single element $x$. Therefore, by Zorn's Lemma, there exists a maximal pair $(M, \theta)$; one such that $(M, \theta) \subset(N, \varphi)$ implies $M=N$. We shall show that $M=G$. Suppose, on the contrary, that there exists an element $p$ of $G$ which is not in $M$. Consider some subset $X$ of $M$, with $n \geqq 1$ elements, and let $x(1), x(2), \ldots, x(n)$ be the elements of $X$ arranged so that $F_{x(1)} \subset F_{x(2)} \subset \cdots \subset F_{x(n)}$ for each $F$ in $X \theta=\mathfrak{\mathcal { E }}(X)$. For every $F$ in $\mathcal{E}(X)$ containing $p, F_{p}$ must fit into this ordering in some one of $n+1$ possible positions, which we can indicate by inserting $p$ in the ordered set $x(1), x(2), \ldots, x(n)$. We wish to show that $(X \cup p) \varphi$ $=\mathcal{L}(X \cup p)$ can be defined in at least one of the $n+1$ ways so as to satisfy (II). If not, then for each of these ways there must exist a finite set $S$ such that no $F$ in $L(X)$ can contain $p, S$ and satisfy the ordering. Let $T$ be the union of $n+1$ "contradictory" sets so chosen. By (II), there exists an $F$ in $\mathcal{E}(X)$ which contains $T$ and $p$; but by construction, none of the $n+1$ orderings is satisfied for $F$. This is a contradiction. Thus, for every finite $X$, there is at least one way of defining $\mathcal{E}(X \cup p)$ so that (II) holds; and there are at most $n+1$ ways if $X$ has $n$ elements. Next assume, for a fixed $X$ with $n$ elements, that for every way of defining $\mathcal{E}(X \cup p)$ so that (II) holds, there exists a finite non-empty subset $Y$ of $M$ so that no choice of $\mathcal{E}(X \cup p \cup Y)$ and/or $L(Y \cup p)$ can be made to satisfy (II). Choose such a $Y$ for each of the (at most) $n+1$ ways and let $Z$ be the union of $X$ and all the $Y$ 's. Then, by construction, there is no way of choosing $L(Z \cup p)$ to satisfy (II). But, since $Z$ is finite, this contradicts our earlier conclusion. Consequently, a pair ( $M \cup p, \varphi$ ) can be defined, and this contradicts the maximality of ( $M, \theta$ ). Therefore there exists at least one collection of sets $\mathcal{L}(X)$ satisfying (I), (II), (III).

Now we assume a fixed choice of the sets $\mathcal{L}(X)$; and we define $H(x)$, for each $x$ in $G$, as follows: An element $p$ of $G$ is in $H(x)$ if and only if there exist finite non-empty subsets $Y, Z$ of $G$ such that $p \in F_{x}$ for every $F$ of $\mathcal{L}(Y)$ which contains $Z$. Here we may always assume that $Z$ contains $x, p$. If $p$ is in $H(x)$, according to a pair $Y, Z$, and if $\theta$ is an inner mapping of $G$, there exists a finite subset $W$ of $G$ such that $\theta$ induces an inner mapping of every $F$ which contains $W$. There exists an $F$ in $\mathcal{E}(Y)$ containing $Z, W$; and, since $F_{x}$ is normal in $F, p \theta \in\left(F_{x}\right) \theta \subset F_{x}$ for every such $F$. Thus $H(x)$ is a self-conjugate subset of $G$. If $q$ is in $H(x)$ according to $Y^{\prime}$ and $Z^{\prime}$, then for every $F$ in $\mathcal{Q}\left(Y \cup Y^{\prime}\right)$ which contains $Z \cup Z^{\prime}, p, q$ will both be in $F_{x}$. Hence $H(x)$ is a subloop. In particular, since $F_{1}=1$ for each $F, H(1)=1$. If $x \neq 1$ and if $Y$ is a
finite subset of $(N(x ; G), G)_{f}$ then, for every $F$ containing a certain $F^{\prime}$. as in the proof of (a) above, we will have $Y \subset(N(x ; F), F)_{f} \subset F_{x}$. Taking for $Z$ a generating set of $F^{\prime}$, we deduce in particular that $Y \subset F_{x}$ for every $F$ in $\mathcal{L}(Y)$ which contains $Z$. Thus $Y \subset H(x)$. In other words, $(N(x ; G), G)_{f} \subset H(x)$. At the same time, since $x \neq 1$ is never in $F_{x}, H(x)$ does not contain $x$. Next consider a pair $x, y$ and suppose that the order in $\mathcal{L}(x \cup y)$ gives $F_{x} \subset F_{y}$ for every $F$ in $\mathcal{L}(x \cup y)$. If $p$ is in $H(x)$ then, for some finite sets $S, T, p \in F_{x}$ for every $F$ in $\mathcal{E}(S)$ which contains $T$. Then, for every $F$ in $\mathcal{L}(x \cup y \cup S)$ which contains $T, p \in F_{x} \subset F_{y}$. Thus $p \in H(y)$, showing that $H(x) \subset H(y)$. This completes the proof of (b) and hence the proof of Theorem 4.1.

For any nilpotency function $f$ of a class $\mathcal{E}$ of loops, we define a loop $G$ to be an $S N_{f}$-loop if it has at least one normal system such that, at each jump $H, K$ of the system, $(K, K)_{f}(H$. A similar definition may be given for $S I_{f}$-loops in terms of a chief system. The local theorem for $S I_{f}$-loops holds for $f$ of word type. With some simplification of the work, we alter Lemma 4.3 as follows: If $S$ is a finite subset of $(N(X ; H)$, $N(X ; H))_{f}$ then $S \subset(N(X \cap H ; H), N(X \cap H ; H))_{f}$ for every finitely generated subloop $H$ containing some $H_{0}$. The pattern of Theorem 4.1 requires little modification. It is not clear whether the local theorem holds for $S N_{f}$-loops; compare the proof of Malcev for $S N$-groups (Kuroš, loc. cit.) A loop may be called an $S D_{f}$-loop if it has a descending normal system such that, at each jump $H, K,(K, K)_{f} \subset H$. The following theorem is almost immediate:

Theorem 4.2. If $f$ is any nilpotency function (not necessarlly of word type) for the class of all loops, such that $f(G)$ always contains the centre of $G$, then every free loop is an $S D_{f}$-loop.

Proof. Let $G$ be a free loop and define the $f$-derived series $\left\{G^{\alpha}\right\}$ of $G$ inductively: $G^{0}=G ; G^{\alpha+1}=\left(G^{\alpha}, G^{\alpha}\right)_{f}$; if $\alpha$ is a limit ordinal, $G^{\alpha}$ is the intersection of the $G^{\beta}$ for all $\beta<\alpha$. Let $F$ be the ultimate term of this series. If $F \neq 1$, then $F$ is a free loop of positive rank. Hence, if $F^{\prime}$ is the commutator-associator subloop of $F, F / F^{\prime}$ is a free abelian group of positive rank. In particular, $f\left(F / F^{\prime}\right)=F / F^{\prime}$, so $(F, F)_{f}\left(F^{\prime} \neq F\right.$. This is a contradiction, so $F=1$. We also note from this proof that the $f$-derived series of a free loop must terminate at a limit ordinal.

The $f$-derived series, although characteristic, need not be chief. Thus $S D_{f}$-loops may not always be $S I_{f}$-loops, although they are $S N_{f}$-loops.

## 5. Ordered loops

A (multiplicative) loop $G$ is said to be simply ordered by a binary relation $(<)$ provided that, for all $a, b, c$ in $G$ : (i) exactly one of the following holds: $a<b, a=b, b<a$; (ii) if $a<b$ and $b<c$, then $a<c$; (iii) if $a<b$ then $a c<b c$ and $c a<c b$. The relation $a>b$ is interpreted, as usual, to mean $b<a$. If 1 is the identity element of $G$, an element $a$ is
called positive if $a>1$, negative if $a<1$. A loop of order one can be simply ordered in a trivial manner. If $G \neq 1$ and $G$ is simply ordered, and if the elements $a, b$ of $G$ satisfy $a b=1, a \neq 1$, we see from (iii) that exactly one of $a, b$ is positive.

Lemma 5.1. A loop $G \neq 1$ can be simply ordered if and only if $G$ contains two non-empty subsets $P, N$ such that (a) if $x \in G$ then exactly one of the following holds: $x=1, x \in P, x \in N$; (b) $P P \subset P$ and $N N \subset N$; (c) $P$ (and hence $N$ ) is a self-conjugate subset of $G$. (Compare Neumann [B 13].)

Proof. (I) Let $G$ be simply ordered and let $P, N$ consist of the positive and negative elements of $G$ respectively. Then (a), (b) follow immediately. If $a, b, x \in G$ and if $a<b$ then $a R(x)<b R(x)$, $a L(x)<b L(x)$ by (iii); from this we deduce readily that $a \theta<b \theta$ for every $\theta$ in the multiplication group $\mathfrak{M}(G)$ of $G$. In particular, the inner mapping group of $G$ maps $P$ into $P, N$ into $N$. This proves (c).
(II) Let $G$ be a loop with non-empty subsets $P, N$ satisfying (a), (b), (c). From the fact that $N$ is self-conjugate in $G$ we deduce readily that $N x=x N, N(x y)=(N x) y=x(N y)$ for all $x, y$ in $G$. We define $x<y$ if and only if $x \in y N$. If $x<y$ and $y<z$, then $x \in y N \subset(z N) N \subset z(N N) \subset z N$, so $x<z$; that is, (ii) holds. If $x=y z$, then $z$ is uniquely determined by $x, y$. Hence, by (a), exactly one of $z \in N, z=1, z \in P$ must be true. If $z \in P$ and if $y=x w$ then $w \neq 1$. If $w$ is also in $P$ then $x=y z=(x w) z \in(x P) P=x(P P) \subset x P$, so $x \in x P$ and hence $1 \in P$, a contradiction. Hence $x \in y P$ if and only if $y \in x N$. This proves (i). Finally, suppose $x \in y N$. Then, for any $z, x z \in(y N) z=(y z) N$ and $z x \in z(y N)=(z y) N$. This proves (iii) and completes the proof of Lemma 4.1.

A subloop $H$ of a simply ordered loop $G$ is called convex (or isolated) provided $H$ is normal in $G$ and contains every element $x$ of $G$ such that $h<x<h^{\prime}$ for some elements $h, h^{\prime}$ of $H$. If $H$ is a convex subloop of $G$, the quotient group $G / H$ can be simply ordered by defining $x H \leqq y H$ if and only if there exist elements $a, b$ of $G$ such that $a \in x H, b \in y H$ and $a \leqq b$. This order of $G / H$ is said to be induced by the order of $G$. The kernel of an order-preserving homomorphism of $G$ upon a loop is necessarily convex.

Theorem 5.1. If $G$ is a $Z$-loop with a central system $\mathfrak{C}$ such that, for each jump $H$, $K$ of $\mathfrak{S}, K / H$ is simply ordered, then $G$ can be simply ordered so as to preserve the ordering in each $K / H$. (Compare Neumann [B 13].)

Proof. We need only determine the $P, N$ of Lemma 5.1. If $x \neq 1$, let $H, K$ be the jump determined by $x$. We assign $x$ to $P$ or $N$ according as the coset $x H$ is positive or negative in $K / H$. Since $K / H$ is part of the centre of $G / H$, each inner mapping of $G$ induces the identity mapping on $K / H$. Hence $P, N$ are self-conjugate subsets of $G$. If $y$ is in $H$, then $x y \equiv y x \equiv x \bmod H$, so $x y, y x, x$ are all in $P$ or all in $N$. If $y$ is not
in $K$, then the rôles of $x, y$ are simply interchanged. If $y$ is in $K$ but not in $H$, and if $x, y$ are both in $P$, then so is $x y$. Hence $P P \subset P$, and, similarly, $N N \subset N$. This completes the proof. Note that, for each jump $H, K$, the homomorphism $x \rightarrow x H$ of $G$ upon $G / H$ is order-preserving. Hence the "lower term" $H$ of every jump $H, K$ is convex in the ordering of $G$.

If $G$ is a free group, it is known that $G_{\omega}=1$ (where $\omega$ is the first limit ordinal) and that $G_{\alpha} / G_{\alpha+1}$ is a free abelian group. Thus Theorem 5.1 gives one way (indeed, the original way) of proving that every free group may be simply ordered. The comparable facts are not available for free loops. Nevertheless, it is possible to show, by a tedious induction over the extension chains of Chapter I, that every free loop $F$ can be simply ordered. The method yields no information about convex subloops and it is conceivable that $F$ may be simply ordered so that it is order-simple. Here we define a simply ordered loop $G$ to be order-simple if the only convex subloops of $G$ are $G$ and 1 . The following theorem is due to Zelinsky:

Theorem 5.2. If $G$ is a simply ordered loop whose centre $Z$ has finite index, then $G$ is centrally nilpotent. If some subgroup of $Z$ is order-simple and has finite index in $G$, then $G$ possesses an order-preserving isomorphism into the additive group of real numbers.

For the proof of Theorem 5.2, see Zelinsky [116]. Zelinsky also shows how to construct simply ordered loops with centre of finite index which are centrally nilpotent of arbitrary class. His paper deals as well with topological loops; for a more recent study of the latter, see Malcev [90].

We shall not attempt to discuss the literature of ordered groups. See the bibliographies of the papers cited; also Birkhoff, Lattice Theory.

## VII. Moufang Loops

## 1. Groupoids with the inverse property

We saw in Chapter I that there exist quasigroups (for example, the free quasigrcups) possessing (multiplicative) homomorphisms upon systems which are not quasigroups - and similarily for loops. In order to avoid this possibility it is of interest (see I.5, IV. 10) to consider a class, closed under homomorphism, of groupoids all of which are quasigroups. We may define such a class of groupoids $G$ as follows. Let $G$ be any groupoid with multiplication semigroup $\mathfrak{S}$ such that for each $x$ in $G$ there exist $\theta, \varphi$ in $\mathcal{S}$ with $R(x) \theta=I, L(x) \varphi=I$. Clearly every homomorphic image of such a groupoid has the same property. Since $\mathbb{S}$ is generated by the set of all $R(x), L(x)$ for $x$ in $G$, every $\alpha$ in $\mathcal{S}$ has a $\beta$ in $\mathfrak{S}$ such that $\alpha \beta=I$; consequently, $\mathfrak{S}$ is a group of permutations of $G$. Therefore $G$ is a quasigroup.

We may single out a subclass in terms of the inverse property. A groupoid $G$ is said to have the left inverse property if for each $x$ in $G$ there is at least one $a$ in $G$ such that (i) $a(x y)=y$ for every $y$ in $G$. That is: $L(x) L(a)=I$. Consequently, the semigroup generated by the left multiplications of $G$ is a group and, for given $x, y$ in $G$, there is one and only one $z$ in $G$ such that $x z=y$. But $G$ need not be a quasigroup, as witness the case that $x y=y$ for all $x, y$ in $G$. Similarly, $G$ has the right inverse property if, for each $x$ in $G$, there is at least one $b$ in $G$ such that (ii) $(y x) b=y$ for every $y$ in $G$. When (i), (ii) both hold, $G$ is said to have the inverse property. In this case, $G$ is a quasigroup, and there exist one-to-one mappings $\lambda, \mu$ of $G$ upon $G$ such that

$$
\begin{equation*}
L(x)^{-1}=L(x \lambda), \quad R(x)^{-1}=R(x \mu) \tag{1.1}
\end{equation*}
$$

for all $x$ in $G$. We note from (1.1) that

$$
\begin{equation*}
\lambda^{2}=\mu^{2}=I \tag{1.2}
\end{equation*}
$$

Clearly (1.1) can be restated as

$$
\begin{equation*}
(x \lambda)(x y)=y=(y x)(x \mu) \tag{1.3}
\end{equation*}
$$

for all $x, y$ in $G$. If $x y=z$, then, by (1.3), $(x \lambda) z=y, y(z \mu)=x \lambda$, $(y \lambda)(x \lambda)=z \mu$. Thus, and similarly,

$$
\begin{equation*}
(x y) \mu=(y \lambda)(x \lambda), \quad(x y) \lambda=(y \mu)(x \mu) \tag{1.4}
\end{equation*}
$$

for all $x, y$ in $G$. Examples may be given (cf. Bruck [67]) to show that the mappings $\lambda, \mu$ are more or less independent of each other. Moreover, there exists an inverse property quasigroup $G$ such that no loop isotopic to $G$ has the inverse property.

In the case of a loop with the inverse property the situation is simpler. For, if $G$ has identity element 1 , equations (1.2), (1.3) give $x(x \lambda)=$ $\left(x \lambda^{2}\right)(x \lambda \cdot 1)=1=(1 \cdot x)(x \mu)=x(x \mu)$ for each $x$, whence $\lambda=\mu$. Defining $x^{-1}=x \lambda$, we may now replace the above equations by

$$
\begin{gather*}
L(x)^{-1}=L\left(x^{-1}\right), \quad R(x)^{-1}=R\left(x^{-1}\right),  \tag{1.5}\\
\left(x^{-1}\right)^{-1}=x  \tag{1.6}\\
x^{-1}(x y)=y=(y x) x^{-1},  \tag{1.7}\\
(x y)^{-1}=y^{-1} x^{-1} \tag{1.8}
\end{gather*}
$$

holding for all $x, y$ of $G$.
Another special class deserves mention: the crossed-inverse groupoids (Artzy [56], Bruck [75]). Here we assume that to each $x$ in $G$ there correspond $a, b$ in $G$ such that $(x y) a=y=b(y x)$ for every $y$ in $G$. Thus $L(x) R(a)=I=R(x) L(b)$. Again $G$ is a quasigroup and there exists a one-to-one mapping $\varkappa$ of $G$ upon $G$ such that

$$
\begin{equation*}
L(x)^{-1}=R(x x), \quad R(x)^{-1}=L\left(x x^{-1}\right) \tag{1.9}
\end{equation*}
$$

for all $x$ in $G$. Equivalently,

$$
\begin{equation*}
(x y)(x x)=y=\left(x x^{-1}\right)(y x) \tag{1.10}
\end{equation*}
$$

for all $x, y$ in $G$. By (1.10), the equation $x y=z$ implies $z(x x)=y$, $y(z x)=x \varkappa,(x x)(y x)=z x$. Thus $x$ is an automorphism of $G$ :

$$
\begin{equation*}
(x y) x=(x x)(y x) \tag{1.11}
\end{equation*}
$$

for all $x, y$ of $G$. As Artzy shows, $x$ may have finite or infinite order. Crossed-inverse loops deserve further study, but we shall say no more about them here.

Also see Baer [348, II] and Cowell [349].

## 2. Moufang elements

Let $(G, \cdot)$ be any loop and consider the principal isotope $(G, o)$ defined by

$$
\begin{equation*}
x o y=x R(v)^{-1} \cdot y L(u)^{-1} \tag{2.1}
\end{equation*}
$$

for all $x, y$ in $G$. A necessary and sufficient condition that ( $G, \cdot$ ) be isomorphic to $(G, o)$ is that there exist a permutation $W$ of $G$ such that $x W$ o $y W=(x y) W$ for all $x, y$ of $G$. Equivalently,

$$
\begin{equation*}
x U \cdot y V=(x y) W \tag{2.2}
\end{equation*}
$$

for all $x, y$ of $G$, where the permutations $U, V$ are defined by $U=W R(v)^{-1}$, $V=W L(u)^{-1}$. An ordered triple $(U, V, W)$ of permutations of a loop $G$ is called an autotopism of $G$ if (2.2) holds for all $x, y$. The autotopisms of $G$ form a group under componentwise multiplication: $(U, V, W)\left(U^{\prime}, V^{\prime}, W^{\prime}\right)=\left(U U^{\prime}, V V^{\prime}, W W^{\prime}\right)$. If $(U, V, W)$ is an autotopism of $G$ and if

$$
\begin{equation*}
u=1 U, \quad v=1 V, \quad \tilde{} \neq 1=1 \mathrm{~W}, \tag{2.3}
\end{equation*}
$$

then, from (2.2) with $y=1, x=1$ in turn, we get

$$
\begin{equation*}
U R(v)=V L(u)=W, \quad u v=w . \tag{2.4}
\end{equation*}
$$

Consequently there is a one-to-one correspondence between autotopisms of $G$ and isomorphisms of $G$ upon principal isotopes.

Henceforth let $G$ be an inverse property loop and let $J$ be the inverse mapping of $G$, defined by

$$
\begin{equation*}
x J=x^{-1} \tag{2.5}
\end{equation*}
$$

By (1.6), (1.8), (1.5) we have

$$
\begin{equation*}
J^{2}=I, J L(x) J=R\left(x^{-1}\right)=R(x)^{-1}, J R(x) J=L\left(x^{-1}\right)=L(x)^{-1} \tag{2.6}
\end{equation*}
$$

Lemma 2.1. If $(U, V, W)$ is an autotopism of the inverse property loop $G$, then $(W, J V J, U)$ and $(J U J, W, V)$ are autotopisms of $G$. Moreover, if $u=1 U, v=1 V$, then $(U, V, W)=(S, S R(c), S R(c))(L(u), R(u)$,
$L(u) R(u))$ where $S$ is a permutation of $G$ and $c=v u^{-1}$ is an element of $G$ such that

$$
\begin{equation*}
(x S)(y S \cdot c)=(x y) S \cdot c \tag{2.7}
\end{equation*}
$$

for all $x, y$ of $G$, and where $u$ is an element of $G$ such that

$$
\begin{equation*}
(u x)(y u)=[u(x y)] u \tag{2.8}
\end{equation*}
$$

for all $x, y$ of $G$.
Proof. From (2.2), $\quad x U=(x y) W \cdot(y V)^{-1}=(x y) W \cdot y V J . \quad R e-$ placing $x$ by $x y, y$ by $y^{-1}=y J$, we get $(x y) U=x W \cdot y J V J$ for all $x, y$. Hence $(W, J V J, U)$ is an autotopism. From (2.2), $y V=x U J \cdot(x y) W$. Replacing $y$ by $x y, x$ by $x J$, we get $(x y) V=x J U J \cdot y W$ for all $x, y$. Hence ( $J U J, W, V$ ) is an autotopism. Therefore, by (2.3), if $P^{-1}=U^{-1} J U J$, we see that $G$ has the autotopism $(U, V, W)^{-1}(J U J, W, V)$ $=\left(P^{-1}, L(u), L(u)^{-1}\right)$ and hence, by (2.6), the autotopism $\left(L(u)^{-1}, J L(u) J, P^{-1}\right)^{-1}=(L(u), R(u), P)$. Then $\quad x P=(x \cdot 1) P$ $=(x L(u))(1 R(u))=(x L(u)) u=x L(u) R(u)$ for all $x$, so $P=L(u) R(u)$. Hence we have (2.8). Moreover, $G$ has the autotopism ( $U, V, W$ ) $(L(u), R(u), P)^{-1}=(S, C, D)$, say, where $S=U L(u)^{-1}$, so $\quad 1 S=1$. Since $x S \cdot y C=(x y) D$ for all $x, y$, and since $1 S=1$, we deduce that $S R(c)=C=D$ where $c=1 C$. Thus we have (2.7). Since $C=V R(u)^{-1}$, $c=v u^{-1}$. This completes the proof of Lemma 2.1.

A permutation $S$ of a loop $G$ is called a pseudo-automorphism of $G$ provided there exists at least one element $c$ of $G$, called a companion of $S$, such that (2.7) holds for all $x, y$ of $G$. The pseudo-automorphisms form a group under composition. From (2.7) with $x=1$ we deduce that

$$
\begin{equation*}
1 S=1 \tag{2.9}
\end{equation*}
$$

Furthermore, by (2.7),

$$
\begin{equation*}
[x(y x)] S \cdot c=x S \cdot[(y x) S \cdot c]=x S \cdot[(y S)(x S \cdot c)] \tag{2.10}
\end{equation*}
$$

for all $x, y$ of $G$. If $G$ has the inverse property, we set $y=x^{-1}=x J$ in (2.7) and get $x S \cdot(x J S \cdot c)=1 S \cdot c=c$, whence $x J S \cdot c=(x S)^{-1} \cdot c$ $=x S J \cdot c$ for all $x$ and thus

$$
\begin{equation*}
S J=J S \tag{2.11}
\end{equation*}
$$

An element $u$ of an inverse property loop $G$ is called a Moufang element of $G$ provided (2.8) holds for all $x, y$ of $G$. By Lemma 2.1, if $(U, V, W)$ is an autotopism of $G$, each of the elements $u=1 U, v=1 V$, $w=1 W$ is Moufang. In particular, the companion $c$ of the pseudoautomorphism $S$ of $G$ is Moufang.

Lemma 2.2. The set $M$ of all Moufang elements of the inverse property loop $G$ is a subloop of $G$. If $p, q$ are in $M$ then: (i) $R(p, q)=L\left(p^{-1}, q^{-1}\right)$ is a pseudo-automorphism with companion $(p, q)$. (ii) $T(p)$ is a pseudoautomorphism with companion $p^{-3}$.

Proof. Define $A(p)=(L(p), R(p), L(p) R(p))$ for each $p$ in $M$. Since $A(p)^{-1}$ is an autotopism, $1 L(p)^{-1}=p^{-1}$ is in $M$. If $q$ is also in $M, A(q) A(p)$ is an autotopism, so $1 L(q) L(p)=p q$ is in $M$. Hence $M$ is a subloop of $G$. If $p, q$ are in $M, A\left(p^{-1}\right) A\left(q^{-1}\right) A\left(q^{-1} p^{-1}\right)^{-1}=(S, T, X)$ is an autotopism where, in particular,

$$
S=L\left(p^{-1}\right) L\left(q^{-1}\right) L\left(q^{-1} p^{-1}\right)^{-1}=L\left(p^{-1}, q^{-1}\right)
$$

and $T=R\left(p^{-1}\right) R\left(q^{-1}\right) R\left(q^{-1} p^{-1}\right)^{-1}$. Since $1 S=1$, we have $T=X$ $=S R(c)$ where $c=1 T=\left(p^{-1} q^{-1}\right)(p q)$. Since $(q p) c=p q$, then $c=(p, q)$. Thus $S$ is a pseudo-automorphism with companion ( $p, q$ ). By (2.11), $S=J S J$. Hence, by (2.6), $S=R(p) R(q) R(p q)^{-1}=R(p, q)$. This proves (i). Since $A(p)$ is an autotopism, so is $B(p)=(J L(p) J, L(p) R(p), R(p))$ and hence so is $B(p)^{-1} A(p)^{-1}=(T(p), U, V)$. Here $U=R(p)^{-1} L(p)^{-1} R(p)^{-1}$, $V=R(p)^{-2} L(p)^{-1}$. Since $1 T(p)=1$, then $U=V$ and $T(p)$ is a pseudoautomorphism with companion $k$ where $k=1 U=\left(p^{-1}\right)^{2} p^{-1}$ and $k=1 V$ $=p^{-1}\left(p^{-1}\right)^{2}$. Thus $k=\left(p^{-1}\right)^{3}=p^{-3}$.

Theorem 2.1. If $G$ is an inverse property loop, the nuclei $N_{\lambda}, N_{\mu}, N_{e}^{-}$ of $G$ coincide with the nucleus $N$ of $G$. Every pseudo-automorphism of $G$ induces an automorphism of $N$; in particular, $N$ is a characteristic normal subloop of the subloop $M$ of Moufang elements of $G$.

Proof. The element $a$ of $G$ is in $N_{\lambda}$ if and only if

$$
\begin{equation*}
(a x) y=a(x y) \tag{2.12}
\end{equation*}
$$

for all $x, y$ of $G$. If (2.12) holds, we take inverses of both sides and see that $a^{-1}$ (and hence $a$ ) is in $N_{e}$. By symmetry, $N_{\lambda}=N_{e}$. From (2.12) again, $y=(a x)^{-1}[a(x y)]$ for all $x, y$. Setting $x=a^{-1} p^{-1}=(p a)^{-1}$, $y=(p a) q$, we find that $(p a) q=p(a q)$ for all $p, q$. The converse also holds, so $N_{e}=N_{\lambda}=N_{\mu}=N$. By (2.12), ( $\left.L(a), I, L(a)\right)$ is an autotopism, so $a$ is Moufang. Thus $N \subset M$. Let $S$ be a pseudo-automorphism with companion $c$, and let $w$ denote the equal elements in (2.12). Since $w=(a x) y, \quad w S \cdot c=(a x) S \cdot(y S \cdot c)$. Since $w=a(x y), \quad w S \cdot c$ $=a S \cdot[x S \cdot(y S \cdot c)]$. Comparing the two results, and replacing $y S \cdot c$ by $y$, we get

$$
\begin{equation*}
(a x) S \cdot y=a S \cdot(x S \cdot y) \tag{2.13}
\end{equation*}
$$

for all $x, y$ in $G$. From (2.13) with $y=1$,

$$
\begin{equation*}
(a x) S=a S \cdot x S \tag{2.14}
\end{equation*}
$$

for all $x$ in $G$. By (2.14) in (2.13), $a S$ is in $N$. Similarly, $a S^{-1}$ is in $N$. Therefore, by (2.14), $S$ induces an automorphism of $N$. By Lemma 2.2, every inner mapping of $M$ is induced by a pseudo-automorphism of $G$. Consequently, $N$ is normal in $M$. This completes the proof of Theorem 2.1.

Theorem 2.2. If $G$ is a commutative inverse property loop, the nuclei of $G$ all coincide with the centre $Z$ of $G$. Moreover, every pseudo-automorphism of $G$ is an automorphism of $G$.

Proof. The first statement follows from Theorem 2.1. From (2.7) with $x, y$ interchanged, $x S \cdot(y S \cdot c)=y S \cdot(x S \cdot c)$ for all $x, y$ and, consequently, $x(c y)=(x c) y$ for all $x, y$ of $G$. Hence $c$ is in $Z$ and therefore may be deleted from both sides of (2.7). This completes the proof of Theorem 2.2.

Theorem 2.3. Let $G$ be an inverse property loop and let $(G, o)$ be the principal isotope defined by xoy $=x R(v)^{-1} \cdot y L(u)^{-1}$. A necessary and sufficient condition that ( $G, o$ ) have the left (right) inverse property is that $u$ (that $v$ ) be a Moufang element of G. If $u, v$ are Moufang elements of $G$, a necessary and sufficient condition that $(G, o)$ be isomorphic to $G$ is that $G$ possess a pseudo-automorphism with companion vu ${ }^{-1}$.

Proof. Since ( $G, o$ ) is a loop, ( $G, o$ ) can have the left inverse property if and only if there exists a permutation $\lambda$ of $G$ such that $x \lambda o(x \circ y)=y$ for all $x, y$. Equivalently, $(x \circ y) L(u)^{-1}=x \lambda R(v)^{-1} J \cdot y$. Replacing $x, y$ by $x R(v), y L(u)$ respectively and setting $P=R(v) \lambda R(v)^{-1} J$, we see that ( $G, o$ ) has the left inverse property if and only if $G$ has an autotopism of form $\left(P, L(u), L(u)^{-1}\right)$. By Lemma 2.1, this will be true if and only if $u$ is Moufang. Similarly for the right inverse property. By the discussion at the beginning of this section, $G$ will be isomorphic to ( $G, o$ ) if (and only if) $G$ has an autotopism ( $U, V, W$ ) with $1 U=u$, $1 V=v$. Thus $u, v$ must be Moufang; moreover, by Lemma 2.1, $G$ must have a pseudo-automorphism $S$ with companion $c=v u^{-1}$. Conversely, if $u$ is Moufang and if $G$ has a pseudo-automorphism $S$ with companion $c=v u^{-1}$, set $U=S L(u), V=S R(c) R(u), W=S R(c) L(u) R(u)$; then $(U, V, W)$ is an autotopism with $1 U=u, 1 V=c u=v$. This completes the proof of Theorem 2.3.

## 3. Moufang loops

We begin with a lemma.
Lemma 3.1. If the loop $G$ satisfies any one of the following (Moufang) identities, then $G$ has the inverse property and satisfies all three:

$$
\begin{align*}
& (x y)(z x)=[x(y z)] x,  \tag{3.1}\\
& {[(x y) z] y=x[y(z y)],}  \tag{3.2}\\
& x[y(x z)]=[(x y) x] z . \tag{3.3}
\end{align*}
$$

Moreover, $G$ satisfies the identities

$$
\begin{equation*}
(x x) y=x(x y), \quad(x y) x=x(y x), \quad(y x) x=y(x x) . \tag{3.4}
\end{equation*}
$$

Proof. If (3.1) holds, define $x^{-1}$ by $x^{-1} x=1$. From (3.1) with $x=y^{-1}$, $z x=\left(y^{-1}(y z)\right) x$ or $z=y^{-1}(y z)$. Hence $G$ has the left inverse property In particular, $y^{-1}=y^{-1}\left(y y^{-1}\right)$, so $y y^{-1}=1$, and thus $\left(x^{-1}\right)^{-1}=x$. From
(3.1) with $y=1, x(z x)=(x z) x$. Hence, from (3.1) with $z=x^{-1}$, $x y=\left[x\left(y x^{-1}\right)\right] x=x\left[\left(y x^{-1}\right) x\right]$ or $y=\left(y x^{-1}\right) x$, so $G$ has the inverse property. Then, since $(L(x), R(x), L(x) R(x))$ is an autotopism of $G$, so is $(J L(x) J, L(x) R(x), R(x))$. Thus, for all $x, y, z$ of $G, y(x z x)$ $=(y x) J L(x) J \cdot z L(x) R(x)=(y x \cdot z) R(x)=[(y x) z] x$. Interchanging $y$ and $x$, we get (3.2).

If (3.2) holds, define $x^{-1}$ as before and set $z=y^{-1}$. Then $\left[(x y) y^{-1}\right] y=x y$, so $G$ has the right inverse property and moreover $x x^{-1}=1$. Now set $x=y^{-1}$ in (3.2) to get $z y=y^{-1}[y(z y)]$. Taking $z=p y^{-1}$ we get $p=y^{-1}(y p)$. Hence $G$ has the inverse property. Taking inverses of both sides of (3.2) we get an identity equivalent to (3.3). Similarly, (3.3) implies (3.2). From (3.2) with $x$ replaced by $x y^{-1}$, $(x z) R(y)=x R\left(y^{-1}\right) \cdot z L(y) R(y)$. Hence $y=1 R(y)$ is a Moufang element for all $y$, so (3.1) must hold. From (3.3) with $y=1,(x x) z=x(x z)$. Similarly, (3.2) and (3.1) yield the other identities of (3.4). This completes the proof of Lemma 3.1.

A loop satisfying (3.1) is called a Moufang loop. Such loops were first studied by Ruth Moufang [91] under the name of "quasigroup". Moufang assumed (3.1), (3.2). Bol [66] showed that (3.2) implies (3.1), and Bruck [70] showed the converse. Bol pointed out the existence of loops which satisfy the identity $[(x y) z] y=x[(y z) y]$ but fail to satisfy (3.2); such loops have the right inverse property but not the left inverse property.

A single-valued mapping $\theta$ of the Moufang loop $G$ into itself will be called a semi-endomorphism of $G$ provided that

$$
\begin{equation*}
(x y x) \theta=(x \theta)(y \theta)(x \theta) \tag{3.5}
\end{equation*}
$$

for all $x, y$ of $G$ and, moreover,

$$
\begin{equation*}
1 \theta=1 \tag{3.6}
\end{equation*}
$$

From (3.5) with $y=x^{-1}, x \theta=(x \theta)\left(x^{-1} \theta\right)(x \theta)$ and hence

$$
\begin{equation*}
x^{-1} \theta=(x \theta)^{-1} \tag{3.7}
\end{equation*}
$$

for all $x$ in $G$. We note as follows that (3.5) does not imply (3.6), thus correcting Bruck [74]: First of all, in an abelian group $A$ of exponent 2, every single-valued mapping of $A$ into itself satisfies (3.5). In the general case, if $\theta$ satisfies (3.5) and if $t$ is any element of $G$ such that $t^{2}=1$ and $t(x \theta)=(x \theta) t$ for every $x$ in $G$, define $\varphi$ by $x \varphi=(x \theta) t$ and set $X=x \theta, \quad Y=y \theta$. Then, by (3.1), (3.4), (3.2), ( $x \varphi)(y \varphi)(x \varphi)$ $=(t X)(Y t)(t X)=[(t X) Y][t(t X)]=[(t X) Y]\left(t^{2} X\right)=[(t X) Y] X$ $=t(X Y X)=t(x \theta \cdot y \theta \cdot x \theta)=t[(x y x) \theta]=(x y x) \varphi$. Hence $\varphi$ also satisfies (3.5). The element $1 \theta$ has the properties of $t$; therefore every mapping $\theta$ which satisfies (3.5) can be "normalized" to the semi-endomorphism $x \rightarrow(x \theta)(1 \theta)$. - The meaning of the term semi-automorphism should be clear.

Lemma 3.2. If $G$ is a Moufang loop, every inner mapping of $G$ is a pseudo-automorphism of $G$ and every pseudo-automorphism of $G$ is a semi-automorphism of $G$.

Proof. The first statement follows from Lemma 2.2; the second, from (2.9), (2.10) and (3.3).

Lemma 3.3. If $G$ is a commutative Moufang loop, every inner mapping and every pseudo-automorphism of $G$ is an automorphism of $G$. Moreover, for every semi-endomorphism $\theta$ of $G$ : (i) the mapping $x \rightarrow(x \theta)^{2}$ is an endomorphism of $G$; (ii) if $G$ has no elements of order $2, \theta$ is an endomorphism of $G$.

Proof. The first statement follows from Lemma 3.2 and Theorem 2.2. From (3.5) with $y=1$, by (3.6), $x^{2} \theta=(x \theta)^{2}$. Moreover, $x y x=x(y x)$ $=x(x y)=x^{2} y$ and $(x y)^{2}=(x y)(y x)=x y^{2} x=x^{2} y^{2}$. Hence (3.5), with $y$ replaced by $y^{2}$, gives $[(x y) \theta]^{2}=(x \theta)^{2}(y \theta)^{2}$. This proves (i). Now define $z$ by $(x y) \theta=[(x \theta)(y \theta)] z$ and set $a=(x y) \theta, \quad b=(x \theta)(y \theta)$. Then $a^{2}=b^{2}$ by (i) and, also, $a^{2}=(b z)^{2}=b^{2} z^{2}$; so $z^{2}=1$. Hence, if $G$ has no elements of order $2, z=1$ and we have (ii). The case of the abelian groups of exponent 2 shows that (ii) requires some restriction on elements of order 2. Another suitable hypothesis would be that every element of $G$ was a square.

Lemma 3.4. Let $G$ be a Moufang loop, $\mathfrak{S}$ be a non-empty set of semiendomorphisms of $G, F$ be the set of all elements of $G$ left fixed by every element of $\mathcal{S}$ and $M$ be the set of all elements $m$ of $G$ such that $m F \subset F$. Then (i) $1 \in M \subset F$; (ii) $F^{-1}=F$ and $f F f=F$ for every $f$ in $F$; (iii) $M$ is a subloop of $G$.

Corollary. If $G$ is commutative and $\mathfrak{\Im}$ consists of pseudo-automorphisms, $M=F$.

Proof. (i) Certaịnly 1 is in $M$. By (3.6), 1 is in $F$ and hence $M=M \cdot 1 \subset F$. (ii) This follows by (3.5), (3,7). (iii) Let $m, m^{\prime}$ be in $M, f$ be in $F$. Then, by (ii), $F$ contains $m\left[m^{\prime}\left(m f^{-1}\right)^{-1}\right] m=\left(m m^{\prime}\right)\left[\left(f m^{-1}\right) m\right]$ $=\left(m m^{\prime}\right) f$. Therefore $M M \subset M$. Again, $F$ contains $f(m f)^{-1} f=f\left(f^{-1} m^{-1}\right) f$ $=\left(f f^{-1}\right)\left(m^{-1} f\right)=m^{-1} f$. Therefore $M^{-1} \subset M$. Now we see that $M$ is a subloop of $G$. The Corollary follows directly from the first sentence of Lemma 3.3.

## 4. Moufang's Theorem

We shall prove in generalized form the following theorem:
Moufang's Theorem. Every Moufang loop $G$ is di-associative. More generally, if $a, b, c$ are elements of $a$ Moufang loop $G$ such that $(a b) c=a(b c)$, then $a, b, c$ generate an associative subloop.

Since (3.4) holds identically in every Moufang loop, the second statement of the theorem implies the first. The theorem was proved by Moufang [91] simultaneously for Moufang loops and alternative
division rings, using mathematical induction. The present methods are those of Bruck [72,] [74].

Lemma 4.1. In a Moufang loop $G$, the equation $(a, b, c)=1$ implies each of the equations obtained by permuting $a, b, c$ or replacing any of these elements by their inverses.

Proof. Assume (*) $(a, b, c)=1$; that is, $(a b) c=a(b c)$. Clearly (*) is equivalent to each of $a U=a, b V=b, c W=c$ for suitable inner mappings $U, V, W$; for example, $U=R(b, c)$. Since $a^{-1} U=(a U)^{-1}=a^{-1}$, (*) implies $\left(a^{-1}, b, c\right)=1$; similarly, $\left(^{*}\right)$ implies $\left(a, b^{-1}, c\right)=\left(a, b, c^{-1}\right)=1$. Taking inverses in (*), we get $\left(c^{-1} b^{-1}\right) a^{-1}=c^{-1}\left(b^{-1} a^{-1}\right)$. Thus (*) implies $\left(c^{-1}, b^{-1}, a^{-1}\right)=1=(c, b, a)$. Again, (*) implies (bc) $a^{-1}=a^{-1}[a(b c)] a^{-1}$ $=a^{-1}[(a b) c] a^{-1}=b\left(c a^{-1}\right)$ or $\left(b, c, a^{-1}\right)=1=(b, c, a)$. This completes the proof of Lemma 4.1.

Lemma 4.2. Let $a, b, c, d$ be four elements of the Moufang loop $G$ each three of which associate (satisfy $(x, y, z)=1$ ). Then the follow ing equations are equivalent: (i) $(a b, c, d)=1$; (ii) $\left((a b)^{2}, c, d\right)=1$; (iii) $((a, b), c, d)=1$; (iv) $(c d, a, b)=1$; (v) $(b c, d, a)=1$. Hence (i) is equivalent to each of the equations obtained by permuting the elements $a, b, c, d$ and replacing any of these elements by their inverses.

Proof. The equation $(x, c, d)=1$ is equivalent to $x U=x$ for an inner mapping $U$ of $G$. By Lemma 3.2, we may apply Lemma 3.4. First, (i) implies (ii). Moreover, if $p=(a, b)$, we have $a b=(b a) p, a b a$ $=((b a) p) a=b(a p a)$ and $b(a p a) b=(a b a)\left(a^{-1} . a b\right)=(a b)\left(a a^{-1}\right)(a b)$ $=(a b)^{2}$. Hence (ii) implies (iii). Again, the equation $(x, a, b)=1$ is equivalent to $x V=x$ where $V=R(a, b)$. By Lemma 2.2, $V$ is a pseudoautomorphism with companion $(a, b)=p$, so $(c d) V \cdot p=c V \cdot(d V \cdot p)$ $=c(d p)$. By (iii) and Lemma 4.1, $c(d p)=(c d) p$, so (iii) implies (iv). In particular, (i) implies (iv), whence, by symmetry, (iv) implies (i). Together, (i) and (iv) imply $[a(b c)] d=[(a b) c] d=(a b)(c d)=a[b(c d)]$ $=a[(b c) d]$, or (v). Thus (i) implies (v) and, by repetition, (v) implies (i). In view of Lemma 4.1, the proof of Lemma 4.2 is now complete.

A (non-empty) subset $A$ of a Moufang loop $G$ is called associative if $(a, b, c)=1$ for all $a, b, c$ in $A$. By (3.4) and Lemma 4.1, a subset consisting of three elements $a, b, c$ is associative if and only if $(a b) c=a(b c)$. An associative subset (subloop) $A$ of $G$ is called a maximal associative subset (subloop) of $G$ if $A$ is contained in no associative subset (subloop) distinct from $A$. By Zorn's Lemma, every associative subset (subloop) is contained in a maximal associative subset (subloop).

Theorem 4.1. If $G$ is a Moufang loop with nucleus $N$ such that $G / N$ is commutative, every maximal associative subset $A$ of $G$ is a subloop of $G$.

Proof. The hypothesis on $G / N$ simply means that every commutator of $G$ is in $N$. Thus $G$ satisfies the identity $((w, x), y, z)=1$. If the element $x$ of $G$ satisfies $(x, a, b)=1$ for all $a, b$ in $A$, then, by (3.4) and Lemma 4.1, $x$ is in $A$. In particular, $A^{-1}=A$. Moreover, since (iii) of

Lemma 4.2 is true, (i) also holds for all $a, b, c, d$ in $A$; so $A A \subset A$. Therefore $A$ is a subloop of $G$.

We note that Theorem 4.1 proves Moufang's Theorem for a class of Moufang loops containing the commutative ones. However, according to a private communication from M. F. Smiley, there exist Moufang loops for which the conclusion of Theorem 4.1 is false.

If $A, B, C$ are subsets of $G, A B$ denotes the set of all products $a b, a$ in $A, b$ in $B$ and, for the purposes of this section alone, $(A, B, C)$ denotes the set of all associators $(a, b, c), a$ in $A, b$ in $B, c$ in $C$. The adjoint of $A$ in $G$ is the subset, $A^{\prime}$, consisting of all $x$ in $G$ such that $(A, x, G)=1$. The closure of $A$ in $G$ is the subset $A^{*}=\left(A^{\prime}\right)^{\prime}$.

Lemma 4.3. The adjoint $A^{\prime}$ and closure $A^{*}$ of a non-empty subset $A$ of a Moufang loop $G$ are subloops of $G$. Moreover, $(A, A, G)=1$ implies $\left(A^{*}, A^{*}, G\right)=1$.

Proof. Let $B=A^{\prime}$. By Lemma 4.1, $B^{-1}=B$. For $a$ in $A, b, b^{\prime}$ in $B, x$ in $G$ we have, by three uses of the definition and two uses of (3.2), $\left[\left(a \cdot b^{\prime} b\right) x\right] b=\left[\left(a b^{\prime} \cdot b\right) x\right] b=\left(a b^{\prime}\right)(b x b)=a\left(b^{\prime} \cdot b x b\right)=a\left[\left(b^{\prime} b \cdot x\right) b\right]$ $=\left[a\left(b^{\prime} b \cdot x\right)\right] b$. Therefore $\left(a \cdot b^{\prime} b\right) x=a\left(b^{\prime} b \cdot x\right),(A, B B, G)=1, B B \subset B$. Thus $B$ is a subloop. Hence $A^{*}=B^{\prime}$ is also a subloop. If $(A, A, G)=1$, $A \subset A^{\prime}$. Hence $\left(A, A^{*}, G\right)=1, A^{*} \subset A^{\prime}$. Thus finally, $\left(A^{*}, A^{*}, G\right)=1$.

Theorem 4.2. Let $A, B, C$ be non-empty subsets of the Moufang loop $G$ such that $(A, A, G)=(B, B, G)=(C, C, G)=(A, B, C)=1$. Then the subset $D=A \cup B \cup C$ is contained in an associative subloop $H$ of $G$.

Proof. Let $F$ be the set of all elements $x$ in $G$ such that ( $D, D, x$ ) $=(A B, C, x)=1$, and let $M$ be the set of all elements $m$ in $G$ such that $m F \subset F$. By Lemma 3.4, $M$ is a subloop of $G$ and $M \subset F$. In view of Lemmas 4.1, 4.2, $A, B, C$ play symmetrical rôles in the definition of $F$. Since $(A, A, G)=1$, then $(A, A, D)=(A, A, F)=(A, A, D F)=1$ and hence, by Lemmas $4.1,4.2,(A A, D, F)=(A D, A, F)=(D A, A, F)=1$. From this and $(A B, C, F)=1$, by symmetry, $(D D, D, F)=1$. In particular, $(D D, A, F)=1$. Similarly, since $(D, D, D)=(D, D, F)$ $=(D D, D, F)=1$, then $(D, D, D F)=1$. In particular, $(D, D, A F)$ $=(D, A, A F)=1 . \quad$ Since $(A, A, D D)=(A, A, F)=(D D, A, F)$ $=(A, A,(D D) F)=1$, then $(D D, A, A F)=1$. And, since $(D, D, A)$ $=(D, D, A F)=(D, A, A F)=(D D, A, A F)=1$, also $(A D, D, A F)=1$. In particular, $(A B, C, A F)=1$. Thus $(D, D, A F)=(A B, C, A F)=1$, $A \subset M$. By symmetry, $D \subset M$ and, since $(D, D, M)=1$, we may take $H$ to be the closure of $D$ in $M$. The special case $A=a, B=b, C=c$ gives Moufang's Theorem as a corollary.

For a similar proof of the following theorem, see Bruck [74]:
Theorem 4.3. Let $A$ be an associative subloop of the Moufang loop $G$ and let $B$ be a non-empty subset of $G$ such that $(A, A, B)=(B, B, G)=1$. Then the subset $A \cup B$ is contained in an associative subloop of $G$.

Corollary. Every maximal associative subloop of a Moufang loop $G$ is a maximal associative subset of $G$.

Since Moufang loops are power-associative, we deduce from (3.5), (3.6) that

$$
\begin{equation*}
x^{n} \theta=(x \theta)^{n} \tag{4.1}
\end{equation*}
$$

for every semi-endomorphism $\theta$ of the Moufang loop $G$, each $x$ in $G$ and every integer $n$.

## 5. The core

By Theorem 2.3, a necessary and sufficient condition that every loop isotopic to an inverse property loop $G$ be an inverse property loop is that $G$ be Moufang. As a consequence, every loop isotopic to a Moufang loop is Moufang. It is therefore of interest to discover invariants of classes of isotopic Moufang loops. Such an invariant is the core. The core of a Moufang loop $G$ is the groupoid $(G,+)$ consisting of the elements of $G$ under the operation ( + ) defined by

$$
\begin{equation*}
x+y=x y^{-1} x \tag{5.1}
\end{equation*}
$$

where $y^{-1}$ is the inverse of $y$ in $G$. From (5.1), $x z+y z=(x z)\left(z^{-1} y^{-1}\right)(x z)$ $=\left(x z z^{-1}\right)\left(y^{-1} \cdot x z\right)=x\left(y^{-1} \cdot x z\right)=\left(x y^{-1} x\right) z=(x+y) z$. Thus, and similarly,
$(x+y) z=x z+y z, \quad z(x+y)=z x+z y, \quad(x+y)^{-1}=x^{-1}+y^{-1}$
for all $x, y, z$ of $G$. It may be verified that $(G,+)$ is associative if and only if $G$ is an abelian group of exponent 2 .

The definition (5.1) can be given a simple geometric interpretation. Let $G$ be an arbitrary loop (not necessarily Moufang) defining a 3-net $N$ (cf. I.4, III.4). If $L, M$ are 1 -lines of $N$ and if $P$ is a point of $M$, we define the reflection, $L+M$, of $M$ in $L$ relative to $P$, as follows: Let the 2 -line and 3-line through $P$ meet $L$ in points $Q, R$ respectively. Let the 3 -line through $Q$ and the 2 -line through $R$ meet in a point $P^{\prime}$. Then $L+M$ is the 1 -line through $P^{\prime}$. The geometric condition that, for all 1-lines $L, M$, the line $L+M$ shall be independent of the choice of $P$ on $M$, is one of the three Moufang configurations (for which see Bol [66]); the other two correspond to the like conditions for reflection of 2 -lines and 3 -lines. Therefore, by Bol [66], the net $N$ will satisfy all three reflection conditions if and only if $G$ is Moufang. If $G$ is Moufang and if $L, M$ have equations $x=a, x=b$ respectively, it is easily verified that $L+M$ has equation $x=a+b$ where $a+b$ is given by (5.1).

Theorem 5.1. Let $G=(G, \cdot)$ be a Moufang loop with multiplication group $\mathfrak{M}$, core $(G,+)$. Then
(i) $\mathfrak{N}$ is a group of automorphisms of $(G,+)$.
(ii) The semi-endomorphisms of $G$ are the endomorphisms of $(G,+)$ which leave the identity element of $G$ fixed.
(iii) $(G,+)$ is isomorphic to three subgroupoids of $(\mathfrak{M 2},+)$; indeed

$$
\begin{gather*}
L(x y x)=L(x) L(y) L(x), \quad R(x y x)=R(x) R(y) R(x),  \tag{5.3}\\
P(x y x)=P(x) P(y) P(x),
\end{gather*}
$$

where

$$
\begin{equation*}
P(x)=L(x) R(x)==R(x) L(x) . \tag{5.4}
\end{equation*}
$$

(iv) If $H$ is a principal isotope of $G$, the identity mapping of $G$ is an isomorphism of $(G,+)$ upon $(H,+)$.

Proof. (i) follows trom (5.2). If $\theta$ is a semi-endomorphism of $G$, then, by (3.5), (3.7), (5.1), $\theta$ is an endomorphism of $(G,+)$. If $\theta$ is an endomorphism of $(G,+)$ such that $1 \theta=1$, then $y^{-1} \theta=(1+y) \theta=1+y \theta$ $=(y \theta)^{-1}$ and hence $(x y x) \theta=\left(x+y^{-1}\right) \theta=x \theta+(y \theta)^{-1}=(x \theta)(y \theta)(x \theta)$. Hence $\theta$ satisfies (3.5), (3.6); so $\theta$ is a semi-endomorphism of $G$. This proves (ii). Since $(x y) x=x(y x)$, we see that the definition (5.4) makes sense. From (3.1), $L(x) L(y) L(x)=L(x y x)$ and, similarly, $R(x) R(y) R(x)=R(x y x)$. Since $A(x)=(L(x), R(x), P(x))$ is an autotopism of $G$ for each $x$, and since $A(x) A(y) A(x)=(L(x y x), R(x y x)$, $P(x) P(y) P(x))$, then $P(x) P(y) P(x)=L(x y x) R(x y x)=P(x y x)$. This proves (5.3). Since $L\left(y^{-1}\right)=L(y)^{-1}$, we have $L(x+y)=L(x)+L(y)$ in terms of the "core" addition of mappings. Similarly with $L$ replaced by $R$ or $P$. This proves (iii). Now let $H=(G, o)$ be defined by $x o y=x R(v)^{-1} \cdot y L(u)^{-1}=(x a)(b y)$ where $a=v^{-1}, b=u^{-1}$. If $y^{(-1)}=p$ is the inverse of $y$ in $H$, then, for all $x, y$ of $G, x \circ y^{(-1)} o x=(x o p) o x$ $=\{[(x a)(b p)] a\}(b x)=\{x[a(b p) a]\}(b x)=x q x$ where $q=[a(b p) a] b$ is independent of $x$. To determine $q$, we set $x=y$ and get $y=y q y$ or $q=y^{-1}$. This proves (iv) and completes the proof of Theorem 5.1.

Although, by Theorem 5.1, isotopic Moufang loops have isomorphic cores, subsequent theorems will show that the converse is false.

Theorem 5.2. If $G$ is a Moufang loop, a necessary and sufficient condition that the core $(G,+)$ be a quasigroup is that the mapping $x \rightarrow x^{2}$ be a permutation of $G$. When the condition holds, $(G,+)$ is isotopic to a loop $G(1 / 2)$ with the same elements as $G$ and with operation (*) defined by

$$
\begin{equation*}
x * y=x R^{+}(1)^{-1}+y L^{+}(1)^{-1}=x^{1 / 2} y x^{1 / 2} . \tag{5.5}
\end{equation*}
$$

The loop $G(1 / 2)$ is an isotopic invariant, is a power-associative loop with the same identity element as $G$ and satisfies

$$
\begin{gather*}
x^{-1} *(x * y)=y, \quad(x * y)^{-1}=x^{-1} * y^{-1},  \tag{5.6}\\
x *[y *(x * z)]=[x *(y * x)] * z \tag{5.7}
\end{gather*}
$$

for all $x, y, z$ of $G$, where $x \rightarrow x^{-1}$ is the inverse mapping of $G$. The endomorphisms of $G(1 / 2)$ are the semi-endomorphisms of $G$.

Proof. A necessary and sufficient condition that $(G,+)$ be a quasigroup is that the mappings $R^{+}(a), L^{+}(a)$, defined by $x R^{+}(a)=x+a$, $x L^{+}(a)=a+x$, be permutations of $G$. In view of Theorem 5.1 (i), only
the element $a=1$ need be considered. Since $x R^{+}(1)=x^{2}$ and $x L^{+}(1)$ $=x^{-1},(G,+)$ will be a quasigroup if and only if the mapping $x \rightarrow x^{2}$ is a permutation of $G$. When the condition is satisfied, we may write $x R^{+}(1)^{-1}=x^{1 / 2}$, and this gives (5.5). Now assume that $H$ is a Moufang loop (for example, a principal isotope of $G$ ), such that the identity mapping of $G$ is an isomorphism of $(G,+)$ upon ( $H,+$ ). If $(H,+)=(G,+)$ is a quasigroup and if $H$ has identity element $e, H(1 / 2)$ will be a loop with operation ( $\pi$ ) defined by $x \pi y=x R^{+}(e)^{-1}+y L^{+}(e)^{-1}$. However, since by (5.2), $R(e)$ is an automorphism of $(G,+),(x * y) R(e)=\left[x R^{+}(1)^{-1}+\right.$ $\left.+y L^{+}(1)^{-1}\right] R(e)=x R(e) R^{+}(e)^{-1}+y R(e) L^{+}(e)^{-1}=[x R(e)] \pi[y R(e)]$. Hence the mapping $x \rightarrow x e$ is an isomorphism of $G(1 / 2)$ upon $H(1 / 2)$. If $H$ is a non-principal isotope of $G, G(1 / 2)$ and $H(1 / 2)$ will still be isomorphic. By Moufang's Theorem, $G$ is di-associative. For every integer $n$, $\left[\left(x^{1 / 2}\right)^{n}\right]^{2}=x^{n}=\left[\left(x^{n}\right)^{1 / 2}\right]^{2}$, so $\left(x^{1 / 2}\right)^{n}=\left(x^{n}\right)^{1 / 2}$. Hence, for all integers $m, n$, $x^{m} * x^{n}=\left(x^{1 / 2}\right)^{m}\left(x^{1 / 2}\right)^{2 n}\left(x^{1 / 2}\right)^{m}=x^{m+n}$, showing that $G(1 / 2)$ is powerassociative. The identities (5.6) follow immediately from (5.5). Finally, from (5.5), (5.4), (5.3), we get, for all $x, y, z$ of $G, x *[y *(x * z)]$ $=z P\left(x^{1 / 2}\right) P\left(y^{1 / 2}\right) P\left(x^{1 / 2}\right)=z P(a)=a^{2} * z$ where $a=x^{1 / 2} y^{1 / 2} x^{1 / 2}$ is independent of $z$. Taking $z=1$, we find $x *(y * x)=a^{2}$. This proves (5.7) and completes the proof of Theorem 5.2, aside from the obvious final statement.

Theorem 5.3. If $G$ is a Moufang loop, a necessary and sufficient condition that the core $(G,+)$ be isotopic to a Moufang loop is that the mapping $x \rightarrow x^{2}$ be a semi-automorphism of $G$. When the condition holds, the loop $G(1 / 2)$ defined by (5.5) is a commutative Moufang loop, call it $H$, and the identity mapping of $G$ is an isomorphism of $(G,+)$ upon $(H,+)$.

Proof. In view of Theorem 5.2, we shall assume that $x \rightarrow x^{2}$ is a permutation of $G$. Consider the following statements: (a) $G(1 / 2)$ is Moufang; (b) $G(1 / 2)$ has the inverse property; (c) $G(1 / 2)$ is commutative. Since every loop-isotope of a Moufang loop is Moufang, we see that ( $G,+$ ) is isotopic to a Moufang loop if and only if (a) holds. If (a) holds, so does (b). If (b) holds, then, in view of (5.6), $(x * y)^{-1}=(y * x)^{-1}$ for all $x, y$, so (c) holds. If (c) holds, then $x *(y * x)=(x * y) * x$ and (5.7) can be turned into the Moufang identity corresponding to (3.3), so (a) holds. Therefore (a), (b), (c) are equivalent. Moreover, (c) is equivalent to the identity $x\left(y^{2} * x^{2}\right) x=x\left(x^{2} * y^{2}\right) x$ or $(x y x)^{2}=x^{2} y^{2} x^{2}$, which states that the permutation $x \rightarrow x^{2}$ is a semi-automorphism of $G$. Finally, (c) implies that $x * y^{-1} * x=(x * x) * y^{-1}=x^{2} * y^{-1}=x y^{-1} x$. This completes the proof of Theorem 5.3. Theorem 5.3 focuses attention on identity (i) of the following lemma.

Lemma 5.1. $A$ di-associative loop $G$ satisfies all or none of the following identities: (i) $(x y x)^{2}=x^{2} y^{2} x^{2}$; (ii) $x\left(y^{-1} x y\right)=\left(y^{-1} x y\right) x$; (iii) $((x, y), x)=1$; (iv) $\left(x^{n}, y\right)=(x, y)^{n}$ for all integers $n$; (v) $(x y)^{n}=x^{n} y^{n}(x, y)^{-n(n-1) / 2}$ for all integers $n$; (vi) $(x y x)^{n}=x^{n} y^{n} x^{n}$ for all integers $n$.

Proof. By definition, $x y=(y x)(x, y)$, whence

$$
\begin{equation*}
(x, y)=x^{-1} y^{-1} x y=(y, x)^{-1} \tag{5.8}
\end{equation*}
$$

and

$$
\begin{equation*}
y^{-1} x y=x(x, y) \tag{5.9}
\end{equation*}
$$

For all integers $n$, by (5.9), $x^{n}\left(x^{n}, y\right)=y^{-1} x^{n} y=\left(y^{-1} x y\right)^{n}$, or

$$
\begin{equation*}
x^{n}\left(x^{n}, y\right)=[x(x, y)]^{n} \tag{5.10}
\end{equation*}
$$

If (i) holds, $x y x^{2} y x=x^{2} y^{2} x^{2}$ or $(y x)(x y)=(x y)(y x)$, whence, with $x$ replaced by $y^{-1} x$, we get (ii). If (ii) holds, (5.9) yields $x^{2}(x, y)=x(x, y) x$ or (iii). If (iii) holds, (5.10) gives (iv). If (iv) holds with $n=2$ or $n=-1$, (5.10) yields (iii). From (iii), (iv) and (5.8) we get (v) by a straightforward mathematical induction. Conversely, (v) for $n=2$ yields (iii). We note that $(x y, x)=(x, y)^{-1}$ in any di-associative loop. Hence, by (iii), (v), with $k=n(n-1) / 2,(x y x)^{n}=(x y)^{n} x^{n}(x y, x)^{-k}=x^{n} y^{n}(x, y)^{-k} x^{n}(x, y)^{k}$ $=x^{n} y^{n} x^{n}$. This is (vi), and (vi) with $n=2$ is (i). This completes the proof of Lemma 5.1.

Groups satisfying (ii) of Lemma 5.1 have been studied by Burnside [B 3], [B 4], Levi and van der Waerden [B 10], Bruck [70], Levi [B 9]. The connection between Burnside's two papers may be given as follows:

Lemma 5.2. Let $G$ be a di-associative loop and let $n$ be an integer. If $a, b$ are elements of $G$ such that $(a b)^{n}=a^{n} b^{n}$, then $(b a)^{n-1}=a^{n-1} b^{n-1}$ and $(b a)^{1-n}=b^{1-n} a^{1-n}$. As a consequence, if the mapping $x \rightarrow x^{n}$ is an endomorphism of $G$, then the mapping $x \rightarrow x^{1-n}$ is also an endomorphism of $G$ and the mapping $x \rightarrow x^{n-1}$ is a semi-endomorphism of G. (BAER [B 14].)

Proof. $\quad(b a)^{n-1}=\left[a^{-1}(a b) a\right]^{n-1}=a^{-1}(a b)^{n-1} a \quad=\quad a^{-1}(a b)^{n} b^{-1}$ $=a^{-1} a^{n} b^{n} b^{-1}=a^{n-1} b^{n-1}$; whence, by taking inverses, $(b a)^{1-n}$ $=b^{1-n} a^{1-n}$. The second sentence of the lemma should then be clear. Taking $n=3$, we see that if $x \rightarrow x^{3}$ is an endomorphism, then $x \rightarrow x^{2}$ is a semi-endomorphism.

A function $f\left(x_{1}, \ldots, x_{n}\right)$ from a di-associative loop $G$ to $G$ is called skew-symmetric if interchange of any two of $x_{1}, \ldots, x_{n}$ replaces it by its inverse. For example, the commutator $(x, y)$ is skew-symmetric.

Lemma 5.3. Let $G$ be a group. Then the identities of Lemma 5.1 are equivalent to (vii) $((x, y), z)=((z, y), x)^{-1}$ and imply (viii) $((x, y), z)^{3}=1$ and (ix) $(((w, x), y), z)=((w, x),(y, z))=1$. Hence if the mapping $x \rightarrow x^{2}$ is a semi-endomorphism of $G$, then $G$ is nilpotent of class at most 3. (Levi [B 8].)

Proof. From (vii) with $z=y$ we get (iii) of Lemma 5.1. From (5.9) we get the identity

$$
\begin{equation*}
(x y, z)=(x, z)((x, z), y)(y, z), \tag{5.11}
\end{equation*}
$$

valid in any group. Now we use (i)-(vi) of Lemma 5.1. By (iv) and (5.11) we get $(x y, z)=\left(y^{-1} x^{-1}, z\right)^{-1}=\left(x^{-1}, z\right)^{-1}\left(\left(y^{-1}, z\right), x^{-1}\right)^{-1}\left(y^{-1}, z\right)^{-1}$ $=(x, z)((y, z), x)^{-1}(y, z)$. Comparison with (5.11) gives $((x, z), y)$ $=((y, z), x)^{-1}$. Interchange of $y, z$ gives (vii). By (iv) and (vii), ( $\left.(x, y), z\right)$ is skew-symmetric. Hence $((w, x),(y, z))=(((y, z), x), w)^{-1}$ is skewsymmetric in $w, x$ and in $y, z, x$ and thus in $w, x, y, z$. The even permutation $(w y)(x z)$ must leave $((w, x),(y, z))$ fixed, yet replaces it by $((y, z),(w, x))=((w, x),(y, z))^{-1}$. Therefore

$$
\begin{equation*}
(((w, x), y), z)^{2}=((w, x),(y, z))^{2}=1 . \tag{5.12}
\end{equation*}
$$

By (iii), $(x, y)$ lies in the centre of the subgroup generated by $x, y$. By this and (vii), $((x, y), z)$ lies in the centre of the subgroup generated by $x, y, z$. Moreover, $((x, y),(x, z))=((x,(x, z)), y)^{-1}=1$. Hence, from (5.11), $(x y, z)^{2}=(x, z)^{2}(y, z)^{2}((x, y), z)^{-2}$. On the other hand, by (v), $(x y)^{2}=x^{2} y^{2}(y, x)$ and hence, by (iv), (5.11), (vii), $(x y, z)^{2}=\left(x^{2} y^{2}(y, x), z\right)$ $=\left(x^{2} y^{2}, z\right)\left(\left(x^{2} y^{2},(y, x)\right), z\right)^{-1}((y, x), z)=\left(x^{2}, z\right)\left(\left(x^{2}, z\right), y^{2}\right)\left(y^{2}, z\right)((y, x), z)$ $=(x, z)^{2}(y, z)^{2}((x, y), z)^{-5}$. Comparison gives (viii). And (ix) follows from (viii), (5.12). The concluding statement of Lemma 5.3 is a direct consequence of (ix). This completes the proof.

Example 1. Let $G$ be the free Burnside group of prime exponent $p$, $p>3$, and with two or more generators. Clearly $x \rightarrow x^{2}$ is a permutation of $G$. It is known that $G$ is not nilpotent of class 3 or less; hence, by Lemma 5.3, $x \rightarrow x^{2}$ is not a semi-automorphism of $G$. Therefore, by Theorem 5.2, 5.3, the loop $G(1 / 2)$ exists, has the left inverse property - satisfies, indeed, the almost-Moufang identity (5.7), - but is not a Moufang loop.

In the rest of this section we determine the structure of Moufang loops $G$ for which the mapping $x \rightarrow x^{2}$ is a semi-automorphism. The case that $G$ is associative is covered by Lemma 5.3. For the non-associative case we shall need some additional machínery.

Lemma 5.4. Every Moufang loop satisfies the following identities:

$$
\begin{align*}
R\left(x^{-1}, y^{-1}\right)=L(x, y) & =L(y, x)^{-1}  \tag{5.13}\\
L(x, y)=L(x y, y) & =L(x, y x)  \tag{5.14}\\
L\left(x^{-1}, y^{-1}\right) L\left(x^{-1}, y\right) & =L((x, y), y)  \tag{5.15}\\
x L(z, y) & =x(x, y, z)^{-1}  \tag{5.16}\\
(x, y, z)=(x, y z, z) & =(x, y, z y)  \tag{5.17}\\
(x, y, z) & =(x y, z, y)^{-1}  \tag{5.18}\\
(x, y, z) & =(x, y, z x)  \tag{5.19}\\
y\left[x(x, y, z)^{-1}\right] & =(y x)(y, x, z) . \tag{5.20}
\end{align*}
$$

Proof. $R\left(x^{-1}, y^{-1}\right)=L(x, y)$ by Lemma 2.2. Set $w=z L(x, y)$. Then $w=\left(x^{-1} y^{-1}\right)[y(x z)], y w=\left[y\left(x^{-1} y^{-1}\right) y\right](x z)=\left(y x^{-1}\right)(x z)$. Hence
$w=z L\left(x, y x^{-1}\right)$, so $L(x, y)=L\left(x, y x^{-1}\right)$. Again, $x(y w)=\left[x\left(y x^{-1}\right) x\right] z$ $=(x y) z$. Thus $z=w L(y, x)$, so $L(x, y)=L(y, x)^{-1}$. This is enough to prove (5.13), (5.14). By definition, $(x y) z=[x(y z)](x, y, z)$. Hence $(x, y, z)^{-1}=\left[z^{-1}\left(y^{-1} x^{-1}\right)\right][x(y z)]$ and $x(x, y, z)^{-1}=\left\{x\left[z^{-1}\left(y^{-1} x^{-1}\right)\right] x\right\}(y z)$ $=\left[\left(x z^{-1}\right) y^{-1}\right](y z)=x R\left(z^{-1}, y^{-1}\right)=x L(z, y)$. This proves (5.16), which, with (5.14), implies (5.17). Next compute $p=[(x y) z] y$ in two ways. On the one hand, $p=[(x y)(z y)](x y, z, y)$. On the other hand, $p=x(y z y)=[(x y)(z y)](x, y, z y)^{-1}$. Since, by (5.17), $(x, y, z y)=(x, y, z)$, comparison gives (5.18). If $q=(x, y, z)^{-1}$, then, by (5.16), $x q=x L(z, y)$ $=\left(z^{-1} y^{-1}\right)[y(\underline{z} x)]$ and hence $y(x q)=\left[y\left(z^{-1} y^{-1}\right) y\right](z x)=\left(y z^{-1}\right)(z x)$ $=(y x)\left(y, z^{-1}, z x\right)$. By (5.17), $\left(y, z^{-1}, z x\right)=(y, x, z x)=(y, x, z)$. Hence we have (5.20). Replacing $z$ by $z x$ in (5.20) and using (5.17), we get (5.19). By (5.18), (5.19), $(y, x, z)=(y x, z, x)^{-1}=\left(y x, z, y^{-1}\right)^{-1}$. By this and (5.16), we see that (5.20) can be rewritten as $y[x L(z, y)]=(y x) L\left(y^{-1}, z\right)$. By Lemma 2.2, $\theta=L\left(y^{-1}, z\right)$ is a pseudo-automorphism with companion $c=\left(y, z^{-1}\right)$. Hence $\{y[x L(z, y)]\} c=[(y x) \theta] c=(y \theta)[(x \theta) c]$. However, $y \theta=y$. Therefore, if we replace $x$ by $x \theta^{-1}=x L\left(z, y^{-1}\right)$, we get $x L\left(z, y^{-1}\right) L(z, y)=y^{-1}\left\{[y(x c)] c^{-1}\right\}=x s^{-1}$, where, by (5.18), (5.19), $s=\left(y^{-1}, y(x c), c^{-1}\right)=\left(x c, c^{-1}, y(x c)\right)^{-1}=\left(x c, c^{-1}, y\right)^{-1}=\left(x, y, c^{-1}\right)$. Therefore, by (5.16), $x s^{-1}=x\left(x, y, c^{-1}\right)^{-1}=x L\left(c^{-1}, y\right)$. Hence $L\left(z, y^{-1}\right) L(z, y)=L\left(\left(z^{-1}, y\right), y\right)$. This proves (5.15) and completes the proof of Lemma 5.4.

Lemma 5.5. Let $G$ be a Moufang loop. Then $G$ satisfies all or none of the following identities: (i) $((x, y, z), x)=1$; (ii) $(x, y,(y, z))=1$; (iii) $(x, y, z)^{-1}=\left(x^{-1}, y, z\right)$; (iv) $(x, y, z)^{-1}=\left(x^{-1}, y^{-1}, z^{-1}\right)$; (v) $(x, y, z)$ $=(x, z y, z)$; (vi) $(x, y, z)=\left(x, z, y^{-1}\right)$; (vii) $(x, y, z)=(x, x y, z)$. When these identities hold, the associator ( $x, y, z$ ) lies in the centre of the subloop generated by $x, y, z$; and the following identities hold for all integers $n$ :

$$
\begin{gather*}
(x, y, z)=(y, z, x)=(y, x, z)^{-1}  \tag{5.21}\\
\left(x^{n}, y, z\right)=(x, y, z)^{n}  \tag{5.22}\\
(x y, z)=(x, z)((x, z), y)(y, z)(x, y, z)^{3} . \tag{5.23}
\end{gather*}
$$

Proof. Since $L(z, y)$ is a pseudo-automorphism of $G$, (5.16) and (4.1) yield $x^{n}\left(x^{n}, y, z\right)^{-1}=\left[x(x, y, z)^{-1}\right]^{n}$ for any integers $n$. Taking $n=-1$, we see that (i), (iii) are equivalent; moreover, (i) implies (5.22). By (5.16), (5.15), (5.14), we see that (ii) is equivalent to the identity $L\left(y^{-1}, z^{-1}\right)=L\left(z, y^{-1}\right)$ or $L(z, y)=L\left(y^{-1}, z\right)$. Hence, by (5.16), (ii) is equivalent to (vi). For the remaining equivalence proofs we use (5.17), (5.18), (5.19) without mention. By (iii), $(x, y, z)=(x y, z, y)^{-1}$ $=\left(y^{-1} x^{-1}, z, y\right)=\left(y^{-1} x^{-1}, z, x^{-1}\right)=\left(y^{-1}, x^{-1}, z\right)^{-1}$. Consequently, $(x, y, z)$ $=(x y, z, y)^{-1}=\left(z^{-1}, y^{-1} x^{-1}, y\right)=\left(z^{-1}, y^{-1} x^{-1}, x^{-1}\right)=\left(z^{-1}, y^{-1}, x^{-1}\right)$ $=\left(y, z, x^{-1}\right)^{-1}$. From this, by repetition, $(x, y, z)=\left(y, z, x^{-1}\right)^{-1}$ $=\left(z, x^{-1}, y^{-1}\right)=\left(x^{-1}, y^{-1}, z^{-1}\right)^{-1}$, which gives (iv). By (iv), $(x, z y, z)$ $=\left(x^{-1}, y^{-1} z^{-1}, z^{-1}\right)^{-1}=\left(x^{-1}, y^{-1}, z^{-1}\right)^{-1}=(x, y, z)$, whence we have (v).

By (v), $\left(x, z, y^{-1}\right)=\left(x, y z, y^{-1}\right)=(x, y z, z)=(x, y, z)$, which is (vi).
By (vi), $(x, x y, z)=\left(x, z, y^{-1} x^{-1}\right)=\left(x, z, y^{-1}\right)=(x, y, z)$, giving (vii).
By (vii), $(x, y, z)=\left(x, x^{-1} y, z\right)=\left(y, z, x^{-1} y\right)^{-1}=\left(y, z, x^{-1}\right)^{-1}$, whence, by repetition, we get (iv) and therefore (vi). By (iv), (vi) $(x, y, z)^{-1}$ $=\left(x^{-1}, y^{-1}, z^{-1}\right)=\left(x^{-1}, z^{-1}, y\right)=\left(x^{-1}, y, z\right)$, which is (iii). Therefore the seven identities are equivalent and imply (5.22).

For the rest of the proof we assume (i)-(vii). Using (iii), we get $(x, y, z)=\left(x^{-1}, y, z\right)^{-1}=\left(x^{-1} y, z, y\right)=\left(y^{-1} x, z, y\right)^{-1}=\left(y^{-1} x, z, x\right)^{-1}$ $=\left(y^{-1}, x, z\right)=(y, x, z)^{-1}$; this, applied to (vi), gives $(x, y, z)=\left(x, z, y^{-1}\right)$ $=\left(z, x, y^{-1}\right)^{-1}=(z, y, x)^{-1}=(y, z, x)$. Therefore we have (5.21). Now (5.20) can be rewritten as $y\left[x(x, y, z)^{-1}\right]=(y x)(x, y, z)^{-1}$, which, by Moufang's Theorem, is equivalent to

$$
\begin{equation*}
(x, y,(x, y, z))=1 \tag{5.24}
\end{equation*}
$$

Set $a=(x, y, z)$. Let $H$ be the subloop generated by $x, y, z$. By (i), $(a, x)=1$. Hence, by Lemma 2.2, $R(a, x)$ is an automorphism of $G$ and the set $S$, of all $s$ in $H$ such that $(s, a, x)=1$, is a subloop of $H$. By (5.24) and (5.21), $S$ contains $x, y, z$, so $S=H$. By this and symmetry, $(h, a, x)=(h, a, y)=(h, a, z)=1$ for every $h$ in $H$. Next let $P$ be the set of all $p$ in $H$ such that $(p, a)=1$ and let $F$ be the set of all $f$ in $H$ such that $f P \subset P$. By Lemma 3.4, $F \subset P$ and $F$ is a subloop of H. By Lemma 2.2, $T(a)$ is a pseudo-automorphism of $G$ with companion $a^{-3}$. For any $p$ in $P$, since $x^{-1} \cdot x T(a)=1=\left(x, p, a^{-3}\right)$, we have $[(x p) T(a)] a^{-3}$ $=(x T(a))\left[(p T(a)) a^{-3}\right]=(x p) a^{-3}$. Hence $x p$ is in $P, x$ is in $F$. By (i) and (5.21), $y, z$ are also in $F$, so $F=H$. Hence $(h, a)=1$ for every $h$ in $H$. Now, since $(x, a, h)=(y, a, h)=(z, a, h)=(a, h)=1$, we conclude as before that $\left(h^{\prime}, a, h\right)=1$ for all $h, h^{\prime}$ in $H$. Therefore $a$ is in the centre of $H$.

Since $\theta=T(z)$ is a pseudo-automorphism with companion $z^{-3},(x y)(x y, z)=(x y) \theta=\left\{(x \theta)\left[(y \theta) z^{-3}\right]\right\} z^{3}=[(x \theta)(y \theta)] w$ where $w=\left(x \theta,(y \theta) z^{-3}, z^{3}\right)=\left(z^{-1} x z, z^{-1} y z^{-2}, z\right)^{3}=(x, y, z)^{3}$. Therefore, since $a=(x, y, z)$ is in the centre of $H$,
$(x y)\left[(x y, z)(x, y, z)^{-3}\right]=(x \theta)(y \theta)=[x(x, z)][y(y, z)]$.
By several uses of (ii), the right hand side of (5.25) becomes $x\{(x, z)[y(y, z)]\}=x\{[(x, z) y](y, z)\}=x\{y[(x, z) T(y) \cdot(y, z)]\}$. By this and (5.24), (5.25) may be written

$$
\begin{equation*}
(x y, z)(x, y, z)^{-3}=[(x, z) T(y) \cdot(y, z)] p^{-1} \tag{5.26}
\end{equation*}
$$

where, by several uses of (ii), (vii) and (5.21), $p=(x, y,(x, z) T(y) \cdot(y, z))$ $=(x, y,(y \cdot(x, z) T(y))(y, z))=(x, y,(x, z) y(y, z))=(x, y,[x(x, z)][y(y, z)])$ $=(x, y,(x \theta)(y \theta))$. Since $(x, y, z)$ is in the centre of $H$, we use (5.25) to get $p=(x, y,(x y)(x y, z))=(x, x y,(x y)(x y, z))=(x, x y,(x y, z))=1$, by (ii). Setting $p=1$ and $(x, z) T(y)=(x, z)((x, z), y)$ in (5.26), we get (5.23). This completes the proof of Lemma 5.5.

Lemma 5.6. Let the mapping $x \rightarrow x^{2}$ be a permutation of the Moufang loop $G$. Then the following conditions are necessary and sufficient in order that $G(1 / 2)$ be an abelian group: (a) every commutator $(x, y)$ lies in the nucleus $N$ of $G$; (b) every associator $(x, y, z)$ lies in the centre $Z$ of $G$; (c) $((x, y), z)=(x, y, z)^{2}$ for all $x, y, z$ of $G$.

Proof. The loop $G(1 / 2)$, defined by (5.5), has operation (*) where $x * y=x^{1 / 2} y x^{1 / 2}=y P\left(x^{1 / 2}\right)$. It is easily verified that $G(1 / 2)$ is an abelian group if and only if $y *(x * z)=x *(y * z)$ for all $x, y, z$ of $G$. Since $x \rightarrow x^{2}$ is a permutation of $G$, an equivalent condition is

$$
\begin{equation*}
P(x) P(y)=P(y) P(x) \tag{5.27}
\end{equation*}
$$

for all $x, y$ of $G$.
Sufficiency. Assume (a), (b), (c). Since (a) implies (ii) of Lemma 5.5, all the identities of Lemma 5.5 are available. From (c) with $z=y,((x, y), y)=1$ and hence $x y^{2} x=y x^{2} y$ for all $x, y$ of $G$. From (c) with $z$ in $N$, and from (a), each commutator is in the centre of $N$. Thus

$$
\begin{aligned}
z P(x) P(y) & =y(x z x) y=y\left[\left(x^{2} z\right)(z, x)\right] y=\left[y\left(x^{2} z\right)\right][(z, x) y] \\
& =\left[y\left(x^{2} z\right) y\right](z, x)((z, x), y)=\left\{y\left[\left(x^{2} z\right) y\right]\right\}(z, x)(x, y, z)^{2} \\
& =\left\{y\left[x^{2}(z y)\right]\right\}\left(x^{2}, z, y\right)(z, x)(x, y, z)^{2} \\
& =\left\{y\left[x^{2}(y z)\right]\right\}(z, y)(z, x) \\
& =\left[\left(y x^{2} y\right) z\right](z, y)(z, x) .
\end{aligned}
$$

The last expression is symmetric in $x, y$, proving ( 5.27 ).
Necessity. Assume (5.27). Since $(L(x), R(x), P(x))$ is an autotopism of $G$ for all $x$, so, by Lemma 2.1, is $A(x)=\left(P(x), L(x)^{-1}, L(x)\right)$. Hence the commutator-triple $\quad(A(y), A(x))=\left(I,\left(L\left(y^{-1}\right), L\left(x^{-1}\right)\right),(L(y), L(x))\right) \quad$ is also an autotopism of $G$. We deduce that $\left(L\left(y^{-1}\right), L\left(x^{-1}\right)\right)=(L(y), L(x))$ $=R(c)$ where $c=1\left(L\left(y^{-1}\right), L\left(x^{-1}\right)\right)=(x, y)$ is in the nucleus $N$ of $G$. This proves (a). In addition,

$$
\begin{equation*}
x^{-1}\left(y^{-1}(x(y z))\right)=z(x, y) \tag{5.28}
\end{equation*}
$$

for all $x, y, z$. When $z$ is in $N,(5.28)$ reduces to $(x, y) z=z(x, y)$. Thus every commutator is in the centre $C$ of $N$. Since $(x, y)$ is in $N,(5.28)$ can be rewritten as $x(y z)=[y(x z)](x, y)$; and this, when $z$ is replaced by $x z$, becomes

$$
\begin{equation*}
(x y x) z=\left[y\left(x^{2} z\right)\right](x, y) . \tag{5.29}
\end{equation*}
$$

Now compute $\left(y x^{2}\right) z$ in two ways. On the one hand, since (a) implies (5.21), (5.22), we get $\left(y x^{2}\right) z=\left[y\left(x^{2} z\right)\right]\left(y, x^{2}, z\right)=\left[y\left(x^{2} z\right)\right](y, x, z)^{2}$. On the other hand, since, by Theorem 5.3, $((x, y), x)=1$, we find from (a) and (5.29) that $\left(y x^{2}\right) z=[x y x(y, x)] z=(x y x)[(y, x) z]$ $=[(x y x) z](y, x)((y, x), z)=\left[y\left(x^{2} z\right)\right]((y, x), z)$. Comparison gives $(y, x, z)^{2}=((y, x), z)$, or (c). Since $\left(p^{2}, q\right)=(p, q)^{2}=1$ implies $(p, q)=1$ and, similarly, $\left(p^{2}, q, r\right)=1$ implies $(p, q, r)=1$, we see as well that all
associators lie in $C$. Since (5.22) holds, we can rewrite (5.16) as $x \theta=x(x, y, z)$ where $\theta=L\left(z^{-1}, y\right)$. By Lemma 2.2 and (a), $\theta$ is an automorphism of $G$. Thus $(w x)(w x, y, z)=(w x) \theta=(w \theta)(x \theta)$ $=[w(w, y, z)][x(x, y, z)]=(w x)[(w, y, z)((w, y, z), x)(x, y, z)]$ or

$$
\begin{equation*}
(w x, y, z)=((w, y, z), x)(w, y, z)(x, y, z) \tag{5.30}
\end{equation*}
$$

for all $w, x, y, z$ of $G$. In particular, if $a$ is in $N,(a x, y, z)=(x a, y, z)$ $=(x, y, z)$ for all $x, y, z$. Thus, since $w^{\prime} x=x w^{\prime}\left(w^{\prime}, x\right)$ and $(w, x)$ is in $N$, $(w x, y, z)=\left(x w^{\prime}, y, z\right)$. Consequently,

$$
\begin{equation*}
((w, y, z), x)=((x, y, z), w) \tag{5.31}
\end{equation*}
$$

for all $w, x, y, z$. By (5.31), ( $\left.\left(w^{\prime}, y, z\right), x\right)$ is symmetric in $w, x$. By (5.31) and (5.22), $((w, y, z), x)$ is skew-symmetric in $w, y, z$ and in $x, y, z$ and hence in $w, x$. Therefore, since $p^{2}=1$ implies $p=1,((w, y, z), x)$ $=((w, y, z), x)^{-1}=1$. This completes the proof of (b) and of Lemma 5.6.

Example 2. Let $G$ be a nilpotent group of class 2 all of whose elements have finite odd order. Then $x \rightarrow x^{2}$ is a permutation of $G$ and $G$ satisfies (a), (b), (c), of Lemma 5.6 , so $G(1 / 2)$ is an abelian group. Since $G$ is a non-commutative group, $G$ and $G(1 / 2)$ are not isomorphic and hence not isotopic, even though both have the same core.

Example 3. We may construct as follows a Moufang loop $G$ such that $G(1 / 2)$ is an abelian group but $G$ is not associative. Let $F$ be a field of characteristic not two and let $R$ be an associative algebra over $F$ containing a vector space $A$ over $F$ such that (i) $a b=-b a$ for all $a, b$ in $A$; (ii) $a b c \neq 0$ for some $a, b, c$ in $A$. For each positive integer $n$, let $R_{n}$ denote the vector space over $F$ spanned by all products of $n$ or more factors from $A$. Let $G$ be the set of all ordered triples $(a, p, x), a$ in $A, p$ in $R_{2}, x$ in $R_{3}$, with equality componentwise and with multiplication defined by $(a, p, x)(b, q, y)=(a+b, p+q+a b, x+y+p b)$. Then, as tedious calculation would show, $G$ is a Moufang loop satisfying the requirements that $G(1 / 2)$ exist and be an abelian group. The commutators are the elements $(0,2 a b, p b-q a)$ and the associators are the elements $(0,0, a b c)$, with $a, b, c$ in $A, p, q$ in $R_{2}$. Note that, if $F$ has characteristic zero, no element of $G$ has finite order except the identity element.

Lemma 5.7. If $G$ is a commutative Moufang loop, then: (i) the mapping $\dot{x} \rightarrow x^{3}$ is a centralizing endomorphism of $G$; (ii) $x^{3}=1$ for every $x$ in the (commutator-) associator subloop $G$.

Proof. By Moufang's Theorem and commutativity, $(x y)^{3}=x^{3} y^{3}$ for all $x, y$ of $G$. For each $x$ in $G$, by commutativity, $T(x)=R(x) L(x)^{-\mathbf{1}}=I$ and, by Lemma 2.2, $T(x)$ is a pseudo-automorphism with companion $x^{-3}$. Hence $x^{3}$ lies in the nucleus, which coincides with the centre, of $G$. This proves (i). The kernel of the endomorphism $x \rightarrow x^{3}$ must contain $G^{\prime}$, which proves (ii).

Theorem 5.4. Let the mapping $x \rightarrow x^{2}$ be a semi-automorphism of the Moufang loop $G$. Then: (i) The set $T$, consisting of all $t$ in $G$ such that $t^{3}=1$, is a normal subloop of $G$ and $(G / T)\left(\frac{1}{2}\right)$ is an abelian group. (ii) If $N$ is the nucleus of $G$, the mapping $x N \rightarrow x^{3} N$ is a centralizing endomorphism of $G / N$.

Proof. By Theorem 2.1, $N$ is normal in $G$. Since $((x, y), x)=1$, we have $(x y)^{3}=x^{3} y^{3}(x, y)^{-3}$ and $(x, y)^{3}=\left(x^{3}, y\right)=\left(x, y^{3}\right)$ for all $x, y$ of $G$. This is enough to show that $T$ is a subloop of $G$. If $\theta$ is an inner mapping of $G,(x \theta)^{3}=x^{3} \theta$ for all $x$ in $G$, whence $T$ is normal in $G$. If $x^{2}=y^{2} t$ for $t$ in $T$, then $x^{6}=\left(y^{2} t\right)^{3}=y^{6} t^{3}\left(x^{2}, t\right)^{-3}=y^{6}$, so $x^{3}=y^{3}$ and $\left(x y^{-1}\right)^{3}=x^{3} y^{-3}\left(x, y^{-1}\right)^{-3}=\left(x, y^{3}\right)=1$. Thus $x^{2} \equiv y^{2} \bmod T$ implies $x \equiv y \bmod T$. Consequently, the mapping $x T \rightarrow x^{2} T$ is a semi-automorphism of $G / T$. Thus $(G / T)(1 / 2)$ exists and is a homomorphic image of $G(1 / 2)$. By Theorem 5.3 and Lemma 5.7 (ii), $T$ contains the associator subloop of $G(1 / 2)$, so $(G / T)(1 / 2)$ is an abelian group. This proves (i). We now apply Lemma 5.6 to $G / T$. As a first consequence, if $c$ is any commutator and $a$ any associator of $G$,

$$
\begin{equation*}
(c, x, y) \equiv(a, x, y) \equiv(a, x) \equiv 1 \bmod T \tag{5.32}
\end{equation*}
$$

for all $x, y$ of $G$. If $\theta=L(z, y), a=(x, y, z)$, then (5.15) gives $x^{3}\left(x^{3}, y, z\right)^{-1}$ $=x^{3} \theta=(x \theta)^{3}=\left(x a^{-1}\right)^{3}=x^{3} a^{-3}(x, a)^{3}$. By (5.32), $(x, a)^{3}=1$, so

$$
\begin{equation*}
\left(x^{3}, y, z\right)=(x, y, z)^{3} \tag{5.33}
\end{equation*}
$$

for all $x, y, z$. By (5.33), (5.32), if $a$ is any associator, $\left(a^{3}, x, y\right)$ $=(a, x, y)^{3}=1$ for all $x, y$; showing that $a^{3}$ is in the nucleus $N$ of $G$. Thence, by $(5.33),\left(x^{3}, y, z\right) \equiv 1 \bmod N$ for all $x, y, z$, so $x^{3} N$ is in the nucleus of $G / N$ for all $x$. If $c$ is any commutator of $G$, (5.33), (5.32) yield $\left(c^{3}, x, y\right)=(c, x, y)^{3}=1$ for all $x, y$; thus $c^{3}$ is in $N$. In particular, $\left(x^{3}, y\right)=(x, y)^{3} \equiv 1 \bmod N$, so $x^{3} N$ is in the centre of $G / N$ for all $x$. And, finally, $(x y)^{3}=x^{3} y^{3}(x, y)^{-3} \equiv x^{4} y^{3} \bmod N$, so the mapping $x N \rightarrow x^{3} N$ is a centralizing endomorphism of $G / N$. This completes the proof of Theorem 5.4.

Theorem 5.4 will now be interpreted in another way in terms of commutative Moufang loops.

Lemma 5.8. Every loop isotopic to a Moufang loop $G$ is isomorphic to a principal isotope $(G, o)$ with operation ( 0 ) given by xoy $=(x f)\left(f^{-1} y\right)$ for some fixed element $f$ of $G$.

Proof. We need only consider a principal isotope $H$ with operation $(\times)$ given by $x \times y=x R(v)^{-1} \cdot y L(u)^{-1}$. The identity element of $H$ is $e=u v$. Hence, if we define $(G, o)$ by $(x \circ y) e=(x e) \times(y e),(G, o)$ is isomorphic to $H$ and has the same identity element, 1 , as $G$. Since $(p q) e^{-1}$ $=(p e)\left(e^{-1} q e^{-1}\right)$ for all $p, q$ of $G$, we have $x o y=\left[(x e) R(v)^{-1} \cdot(y e) L(u)^{-1}\right] e^{-1}$ $=(x \theta)(y \varphi)$ for all $x, y$, where $\theta, \varphi$ are suitable permutations of $G$. If $1 \theta=f$, then $y=10 y=f(y \varphi)$, so $y \varphi=f^{-1} y$ for all $y$. In particular,
$1 \varphi=f^{-1}$ and hence $x=x o 1=(x \theta) f^{-1}, x \theta=x f$ for all $x$. Thus $x o y$ $=(x f)\left(f^{-1} y\right)$ for all $x, y$. This completes the proof of Lemma 5.8.

Theorem 5.5. A necessary and sufficient condition that the Moufang loop $G$ have the property that $x \rightarrow x^{3}$ is a centralizing endomorphism of $G$ is that $G$ be either an isotope of a commutative Moufang loop or a normal subloop of index 3 in such a loop-isotope.

Proof. Let $P$ denote the property described in the theorem. If $G$ has $P$, consider the isotope $(G, o)$ defined by $x o y=(x f)\left(f^{-1} y\right)$. For all integers $m, n$, and all $x$ in $G, x^{m} o x^{n}=x^{m} f f^{-1} x^{n}=x^{m+n}$; hence powers are the same in $G$ and $(G, o)$. Again, $x^{3} 0 y=x^{3} f f^{-1} y=x^{3} y$ and $y o x^{3}$ $=y f f^{-1} x^{3}=y x^{3}$. Also $\left(x^{3} o y\right) o z=\left(x^{3} y\right) o z=\left[\left(x^{3} y\right) f\right]\left(f^{-1} z\right)=x^{3}\left[(y f)\left(f^{-1} z\right)\right]$ $=x^{3}(y o z)=x^{3} O(y o z)$. Hence $x^{3}$ is in the centre of $(G, o)$ for all $x$. Since $(x \circ y)^{3}=(x f)^{3}\left(f^{-1} y\right)^{3}=x^{3} f^{3} f^{-3} y^{3}=x^{3} y^{3}$, we see that $(G, o)$ has property $P$. Therefore, by Lemma 5.8, $P$ is an isotopic invariant. In particular, by Lemma 5.7, every loop-isotope of a commutative Moufang loop has $P$. Consequently, every subloop of such an isotope also has $P$. Note, however, that the non-commutative groups with $P$ are not isotopic to any commutative loop. The rest of the proof will merely be sketched; for details see Bruck [70], Chapter II, § 8. Let $G$ be any Moufang loop with property $P$ and let $A$ be the additive group of integers $\bmod 3$. Let $E$ be the set of all couples $(x, p), x$ in $G, p$ in $A$, with equality componentwise and with multiplication defined by

$$
\begin{equation*}
(x, p)(y, q)=\left(\varphi_{a-p}(x, y), p+q\right), \tag{5.34}
\end{equation*}
$$

where, for each $p$ in $A, \varphi_{p}$ is the function from $G \times G$ to $G$ defined by
$\varphi_{0}(x, y)=x^{-1} y x^{2}, \quad \varphi_{1}(x, y)=x y, \quad \varphi_{2}(x, y)=y x$.
Tedious calculations show that $E$ is a commutative Moufang loop. Accepting this, consider the isotope ( $E, o$ ) defined by
$(x, p) \circ(y, q)=[(x, p)(1,1)][(1,2)(y, q)]=\left(\varphi_{q-p+1}(x, y), p+q\right)$.
Since $(x, o) o(y, o)=(x y, o)$ for all $x, y$, the homomorphism $(x, p) \rightarrow p$ of $(E, o)$ upon $A$ has kernal isomorphic to $G$. Thus $G$ has been embedded as a normal subloop of index 3 in an isotope of a commutative Moufang loop. This completes the proof of Theorem 5.5.

## VIII. Commutative Moufang Loops

## 1. Examples

Bol [66] was the first to construct a commutative Moufang loop which is not an abelian group. Each of Bol's examples is centrally nilpotent of class 2. Bruck [70] showed how to construct examples which are centrally nilpotent of class 3 . In his University of Wisconsin thesis (1953), T. Slaby formulated the following theorem: Every commutative

Moufang loop which can be generated by $n$ elements ( $n>1$ ) is centrally nilpotent of class at most $n-1$. In collaboration with the author, Slaby proved this theorem for $n=4,5$ as well as for the previously known cases $n=2$, 3 .

The present chapter will reobtain Slaby's results and go on to prove the theorem for every positive integer $n$. Moreover, it will appear that the class, $k(n)$, of the free commutative Moufang loop on $n$ generators satisfies the inequalities

$$
\begin{equation*}
c(n) \leqq k(n) \leqq n-1 \quad \text { for } n \geqq 3 \tag{1.1}
\end{equation*}
$$

where

$$
\begin{equation*}
c(n)=1+[n / 2] . \tag{1.2}
\end{equation*}
$$

It seems worth remarking here on an interesting situation for $n=5$ which will not be mentioned later. From (1.1) with $n=5$ we get $3 \leqq k(5) \leqq 4$. The exact value of $k(5)$ is still uncertain. It can be shown, however, that if $k(5)=3$ then $k(n)=c(n)$ for every $n \geqq 3$. Indeed, a simple proof that $k(5)=3$ would greatly shorten the present chapter, but in the absence of such proof I have come to believe that $k(5)=4$.

Once the existence of $k(n)$ is known, the inequality $k(n) \geqq c(n)$ may be deduced from the following construction, which shows the existence of an (infinitely generated) commutative Moufang loop $H$ containing, for every positive integer $n$, a subloop generated by $n$ elements which is centrally nilpotent of class $c(n)$. It also turns out that $H$ is transfinitely centrally nilpotent of class $\omega$ and that the centre of $H$ has order 1.

Let $K$ be the field of three elements. Let $\Sigma$ be any infinite set of positive ordinals. For the sake of simplicity we may take $\Sigma$ to be the set of all positive integers, but this is not essential. Let $F$ be the set of all finite subsets of $\Sigma$, including the null set. Denote the null set by 0 and, for each element $n$ of $\Sigma$, denote the one-element subset ( $n$ ) by $n$. Construct a symbol $e(S)$ for each member $S$ of $F$ and let $R$ be the vector space over $K$ consisting of all finite linear combinations of the $e(S)$, $S$ in $F$, with coefficients in $K$, equality being componentwise. Define multiplication in $R$ by the distributive laws and the following rules:
(i) If $S, T \in F$ and $S \cap T \neq 0$, then $e(S) e(T)=0$, the zero vector.
(ii) If $S, T \in F$ and $S \cap T=0$, then $e(S) e(T)=(-1)^{p} e(S \cup T)$ where $p$ is the number of pairs $(s, t), s$ in $S, t$ in $T$, with $t<s$.

It is easily verified that $R$ is an associative algebra over $K$ - a type of "exterior" algebra of characteristic 3 - with $e(0)$ as the multiplicative identity element. If the member $S$ of $F$ consists of the ordinals $n_{1}, \ldots, n_{t}$, with $n_{1}<n_{2}<\cdots<n_{t}$, then $e(S)=e\left(n_{1}\right) e\left(n_{2}\right) \ldots e\left(n_{t}\right)$. We denote by $A$ the vector subspace with the elements $e(n), n$ in $\Sigma$, as basis. And, for each positive integer $k$, we denote by $R A^{k}$ the vector subspace consisting of all finite linear combinations of products of form $x a_{1} a_{2} \ldots a_{k}$ where $x$ is in $R$ and $a_{1}, \ldots, a_{k}$ are in $A$. Furthermore we
define $R A^{0}$ to be $R$. The following significant facts are readily verified:

$$
\begin{equation*}
a b=-b a, \quad \text { all } a, b \text { in } A \tag{I}
\end{equation*}
$$

(II) To each nonzero $x$ in $R$ there corresponds a unique "degree" $n$, a non-negative integer such that $x$ is in $R A^{n}$ but not in $R A^{n+1}$.

Let $H$ be the set of all ordered couples $(a, x), a$ in $A, x$ in $R$, with equality componentwise and with multiplication defined by

$$
\begin{equation*}
(a, x)(b, y)=(a+b, x+y+(x-y) a b) \tag{1.3}
\end{equation*}
$$

In view of (I), multiplication in $H$ is commutative. A more extended calculation shows that $H$ is a Moufang loop. In particular, the identity element is $(0,0)$, the inverse of $(a, x)$ is $(a, x)^{-1}=(-a,-x)$ and the associator of three elements $(a, x),(b, y),(c, z)$ is

$$
\begin{equation*}
((a, x),(b, y),(c, z))=(0, x b c+y c a+z a b) \tag{1.4}
\end{equation*}
$$

Let $\left\{H_{\alpha}\right\}$ denote the lower central series of $H$, so that $H_{0}=H$ and $H_{1}=H^{\prime}$ is the associator subloop of $H$. From (1.4), (1.3) we see that $H^{\prime}$ is an abelian group. Indeed, from (1.4) with $y=z=0, H^{\prime}$ contains ( $0,{ }^{*} x b c$ ) for all $x$ in $R, b, c$ in $A$. By taking products of such elements we deduce that $H_{1}=H^{\prime}=\left(0, R A^{2}\right)$. More generally, $H_{n}=\left(0, R A^{2 n}\right)$ for every positive integer $n$. Since $\Sigma$ is infinite, $H_{n} \neq 1$ for every positive integer $n$. On the other hand, by (II), $H_{\omega}=\bigcap_{\cap}^{\infty} H_{n}=1$. Therefore $H$ is transfinitely centraily nilpotent of class $\omega . \quad n=0$

Using (1.4) we may verify that the element ( $a, x$ ) lies in the centre $Z(H)$ of $H$ if and only if both $x b c=0$ for all $b, c$ in $A$ and $y c a=0$ for all $y$ in $R, c$ in $A$. Since $\Sigma$ is infinite, these requirements force $x=a=0$. Therefore $Z(H)=1$.

Finally, for any preassigned integer $n \geqq 3$, we let $G$ be a subloop of $H$ generated by $n$ elements of form ( $e(i), e(0)$ ) where $i$ ranges over $n$ distinct elements of $\Sigma$. A straightforward calculation, which we omit, shows that $G$ is centrally nilpotent of class $c(n)$. This completes our discussion of the construction.

In what follows we develop identities in stages, proving Slaby's theorem successively for $n=2,3,4,5$ and then going on to the general case.

## 2. Two and three generators

Henceforth let $G$ be a commutative Moufang loop. We begin by adapting some material from Chapter VII. The identity VII, (3.1) becomes

$$
\begin{equation*}
x^{2}(y z)=(x y)(x z) \tag{2.1}
\end{equation*}
$$

By VII, Lemma 3.3, every inner mapping or pseudo-automorphism of $G$ is an automorphism of $G$. By VII, Lemma 5.6, since $R(x)=L(x)$ for
all $x$, we have

$$
\begin{align*}
& x L(y, z)=x R(y, z)=x(x, y, z)  \tag{2.2}\\
&(x, y, z)=(x, x y, z)=(y, x, z)^{-1}=(y, z, x)  \tag{2.3}\\
&\left(x^{m}, y^{n}, z^{p}\right)=(x, y, z)^{m n p}, \quad(x, y, z)^{3}=1 \tag{2.4}
\end{align*}
$$

for all $x, y, z$ in $G$ and all integers $m, n, p$. Moreover, Moufang's Theorem and VII, Lemma 5.5 imply the following:

Theorem 2.1. If $n=2$ or 3 , every commutative Moufang loop $G$ which can be generated by $n$ elements is centrally nilpotent of class at most $n-1$.

As a consequence of (2.1)-(2.4) and the theorem just stated,
$R(x, y)=R(y, x)^{-1}=R(x, x y), \quad R\left(x^{n}, y\right)=R\left(x, y^{n}\right)=R(x, y)^{n}$
for all $x, y$ in $G$ and all integers $n$. Another consequence is the validity of the equations

$$
\begin{align*}
(x y) z & =[x(y z)](x, y, z)=[x(x, y, z)](y z)  \tag{2.6}\\
& =x\{[y(x, y, z)] z\}=x\{y[(x, y, z) z]\}
\end{align*}
$$

## 3. Four generators

We begin with an awkward form of an important lemma. A more convenient form will be obtained in Lemma 4.6.

Lemma 3.1. If $w, x, a, b$ are elements of $a$ commutative Moufang loop $G$, then $(w a)(x b)=(w x) c$ where $c=p q^{-1}$ and

$$
\begin{gather*}
p=[a R(w, x)][b R(x, w)]=[a(a, w, x)][b(b, x, w)],  \tag{3.1}\\
q=\left(w^{-1} x, a R(w, x), b R(x, w)\right) . \tag{3.2}
\end{gather*}
$$

Proof. We multiply the equation $(w x) c=(w a)(x b)$ by $w^{-2}$ and use (2.1) to get $x\left(w^{-1} c\right)=a\left[w^{-1}(x b)\right]$. If $\theta=R(w, x)$ then, by $(2.5), R\left(w^{-1}, x\right)=\theta^{-1}$, $R\left(x, w^{-1}\right)=\theta$. Hence $x\left(w^{-1} c\right)=\left(x w^{-1}\right)\left(c \theta^{-1}\right)$ and $w^{-1}(x b)=\left(w^{-1} x\right)(b \theta)$, so our equation becomes $\left(w^{-1} x\right)\left(c \theta^{-1}\right)=a\left[\left(w^{-1} x\right)(b \theta)\right]$. By (2.2), (2.4), $\theta^{3}=I$ and $\theta^{2}=\theta^{-1}$. Moreover, by (2.2), $\theta$ leaves $w$ and $x$ fixed. Hence $\left(w^{-1} x\right) c=\left[\left(w^{-1} x\right)\left(c \theta^{-1}\right)\right] \theta=\left\{a\left[\left(w^{-1} x\right)(b \theta)\right]\right\} \theta=(a \theta)\left[\left(w^{-1} x\right)\left(b \theta^{-1}\right)\right]$ $=\left[\left(w^{-1} x\right)\left(b \theta^{-1}\right)\right](a \theta)$. Now applying (2.6), we get $\left(w^{-1} x\right) c$ $=\left(w^{-1} x\right)\left\{\left[\left(b \theta^{-1}\right)(a \theta)\right]\left(w^{-1} x, b \theta^{-1}, a \theta\right)\right\}$, whence $c=\left[(a \theta)\left(b \theta^{-1}\right)\right] \times$ $\times\left(w^{-1} x, a \theta, b \theta^{-1}\right)^{-1}$. Since $\theta=R(w, x), \theta^{-1}=R(x, w)$, the proof is complete.

Our first application of Lemma 3.1 is to an expansion formula for (wx,y,z). By (2.2), since $\varphi=R(y, z)$ is an automorphism, $(w x)(w x, y, z)$ $=(w x) \varphi=(w \varphi)(x \varphi)=[w(w, y, z)][x(x, y, z)]$. We apply Lemma 3.1 with $a=(w, y, z), b=(x, y, z), c=(w x, y, z)$. In this case, replacement of $v$ by $y^{-1}$ replaces $a, b, c, p$ by their inverses but leaves $q$ fixed. Hence
we have both $c=p q^{-1}$ and $c^{-1}=p^{-1} q^{-1}$. By multiplication, $1=q^{-2}$. However, $q^{3}=1$ by (2.4), so $q=1$. Therefore $c=p, 1=q$; that is,

$$
\begin{align*}
(w x, y, z) & =[(w, y, z) R(w, x)][(x, y, z) R(x, w)]  \tag{3.3}\\
& =[(w, y, z)((w, y, z), w, x)][(x, y, z)((x, y, z), x, w)] \\
& 1=\left(w^{-1} x,(w, y, z) R(w, x),(x, y, z) R(x, w)\right) . \tag{3.4}
\end{align*}
$$

We consider (3.4), taking $a=(w, y, z), b=(x, y, z), \quad \theta=R(w, x)$. First we replace $x$ by $w x$ in (3.4). Since $R(w, w x)=\theta$ and $R(w x, w)=\theta^{-1}$, (3.4) yields $1=\left(x, a \theta,(w x, y, z) \theta^{-1}\right)$, whence $1=1 \theta^{-1}=(x, a,(w x, y, z) \theta)$. $\mathrm{By}(3.3),(w x, y, z) \theta=\left[(a \theta)\left(b \theta^{-1}\right)\right] \theta=\left(a \theta^{-1}\right) b$. Therefore $1=\left(x, a,\left(a \theta^{-1}\right) b\right)$ $=\left(\left(a \theta^{-1}\right) b, x, a\right)$. Setting $\psi=R\left(a \theta^{-1}, b\right)$ and applying (3.3), we get $1=\left[\left(a \theta^{-1}, x, a\right) \psi\right]\left[(b, x, a) \psi^{-1}\right]$. However, by Theorem 2.1, $(a, x, w)$ lies in the centre of the subloop generated by $a, x, w$; consequently, $\left(a \theta^{-1}, x, a\right)=(a(a, x, w), x, a)=(a, x, a)=1$. This leaves $1=(b, x, a) \psi^{-1}$, whence $1=1 \psi=(b, x, a)=(a, b, x)$. In detail, we have the identity

$$
\begin{equation*}
((w, y, z),(x, y, z), x)=1 \tag{3.5}
\end{equation*}
$$

Since $(x z, y, z)=(x, y, z)$, we may replace $x$ by $x z$ in (3.5) without altering $a, b$. Thus $1=(a, b, x z)=(x z, a, b)$, whence by (3.3), (3.5), $1=[(x, a, b) R(x, z)][(z, a, b) R(z, x)]=(z, a, b) R(z, x) . \quad$ Therefore $1=(z, a, b)=(a, b, z)$; that is,

$$
\begin{equation*}
((w, y, z),(x, y, z), z)=1 . \tag{3.6}
\end{equation*}
$$

Lemma 3.2. If the commutative Moufang loop $G$ is generated by a set $S$ consisting of four elements, then

$$
\begin{equation*}
((S, S, S),(S, S, S), G)=1 \tag{3.7}
\end{equation*}
$$

Proof. Let $s_{i}(i=1,2, \ldots, 7)$ denote elements of $S$. Set $u=\left(s_{1}, s_{2}, s_{3}\right)$, $v=\left(s_{4}, s_{5}, s_{6}\right)$ and consider $w=\left(u, v, s_{7}\right)$. If two of $s_{1}, s_{2}, s_{3}$ are equal, $u=1$ and $w=1$. Similarly, if two of $s_{4}, s_{5}, s_{6}$ are equal, $v=w=1$. If $s_{1}, s_{2}, s_{3}$ are distinct and $s_{4}, s_{5}, s_{6}$ are $s_{1}, s_{2}, s_{3}$ in some order, then $v=u$ or $u^{-1}$ and $w=1$. In the remaining case, by skew-symmetry of the associator, we may assume that $s_{1}, s_{2}, s_{3}, s_{4}$ are the four distinct elements of $S$ and that $s_{5}=s_{2}, s_{6}=s_{3}$. Then, if $s_{7}=s_{1}, w=1$ by (3.5) and, if $s_{7}=s_{2}$ or $s_{3}, w=1$ by (3.6). Hence $w=1$ in all cases. Since $R(u, v)$ is an automorphism, the set $H$ of all $h$ in $G$ such that $(u, v, h)=1$ is a subloop of $G$. Since $H$ contains $S$, then $H=G$. This completes the proof of Lemma 3.2.

Now set $a=(w, y, z), \quad b=(x, y, z), \quad c=(a, w, x), \quad d=(b, x, w)$. By (3.3) and Lemma 3.1, $(w x, y, z)=(a c)(b d)=(a b)\left(p q^{-1}\right)$ where $p=[c R(a, b)][d R(b, a)] \quad$ and $\quad q=\left(a^{-1} b, c R(a, b), d R(b, a)\right)$. By Lemma 3.2, $(a, b, h)=1$ for all $h$ in the subloop generated by $w, x, y, z$. In particular, $R(a, b)=R(b, a)^{-1}$ leaves $c, d$ fixed, so $p=c d, q=\left(a^{-1} b, c, d\right)$.

By Lemma 3.2 again, $(c, d, k)=1$ for all $k$ in the subloop generated by $a, b, w, x$; in particular, $q=\left(a^{-1} b, c, d\right)==1$. Thus (3.3) can be replaced by the identity

$$
\begin{equation*}
(w x, y, z)=[(w, y, z)(x, y, z)][(w, y, z), w, x)((x, y, z), x, w)] . \tag{3.8}
\end{equation*}
$$

We define the function $h$ on the loop $G$ by

$$
\begin{equation*}
(w x)(y z)=[(w y)(x z)] h(w, x, y, z) . \tag{3.9}
\end{equation*}
$$

Lemma 3.3. For any commutative Moufang loop $G$, the function $h$ is skew-symmetric in its four arguments. In particular, if $a, b, c, d$ are elements of $G$ such that $(a b)(c d)=(a c)(b d)$, then $(a b)(c d)=(a d)(b c)$.

Proof. We note from (3.9) that interchange of $w$ and $z$ replaces $h$ by its inverse. Now we consider the result of replacing $x, y, z$ in (3.9) by w $x$ $w y, w z$ respectively. By (2.1), $[w(w x)][(w y)(w z)]=\left(w^{2} x\right)\left[w^{2}(y z)\right]$ $=w^{4}[x(y z)]$ and similarly for the coefficient of $h$. Hence $h(w, w x, w y, w z)$ $=\left\{[x(y z)] w^{4}\right\}\left\{w^{-4}[y(z x)]^{-1}\right\}=p q \quad$ where $\quad p=[x(y z)][y(z x)]^{-1}$ and $q=\left(x(y z), w^{4}, w^{-4}[y(z x)]^{-1}\right)$. Since $x(y z)=(y z) x=[y(z x)](y, z, x), p$ $=(x, y, z)$. Also $q=(x(y z), w, y(z x))^{-4}=(x(y z), w,[x(z y)](x, z, y))^{-1}$ $=(x(y z), w,(x, y, z))$. Both $p$ and $q$ are now seen to be skew-symmetric in $x, y, z$. Hence $h(w, w x, w y, w z)$ and, therefore, $h=h(w, x, y, z)$, is skew-symmetric in $x, y, z$. Since $h$ is skew-symmetric in $w, z$ and in $x, y, z$, then $h$ is skew-symmetric in $w, x, y, z$. If $(a b)(c d)=(a c)(b d)$ then $h(a, b, c, d)=1$; hence $h(a, b, d, c)=1$. so $(a b)(c d)=(a b)(d c)$ $=(a d)(b c)$. This completes the proof of Lemma 3.3.

A comparison of (3.3), (3.8) yields our simplest application of Lemma 3.3:

Lemma 3.4. If $G$ is a commutative Moufang loop, the identity (3.8) remains true when the four associators on the right hand side are permuted arbitrarily.

The next two lemmas give important methods of generating new identities.

Lemma 3.5. Let $G$ be a commutative Moufang loop containing a subloop $K$ and elements $a, b$ such that $(x, a, b)$ is in $K$ for each element $x$ in $G$. Then the elements $\left(\left(a, b, x_{1}\right), x_{1}, x_{2}\right),\left(\left(\left(a, b, x_{1}\right), x_{1}, x_{2}\right), x_{2}, x_{3}\right), \ldots$, are in $K$ for all elements $x_{1}, x_{2}, x_{3}, \ldots$ in $G$.

Proof. Set $p=((w, a, b), w, x), q=((x, a, b), x, w)$. Then, by (3.8), $K$ contains (wx,a,b)=[(w,a,b)(x,a,b)](pq), and hence pq, for all $w, x$ in $G$. Replacing $x$ by $x^{-1}$, we see that $K$ contains $p^{-1} q$. Hence $K$ contains $(p q)^{-1}\left(p^{-1} q\right)=p^{-2}=p=((a, b, w), w, x)$ for all $w, x$ in $K$. Thus $K$ contains $\left(\left(a, b, x_{1}\right), x_{1}, x_{2}\right)$ for all $x_{1}, x_{2}$ in $K$. Now we can repeat the process, for any fixed $x_{1}$, with $a, b$ replaced by $\left(a, b, x_{1}\right)$ and $x_{1}$ respectively. Hence, by iteration, we get the full conclusion of Lemma 3.5.

Lemma 3.6. If $a, b, c, d$ are elements of the commutative Moufang loop such that $((x, a, b), c, d)=1$ for every element $x$ of $G$, then
$1=\left(\left(\left(a, b, x_{1}\right), x_{1}, x_{2}\right), c, d\right)=\left(\left(\left(\left(a, b, x_{1}\right), x_{1}, x_{2}\right), x_{2}, x_{3}\right), c, d\right)=\ldots$, for all elements $x_{1}, x_{2}, x_{3}, \ldots$, of $G$.

Proof. The set $K$ of all elements $k$ in $G$ such that $(k, c, d)=1$ is a subloop of $G$ which satisfies the hypotheses of Lemma 3.5.

Let $\left\{G_{i}\right\}$ and $\left\{Z_{i}\right\}$ denote the lower and upper central series, respectively, of $G$. Moreover, let $G^{\prime}\left(=G_{1}\right)$ and $Z\left(=Z_{1}\right)$ denote the associator subloop and centre, respectively, of $G$.

Lemma 3.7. Let $G$ be a commutative Moufang loop generated by a subset $S$ and let $n$ be a positive integer. A necessary and sufficient condition that the element $a$ of $G$ should be in $Z_{n}$ is that

$$
\begin{equation*}
\left(\left(\ldots\left(\left(a, s_{1}, s_{2}\right), s_{3}, s_{4}\right), \ldots\right), s_{2 n-1}, s_{2 n}\right)=1 \tag{3.10}
\end{equation*}
$$

for all $s_{1}, s_{2}, \ldots, s_{2 n}$ in $S$.
Proof. The necessity of the condition follows from the definition of the upper central series. The case $n=1$ of (3.10) may be written $\left(a, s, s^{\prime}\right)=1$ for all $s, s^{\prime}$ in $S$; we now assume this special case of (3.10). The set $H$ of all $h$ in $G$ such that $(a, S, h)=1$ is a subloop of $G$ containing $S$, so $H=G$. Therefore the set $K$ of all $k$ in $G$ such that $(a, k, G)=1$ is a subloop containing $S$, so $K=G$. Hence $(a, G, G)=1, a \in Z=Z_{1}$. Therefore Lemma 3.7 is true for $n=1$. Now assume inductively that Lemma 3.7 is true for $n$ and let $a$ be an element which satisfies (3.10) when $n$ is replaced by $n+1$. Equivalently, if $w$ denote the left hand side of (3.10), $\left(w, s, s^{\prime}\right)=1$ for all $s, s^{\prime}$ in $S$. Hence, by the case $n=1$, $w$ is in $Z$. That is, $(3.10)$ holds modulo the centre $Z$ for all $s_{i}$ in $S$. Consequently, $a Z$ is in $Z_{n}(G / Z)=Z_{n+1} / Z$, so $a$ is in $Z_{n+1}$. This completes the proof of Lemma 3.7.

Lemma 3.8. Let $G$ be a commutative Moufang loop generated by a subset $S$ and let $n$ be a positive integer. A necessary and sufficient condition that $G_{n}=1$ is that

$$
\left(\left(\ldots\left(\left(s_{0}, s_{1}, s_{2}\right), s_{3}, s_{4}\right), \ldots\right), s_{2 n-1}, s_{2 n}\right)=1
$$

for all $s_{0}, s_{1}, s_{2}, \ldots, s_{2 n}$ in $S$.
Proof. By Lemma 3.7, the condition is necessary and sufficient in order that $S \subset Z_{n}$. By Lemma 1.2 of Chapter IV, $G_{n}=1$ if and only if $G=Z_{n}$. However, $G=Z_{n}$ if and only if $S \subset Z_{n}$. This completes the proof of Lemma 3.8.

Theorem 3.1. Every commutative Moufang loop generated by four elements is centrally nilpotent of class at most 3 .

Proof. In view of Lemma 3.8, an analysis along the lines of the proof of Lemma 3.2 shows that we need only prove that the following identities hold in every commutative Moufang loop $G$ :
(a) $\quad(((w, x, y), w, z), x, y)=1$.
(b) $\quad(((w, x, y), w, z), w, x)=1$.
(c) $\quad(((w, x, y), w, z), x, z)=1$.

Proof of (a). By Theorem 2.1, $((w, x, y), x, y)=1$ for all $w$ in $G$. Hence, by Lemma 3.6, $(((w, x, y), w, z), x, y)=1$ for all $w, z$ in $G$.

Proof of (b). Set $a=(w, x, y), b=(z, w, x), p=(a, w, z), \theta=R(w, x)$. Certainly $w \theta=w$ and, by Theorem 2.1, $a \theta=a$. Therefore $p(p, w, x)$ $=p \theta=(a, w, z) \theta=(a \theta, w \theta, z \theta)=(a, w, z b)=(z b, a, w)$. Expanding the last associator by (3.3), we have $p(p, w, x)=\left[\left(z, a, w^{\prime}\right) R(z, b)\right]\left[\left(b, a, w^{\prime}\right) R(b, z)\right]$. However, by Lemma 3.2, $(b, a, w)=((z, w, x),(w, x, y), w)=1$. Therefore $p(p, w, x)=(z, a, w) R(z, b)=p(p, z, b)$ and $(p, w, x)=(p, z, b)$. By Lemma 3.2 again, $(p, z, b)=((a, w, z), z,(z, w, x))=1$. That is, $(p, w, x)=1$, which proves (b).

Proof of (c). With $a, b, p$ as before, define $q=(a, x, z), \varphi=R(x, z)$. Then $a \varphi=a q, \quad w \varphi=w b, \quad z \varphi=z$, so $p(p, x, z)=p \varphi=(a, w, z) \varphi$ $=(a \varphi, w \varphi, z \varphi)=(a q, w b, z) \quad$ Expanding the latter associator by three applications of (3.3), we get

$$
\begin{aligned}
p(p, x, z) & =[(a, w b, z) \lambda]\left[(q, w b, z) \lambda^{-1}\right] \\
& =\left\{[(a, w, z) \mu]\left[(a, b, z) \mu^{-1}\right]\right\} \lambda \cdot\left\{[(q, w, z) \mu]\left[(q, b, z) \mu^{-1}\right]\right\} \lambda^{-1} \\
& =\left\{(p \mu \lambda)\left[(a, b, z) \mu^{-1} \lambda\right]\right\}\left\{\left[(q, w, z) \mu \lambda^{-1}\right]\left[(q, b, z) \mu^{-1} \lambda^{-1}\right]\right\}
\end{aligned}
$$

where $\lambda=R(a, q), \mu=R(w, b)$. By Lemma 3.2, $(a, b, z)=((w, x, y)$, $(z, w, x), z)=1$ and $(q, b, z)=((a, x, z),(w, x, z), z)=1$. By the same authority, $p \mu=p(p, w, b)=p((a, w, z), w,(z, w, x))=p$ and hence $p \mu \lambda=p \lambda=p(p, a, q)=p\left(\left(a, w^{\prime}, z\right), a,(a, x, z)\right)=p$. Similarly, $(q, w, z) \mu$ $=(q, w, z)((q, w, z), w,(z, w, x))=(q, w, z)$ and hence $(q, w, z) \mu \lambda^{-1}$ $=(q, w, z) \lambda^{-1}=(q, w, z)((q, w, z), q, a)$. Therefore $p(p, x, z)=p[(q, w, z)$ $((q, w, z), q, a)]$ or

$$
(p, x, z)=(q, w, z)((q, w, z), q, a) .
$$

Replacement of $x$ by $x^{-1}$ replaces $a, p$ by their inverses and leaves $q$ fixed. Hence from (3.11) we get

$$
(p, x, z)=(q, w, z)((q, w, z), q, a)^{-1}
$$

And now the device of multiplying corresponding members of the two equations gives

$$
\begin{equation*}
(p, x, z)=(q, w, z)=k, \text { say } \tag{3.12}
\end{equation*}
$$

Next we compute $E=((a, w x, z), w x, z)$ in two ways. On the one hand, by Theorem 2.1, $E=1$. Since, by (3.3), $(a, w x, z)=[p R(w, x)][q R(x, w)]$ and, by (b), $(p, w, x)=(q, x, w)=1$, we have $(a, w x, z)=p q, E=(p q, w x, z)$. Expanding the last associator by three applications of (3.3), we get $E=\left\{[(p, w, z) \beta]\left[(q, w, z) \beta^{-1}\right]\right\} \alpha \cdot\left\{[(p, x, z) \beta]\left[(q, x, z) \beta^{-1}\right]\right\} \alpha^{-1} \quad$ where $\alpha=R(w, x), \beta=R(p, q)$. By Theorem 2.1, $(p, w, z)=((a, w, z), w, z)=1$ and, similarly, $(q, x, z)=1$. By (3.12), $(p, x, z)=(q, w, z)=k$; moreover, by Lemma 3.2, $k \beta=k(k, p, q)=k((q, w, z),(a, w, z), q)=k$. Therefore $1=E=(k \alpha)\left(k \alpha^{-1}\right)=(k(k, w, x))\left(k(k, w, x)^{-1}\right)=k^{2}$ and hence $k=k^{-2}=1$.

By this and (3.12), $(p, x, z)=1$, proving (c). And now the proof of Theorem 3.1 is complete.

Theorem 3.1 allows us to derive two very useful lemmas.
Lemma 3.9. In any commutative Moufang loop the associator $((x, y, w), w, z)$ is skere-symmetric in $x, y, z$. Equivalently, $G$ satisfies the identity

$$
\begin{equation*}
((x, y, w), w, z)=((y, z, w), w, x) . \tag{3.13}
\end{equation*}
$$

Proof. We work entirely within the subloop $H$ generated by the four elements $w, x, y, z$. By Theorem 3.1, $H_{3}=1$. If $h, h^{\prime}$ are in $H$ and $k, k^{\prime}$ are in $H_{1}$, consider the identity (3.8): ( $k k^{\prime}, h, h^{\prime}$ ) $=\left[\left(k, h, h^{\prime}\right)\left(k^{\prime}, h, h^{\prime}\right)\right]\left[\left(\left(k, h, h^{\prime}\right), k, k^{\prime}\right)\left(\left(k^{\prime}, h, h^{\prime}\right), k^{\prime}, k\right)\right]$. The last two factors are in $H_{3}=1$, so $\left(k k^{\prime}, h, h^{\prime}\right)=\left(k, h, h^{\prime}\right)\left(k^{\prime}, h, h^{\prime}\right)$. If, further, $k^{\prime}$ is in $H_{2}$, then ( $k^{\prime}, h, h^{\prime}$ ) is in $H_{3}=1$ and we can drop still another factor. We apply these remarks as follows: By Theorem 2.1, $((w, h, y), w, h)=1$ for every $h$ in $H$; we use this fact with $h=x z, x$ and $z$. $\mathrm{By}(3.8),(w, x z, y)=(a b) c$ where $a=(w, x, y), b=(w, z, y)$ are in $H_{1}$ and $c=(a, x, z)(b, z, x)$ is in $H_{2}$. Hence $1=((w, x z, y), w, x z)$ $=((a b) c, w, x z)=(a b, w, x z)=(a, w, x z)(b, w, x z)$. Since $(a, w, x)$ $=((w, x, y), w, x)=1$ and $((a, w, z), z, x)$ is in $H_{3}=1$, (3.8) gives $(a, w, x z)=(a, w, z)=((w, x, y), w, z)=((x, y, w), w, z)$. Similarly, $(b, w, x z)=(b, w, x)=((w, z, y), w, x)=((y, z, w), w, x)^{-1}$. Hence $1=((x, y, w), w, z)((y, z, w), w, x)^{-1}$. proving (3.13).

Lemma 3.10. Every commutative Moufang loop $G$ satisfies the identity

$$
\begin{equation*}
(p,(p, w, x),(p, y, z))=1 \tag{3.14}
\end{equation*}
$$

Proof. For any fixed element $p$, denote the left hand side of (3.14) by $F(w, x, y, z)$. Clearly $F$ is skew-symmetric in $y, z$. By Lemma 3.9, $F(w, x, y, z)=\left(p, z,(p, y,(p, w, x))^{-1}\right.$; hence, by Lemma 3.9, $F$ is skewsymmetric in $w, x, y$. Consequently $F$ is skew-symmetric in $w, x, y, z$ and, since the permutation $(w y)(x z)$ is even, $F(w, x, y, z)=F(y, z, w, x)$. On the other hand, $F(y, z . w . x)=(p,(p, y, z),(p, w, x))=F(w, x, y, z)^{-1}$. Hence $F^{2}=1, F=1$, proving Lemma 3.10.

## 4. A calculus of associator subloops

At this point we are able to introduce a calculus of associator subloops of a commutative Moufang loop which bears striking resemblance to P. Hall's calculus of commutator subgroups of a group.

If $A, B, C$ are normal subloops of a commutative Moufang loop we define the associator subloop of $A, B, C$, which we denote by $(A, B, C)$, to be the subloop generated by all associators $(a, b, c)$ with $a, b, c$ in $A, B, C$ respectively. By (2.3),

$$
\begin{equation*}
(A, B, C)=(B, A, C)=(C, B, A) \tag{4.1}
\end{equation*}
$$

Lemma 4.1. If the normal subloops $A, B, C$ of the commutative Moufang loop $G$ are generated by the self-conjugate subsets $U, V, W$ respectively, then their associator subloop $(A, B, C)$ is generated by the set of all $(u, v, w)$ with $u, v, w$ in $U, V, W$ respectively. In particular, $(A, B, C)$ is normal in $G$.

Proof. Let $H$ be the subloop generated by the set $P$ consisting of all associators $(u, v, w), u, v, w$ in $U, V, W$ respectively. Since $U, V, W$ are self-conjugate and since every inner mapping of $G$ is an automorphism of $G, P$ is self-conjugate also. Therefore, by the Corollary to Lemma 1.4 of Chapter IV, $H$ is normal in $G$. Since $G / H$ is a commutative Moufang loop, the set $X$ of all $x$ in $G$ such that $(x, V, W) \equiv 1 \bmod H$ is a subloop of $G$. Since $X$ contains $U$, then $X$ contains $A$. Therefore $(A, V, W) \equiv 1$ $\bmod H$. In similar fashion we deduce that $(A, B, W) \equiv 1 \bmod H$ and then that $(A, B, C) \equiv 1 \bmod H$. Therefore $(A, B, C) \subset H \subset(A, B, C)$, so $(A, B, C)=H$. This completes the proof of Lemma 4.1.

Lemma 4.2. If $A, B, C, X, Y$ are normal subloops of the commutative Moufang loop $G$, then

$$
\begin{equation*}
((A, B, C), X, Y) \subset((A, X, Y), B, C)((B, X, Y), C, A)((C, X, Y), A, B) . \tag{4.2}
\end{equation*}
$$

Proof. By Lemma 4.1, $((A, B, C), X, Y)$ is generated by the set of all elements $((a, b, c), x, y)$ with $a, b, c, x, y$ in $A, B, C, X, Y$ respectively. If $a$ is in $A$ and $p, q$ are in $G$, then $(a, p, q)$ is in $A$. By (3.8) and (3.14), $(a(a, x, y), b, c)=[(a, b, c)((a, x, y), b, c)] p$ where $p=(((a, x, y), b, c)$, $(a, x, y), a)$. Therefore $(a(a, x, y), b, c) \equiv(a, b, c) \bmod ((A, X, Y), B, C)$. If $P$ denotes the right hand side of (4.2), we thus have

$$
\begin{equation*}
(a(a, x, y), b, c) \equiv(a, b, c) \bmod P \tag{4.3}
\end{equation*}
$$

and similarly for any permutation of $a, b, c$. If $\theta=R(x, y)$, then $(a, b, c)((a, b, c), x, y)=(a, b, c) \theta=(a \theta, b \theta, c \theta)=(a(a, x, y), b(b, x, y), c(c, x, y))$. Therefore, by three uses of (4.3), $(a, b, c)((a, b, c), x, y) \equiv(a, b(b, x, y)$, $c(c, x, y)) \equiv(a, b, c(c, x, y)) \equiv(a, b, c) \bmod \mathrm{P}$. Thus $((a, b, c), x, y) \equiv 1$ $\bmod \mathrm{P}$. This completes the proof of Lemma 4.2.

In terms of associator subloops, the lower central series $\left\{G_{\alpha}\right\}$ of a commutative Moufang loop $G$ may be defined by

$$
\begin{align*}
G_{0}=G, \quad G_{i+1} & =\left(G_{i}, G, G\right), \quad i=0,1,2, \ldots ;  \tag{4.4}\\
G_{\omega} & =\bigcap_{i=0}^{\infty} G_{i} \tag{4.5}
\end{align*}
$$

where $\omega$ is the first limit ordinal, and so on. If $\left\{Z_{\alpha}\right\}$ is the upper central series of $G$ we shall need to define $Z_{i}=Z_{0}=1$ for all negative integers $i$.

The derived series $\left\{G^{(n)}\right\}$ of $G$ may be defined as follows:

$$
\begin{gather*}
G^{(0)}=G, G^{(i+1)}=\left(G^{(i)}\right)^{\prime}=\left(G^{(i)}, G^{(i)}, G^{(i)}\right), \quad i=0,1,2, \ldots,  \tag{4.6}\\
G^{(\omega)}=\bigcap_{i=0}^{\infty} G^{(i)} \tag{4.7}
\end{gather*}
$$

and so on.
Lemma 4.3. If $G$ is a commutative Moufang loop,

$$
\begin{gather*}
\left(G_{i}, G_{j}, G_{k}\right) \subset G_{i+j+k+1},  \tag{4.8}\\
\left(G_{i}, G_{j}, Z_{k}\right) \subset Z_{k-i-j-1},  \tag{4.9}\\
G^{(i)} \subset G_{\left(3^{i}-1\right) / 2} \tag{4.10}
\end{gather*}
$$

for all non-negative integers $i, j, k$.
Proof. The identity

$$
\begin{equation*}
\left(G_{i}, G_{j}, G\right) \subset G_{i+j+1} \tag{4.11}
\end{equation*}
$$

holds for all non-negative integers $i$ when $j=0$. If (4.11) holds for some $j$ and all $i$, then, by (4.2), $\left(G_{i}, G_{j+1}, G\right)=\left(\left(G_{j}, G, G\right), G_{i}, G\right) \subset$ $\subset\left(\left(G_{j}, G_{i}, G\right), G, G\right)\left(\left(G, G_{i}, G\right), G_{j}, G\right) \subset\left(G_{i+j+1}, G, G\right)\left(G_{i+1}, G_{j}, G\right) \subset G_{i+j+2}$. Therefore (4.11) holds for all non-negative integers $i, j$. Consequently, (4.8) holds for all $i, j$ when $k=0$. Now we establish (4.8) for all $i, j, k$ by a similar use of (4.2). Next we observe that (4.10) holds for $\imath=0$ and establish it for all $i \geqq 0$ by induction and (4.8). Finally, we note, from the definition of the upper central series, that (4.9) holds for all $k$ if $i=j=0$; then we establish (4.9) for all non-negative $i, j$ by (4.2) and induction.

We are now in a position to strengthen some of the results of § 3 . Instead of Lemma 3.2 we have:

Lemma 4.4. If the commutative Moufang loop $G$ can be generated by 4 elements, then $\left(G, G^{\prime}, G^{\prime}\right)=1$. In particular, the associator subloop $G^{\prime}$ is an abelian group.

Proof. $\left(G, G^{\prime}, G^{\prime}\right)=\left(G_{0}, G_{1}, G_{1}\right) \subset G_{3}=1$ by (4.8) and Theorem 3.1.
By using (3.8), Theorem 3.1 and Lemmas 3.9, 4.4 we may obtain the following:

Lemma 4.5. The function $h$ of Lemma 3.3 satisfies
$h(w, x, y, z)=(w, x, y)^{-1}(x, y, z)(y, z, w)^{-1}(z, w, x)$.
Lemma 4.6. For all w, $x, a, b$ of a commutative Moufang loop $G$ we have $(w a)(x b)=(w x)\left\{(a b)\left[\begin{array}{l}(w, a, b)(x, b, a)((w, x, a), a, b)((x, w, b), b, a) \\ (a, w, x)(b, x, w)((a, b, w), w, x)^{-1}((b, a, x), x, w)^{-1}\end{array}\right]\right.$.

Note that for (4.13), we need merely evaluate the $p, q$ of Lemma 3.1.

## 5. The distributor

We shall need the following:
Lemma 5.1. Every commutative Moufang loop $G$ satisfies the identity

$$
\begin{equation*}
\left((u, x, y),(v, x, y),\left(u^{\prime}, x, y\right)\right)=1 . \tag{5.1}
\end{equation*}
$$

Proof. Define the mapping $\theta=\theta(x, y)$ of $G$ by $u \theta=(u, x, y)$, all $u$ in $G$. Then $u R(x, y)=u(u \theta), u \theta R(x, y)=u \theta, u \theta^{2}=1$. Set $a=(u \theta, v, w)$, $b=(u \theta, v \theta, w), c=(u \theta, v, w \theta), d=(u \theta, v \theta, w \theta)$. If $H$ is the subloop generated by $u, v, x, y$, then, by Lemma 4.3, $(u \theta, v, v \theta)$ is in $\left(H_{1}, H, H_{1}\right) \subset H_{3}$ and, by Theorem 3.1, $H_{3}=1$. Consequently, $(u \theta, v, v \theta)=1$. (Henceforth, we shall refer to this type of argument as a class argument.) Since $(u \theta, v, v \theta)=1$, then, by Lemma 3.9, $(a, v, v \theta)=((u \theta, v, w), v, v \theta)$ $=((u \theta, v, v \theta), v, w)^{-1}=1 \quad$ and $\quad(b, v \theta, v)=((u \theta, v \theta, w), v \theta, v)$ $=((u \theta, v \theta, v), v \theta, w)^{-1}=1$. Therefore, by (3.8), $(u \theta, v(v \theta), w)$ $=(a b)[(a, v, v \theta)(b, v \theta, v)]=a b$. Similarly, $\quad(u \theta, v, w(w \theta))=a c$, $(u \theta, v(v \theta), w \theta)=c d,(u \theta, v \theta, w(w \theta))=b d$. Since $a=(u \theta, v, w)$, then $a(a \theta)=a R(x, y)=(u \theta, v(v \theta), w(w \theta))$. Expanding the latter associator in two ways we get, on the one hand, $a(a \theta)=(u \theta, v, w(w \theta))(u \theta, v \theta, w(w \theta))$ $=(a c)(b d)$ and, on the other hand, $a(a \theta)=(u \theta, v(v \theta), w)(u \theta, v(v \theta), w \theta)$ $=(a b)(c d)$. Thus, by Lemma 3.3,

$$
\begin{equation*}
a(a \theta)=(a b)(c d)=(a c)(b d)=(a d)(b c) \tag{5.2}
\end{equation*}
$$

Replacement of $x$ by $x^{-1}$ replaces $a, d$ by their inverses but leaves $a \theta, b, c$ fixed. In particular, we have both $a(a \theta)=(a d)(b c)$ and $a^{-1}(a \theta)$ $=(a d)^{-1}(b c)$, whence $a^{2}=[a(a \theta)]\left[a^{-1}(a \theta)\right]^{-1}=\left[(a d)(b c) j\left[(a d)^{-1}(b c)\right]^{-1}\right.$ $=(a d)^{2}=a^{2} d^{2}$. This gives $d^{2}=1, d=d^{-2}=1$. However, $d=1$ is equivalent to (5.1). The proof of Lemma 5.1 is now complete. We note for future reference the identity $a(a \theta)=a(b c)$ or $a \theta=b c$ or

$$
\begin{gather*}
(((u, x, y), v, w), x, y)  \tag{5.3}\\
=((u, x, y),(v, x, y), w)((u, x, y), v,(w, x, y))
\end{gather*}
$$

The distributor, $D=D(G)$, of a commutative Moufang loop $G$, is the set of all elements $d$ of $G$ which satisfy the equivalent equations (i)-(vi) of the next lemma. The name comes from (i).

Lemma 5.2. If the element $d$ of the commutative Moufang loop $G$ satisfies one of the following equations for all w, $x, y, z$ in $G$, then $d$ satisfies all of them: (i) $(x y, z, d)=(x, z, d)(y, z, d)$; (ii) $(x d, y, z)=(x, y, z)(d, y, z)$; (iii) $\quad((w, x, y), z, d)=1$; (iv) $\quad((d, w, x), y, z)=((d, y, x), w, z)^{-1}$; (v) $((x, y, z), x, d)=1$; (vi) $((d, x, y), x, z)=1$. The set $D=D(G)$ of all d in $G$ which satisfy (iii) is a characteristic normal subloop of $G$, called the distributor of $G$.

Proof. When we say that $d$ satisfies (i) we mean that (i) holds for the given element $d$ of $G$ and for all $x, y, z$ in $G$. Similarly for (ii)-(vi).

We note that (v), (vi) are equivalent by Lemma 3.9. If $d$ satisfies (i), then, for any fixed $z$, the mapping $x \rightarrow(x, z, d)$ is an endomorphism of $G$ and, in particular, $\quad((w, x, y), z, d)=((w, z, d),(x, z, d),(y, z, d))$. Therefore, by Lemma 5.1, $((w, x, y), z, d)=1$. That is, (i) implies (iii). If $d$ satisfies (iii), then $d$ satisfies (v) and hence (vi). If $d$ satisfies (v), (vi), then, by (3.8), $d$ satisfies both (i) and (ii). If $d$ satisfies (ii), set $p=((x, y, z), x, d)$, $q=((d, y, z), d, x)$. Then, by (3.8), $p q=1$ for all $x, y, z$ in $G$. Replacing $x$ by $x^{-1}$, we get $p q^{-1}=1$. Thus $p=p^{-2}=(p q)^{-1}\left(p q^{-1}\right)^{-1}=1$, so $d$ satisfies (v). Hence (i), (ii), (iii), (v), (vi) are equivalent. The set $D$ of all $d$ in $G$ which satisfy (iii) is clearly a characteristic (hence normal) subloop of $G$. If $d$ is in $D$, so are $d^{\prime}=(d, w, x), d^{\prime \prime}=(d, y, x)$ and the product $d^{\prime} d^{\prime \prime}$. Then, by (v) followed by two uses of (i) and two of (ii), $1=((d, w y, x), w y, z)=\left(d^{\prime} d^{\prime \prime}, w y, z\right)=\left(d^{\prime} d^{\prime \prime}, w, z\right)\left(d^{\prime} d^{\prime \prime}, y, z\right)$ $=\left[\left(d^{\prime}, w, z\right)\left(d^{\prime \prime}, w, z\right)\right]\left[\left(d^{\prime}, y, z\right)\left(d^{\prime \prime}, y, z\right)\right]$. By (vi), $\left(d^{\prime}, w, z\right)=\left(d^{\prime \prime}, y, z\right)=1$. Therefore $1=\left(d^{\prime \prime}, w, z\right)\left(d^{\prime}, y, z\right)$, whence $d$ satisfies (iv). Finally, if $d$ satisfies (iv) then $((d, x, y), x, z)=((d, x, x), y, z)^{-1}=1$, so $d$ satisfies (vi). This completes the proof of Lemma 5.2.

If $\mathcal{E}$ is the class of all commutative Moufang loops and if $f(G)=D(G)$ for each $G$ in $\mathcal{E}$, then $f$ is a nilpotency function for $\mathcal{E}$ in the sense of Chapter IV, § 1. Hence we may define the lower distributor series $\left\{L_{\alpha}\right\}$ and the upper distributor series $\left\{D_{\alpha}\right\}$ for any commutative Moufang loop G. By (iii) of Lemma 5.2,

$$
\begin{equation*}
L_{0}=G, \quad L_{i+1}=\left(L_{i}, G, G^{\prime}\right), \quad i=0,1,2, \ldots \tag{5.4}
\end{equation*}
$$

where $G^{\prime}=G_{1}$ is the associator subloop of $G$. In particular, $L_{1}=\left(G, G, G_{1}\right)$ $=G_{2}$. If $L_{i} \subset G_{2 i}$ for some non-negative integer $i$, then $L_{i+1} \subset\left(G_{2 i}, G, G_{1}\right) \subset$ $\subset G_{2 i+2}$ by Lemma 4.3. Therefore

$$
\begin{equation*}
L_{1}=G_{2}, \quad L_{i} \subset G_{2 i}, \quad i=0,1,2, \ldots \tag{5.5}
\end{equation*}
$$

and

$$
\begin{equation*}
L_{\omega} \subset G_{\omega} \tag{5.6}
\end{equation*}
$$

For any positive integer $n$ let $c(n)$ denote the least positive integer $k$ such that $2 k$ exceeds $n$. Equivalently.

$$
\begin{equation*}
c(n)=1+[n / 2] . \tag{5.7}
\end{equation*}
$$

Lemma 5.3. Let $G$ be a commutative Moufang loop and $n$ be a positive integer. Then: (a) $Z_{2} \subset D$. (b) If $G$ has $n$ generators, $D \subset Z_{c(n)}$ and $G_{2+i c(n)} C$ $C L_{i+1}$ for $i=0,1,2, \ldots$. (c) If $G$ is finitely generated, $G_{\omega}=L_{\omega}$ where $\omega$ is the first limit ordinal.

Proof. (a) If $d$ is in $Z_{2}$ then ( $d, x, y$ ) is in the centre $Z=Z_{1}$ of $G$ and hence $d$ satisfies (vi) of Lemma 5.2. Therefore $Z_{2} \subset D$.
(b) Let $S$ be a set of $n$ elements which generate $G$ and set $t=c(n)$. If $s_{1}, s_{2}, \ldots, s_{\mathbf{2} t}$ are elements of $S$, some two must be equal. Since $D$
is normal in $G$ we see from (iv) of Lemma 5.2 that, for $d$ in $D$, the associator

$$
\left(\left(\ldots\left(\left(d, s_{1}, s_{2}\right), s_{3}, s_{4}\right), \ldots\right), s_{2 t-1}, s_{2 t}\right)
$$

is skew-symmetric in the $s_{i}$ and hence equal to 1. Therefore, by Lemma 3.7, $D \subset Z_{c(n)}$. By (5.5), $G_{2} \subset L_{1}$. Now assume inductively that $G_{2+i c(n)} \subset$ $\subset L_{i+1}$ for some non-negative integer $i$. If $L_{i+2}=1$ then $G_{2+i c(n)} \subset L_{i+1} \subset$ $\subset D \subset Z_{c(n)}$ and hence $G_{2+i c(n)+c^{\prime}(n)}=1$. Therefore, in general, $G_{2+(i+1) c(n)} \subset$ $\subset L_{i+2}$. This proves (b).
(c) By (b), $G_{\omega} \subset L_{\omega}$. Hence, by (5.6), $G_{\omega}=L_{\omega}$. This proves (c) and completes the proof of Lemma 5.3.

At this point it is interesting to consider the construction in §1. We readily check that the loop $H$ satisfies $\left(H, H^{\prime}, H^{\prime}\right)=1$. Moreover $H_{2}=L_{1}(H) \neq 1$ but $L_{2}(H)=1$. Hence $H$ is distributor-nilpotent of class 2 but (as previously shown) is transfinitely centrally nilpotent of class $\omega$. We also observe that $D_{2}(H)=H$ whereas $1=Z_{1}(H)$ $=Z_{2}(H)=\cdots$. This is enough to show that central nilpotence and distributor nilpotence are not too closely linked. We note further that, for each integer $n \geqq 3, H$ has an $n$-generator subloop $G$ with central class $c(n)$, distributor class 2. As a matter of fact the construction in § 1 arose from the concept of the distributor and, in particular, from the following lemma:

Lemma 5.4. Let $G$ be a commutative Moufang loopwith $n \geqq 3$ generators such that $\left(G, G^{\prime}, G^{\prime}\right)=1$. Then $G_{c(n)}=1$. Moreover, for a suitable choice of $G, G_{k} \neq 1$ if $k<c(n)$.

Proof. Let $G$ be generated by a set $S$ of $n$ elements. Set $t=c(n)$ and consider the associator

$$
a=\left(\left(\ldots\left(\left(s_{1}, s_{2}, s_{3}\right), s_{4}, s_{5}\right), \ldots\right), s_{2 t}, s_{2 t+1}\right)
$$

where the $s_{i}$ are in $S$. Since $\left(G, G^{\prime}, G^{\prime}\right)=1$ we see by (iii) of Lemma 5.2 that $\left(s_{1}, s_{2}, s_{3}\right)$ is in $D$. Hence $a$ is skew-symmetric in $s_{4}, \ldots, s_{2 t+1}$ and therefore $a=1$ unless $s_{4}, \ldots, s_{2 t+1}$ are distinct. Also $a=1$ unless $s_{1}, s_{2}, s_{3}$ are distinct. Since $2 t+1 \geqq n+2$ we may assume that $s_{4}=s_{2}$, $s_{5}=s_{3}$; but then $a=1$ by Theorem 2.1. Hence $a=1$ in all cases. Therefore, by Lemma 3.8, $G_{t}=1$. That is, $G_{c(n)}=1$. The concluding statement of Lemma 5.4 can be verified in terms of the loop $G$ defined in $\S 1$.

It is natural to inquire whether there exists an analogue of the distributor in the theory of groups. One might define the distributor $D$ of a group $G$ as the set of all elements $d$ in $G$ such that $(x y, d)=(x, d)(y, d)$ for all $x, y$ in $G$. But then one sees easily that $D=Z_{2}$. In view of this fact, distributor series for a group offer little in the way of novelty.

## 6. Five generators

Our only 5-element identities so far are (3.14), (5.1), (5.3) and those which can be obtained from Lemma 3.6 with the help of Theorems 2.1,3.1.

Lemma 6.1. Let $G$ be a commutative Moufang loop generated by five elements $u, v, w, x, y$. Then the element $p=((u, v, w), u, x)$ is in $Z_{2}$.

Proof. If $S$ is the subset consisting of $u, v, w, x, y$, we must show that $\left(p, s, s^{\prime}\right) \in Z$ for all $s, s^{\prime} \in S$. If $s, s^{\prime}$ are chosen from $u, v, w, x$ then $\left(p, s, s^{\prime}\right)=1$ by Theorem 3.1. Hence we need only prove that $(p, s, y) \in Z$ for each $s$ in $S$. The cases $s=v, s=w$ are equivalent, by the form of $p$, and the case $s=y$ is immediate by Theorem 2.1. Hence it will be enough to prove the following:
(a) $(p, u, y) \in Z$.
(b) $(p, v, y) \in Z$.
(c) $(p, x, y) \in Z$.

Proof of (a). By Lemmas 3.9, 3.10, $(p, u, y)=(((u, v, w), u, x), u, y)$ $=((y, u, x), u,(u, v, w))^{-1}=1$. Hence $(p, u, y) \in Z$.

Proof of (b). If $k, k^{\prime}$ are chosen from $u, w^{\prime}, x$, Theorem 3.1 implies that $\left.\quad((u, x, w), u, v), k, k^{\prime}\right)=1$. Taking $a=(u, x, w), b=u, c=k$, $d=k^{\prime}$, we have $((a, b, v), c, d)==1$ for all $v$ in any commutative Moufang loop. Hence, by Lemma 3.6, $(((a, b, v), v, t), c, d)=1$ for all $v, t$; and we take $t=y$ so that $((a, b, v), v, t)=(((u, x, w), u, v), v, y)$ $=(((u, v, w), u, x), v, y)^{-1}=(p, v, y)^{-1}$. Therefore

$$
\begin{equation*}
\left((p, v, y), k, k^{\prime}\right)=1, \quad k, k^{\prime}=u, w^{\prime}, x . \tag{6.1}
\end{equation*}
$$

In particular, $((p, v, y), u, s)=1$ for $s=u, w, x$. Again, $((p, v, y), u, v)$ $=((p, v, u), y, v)^{-1}$ and $((p, v, y), u, y)=((p, u, y), v, y)^{-1}$ by Lemma3.9. Since $(p, v, u)=1$ by Theorem 3.1 and $(p, u, y) \in Z$ by (a), we have

$$
\begin{equation*}
((p, v, y), u, S)=1 \tag{6.2}
\end{equation*}
$$

Again, $((p, v, y), v, y)=1$ trivially; and, for $s=u, v, w^{\prime}, x,((p, v, y), v, s)$ $=((p, v, s), v, y)^{-1}=1$ by Lemma 6.9 and Theorem 3.1. Hence

$$
((p, v, y), v, S)=1
$$

By Lemma 4.4, every commutative Moufang loop satisfies the identity $((u, v, w),(w, v, y), y)=1$. Hence, by Lemma 3.6, $1=(((u, v, w), u, x),(w, v, y), y)$ $=(p,(w, v, y), y)$ and thence, by Lemma 3.9, $1=((p, v, y), w, y)$. Moreover, $((p, v, y), w, t)=1$ for $t=u, w, x$ by (6.1) and for $t=v$ by (6.2'). Hence

$$
\begin{equation*}
\left((p, v, y), w^{\prime}, S\right)=1 \tag{6.3}
\end{equation*}
$$

In view of Lemma 3.9, interchange of $w$ and $x$ replaces $p$ by $p^{-1}$. Hence (6.3) implies $((p, v, y), x, S)=1$. By this, together with (6.1), (6.2), (6.2'), (6.3), we have $((p, v, y), S, S)=1$. The proof of $(\mathrm{b})$ is now complete.

Proof of (c). For $t, t^{\prime}=u, v, w$, Theorem 3.1 implies $\left(((u, v, w), u, x), t, t^{\prime}\right)=1$ for all $x$ and thence Lemma 3.6 implies $\left((((u, v, w), u, x), x, y), t, t^{\prime}\right)=1$ for all $x, y$. Thus

$$
\begin{equation*}
\left((p, x, y), t, t^{\prime}\right)=1, \quad t, t^{\prime}=u, v, w^{\prime} . \tag{6.4}
\end{equation*}
$$

If $t=u, v, w$ we note the following: $((p, x, y), t, x)=((p, x, t), y, x)^{-1}=1$ by Lemma 3.9, Theorem 3.1; $((p, x, y), t, y)=((p, t, y), x, y)^{-1}=1$ by Lemma 3.9 followed by (a) (if $t=u$ ) or by (b) (if $t=v$ ) or by (b) with $v$, w interchanged (if $t=w$ ). By this and (6.4), ( $(p, x, y), t, S)=1$ for $t=u, v, w$. Since $((p, x, y), x, y)=1$ trivially, we have $((p, x, y), S, S)=1$. This proves (c) and completes the proof of Lemma 6.1.

Lemma 6.2. Every commutative Moufang loop $G$ satisfies the identities

$$
\begin{gather*}
((u, x, y),(v, x, y), w)=((v, x, y),(w, x, y), u)  \tag{6.5}\\
(((u, x, y), v, w), x, y)=((u, x, y),(v, x, y), w)^{-1}  \tag{6.6}\\
((((u, x, y), v, w), x, y), v, w)=1 \tag{6.7}
\end{gather*}
$$

Proof. By Lemma 4.4, $G$ satisfies the 4 -element identity

$$
\begin{equation*}
((u, x, y),(v, x, y), v)=1 \tag{6.8}
\end{equation*}
$$

If $\theta$ is defined as in the proof of Lemma 5.1, (6.8) becomes $(u \theta, v \theta, v)=1$. Replacing $v$ by $v w$ and using (3.8), we get $1=(u \theta,(v w) \theta, v w)=(u \theta, s t, v w)$ where $s=(v \theta)(w \theta), t=(v \theta, v, w)(w \theta, w, v)$. If $H$ is the subloop of $G$ generated by $u, v, w, x, y$, Lemma 6.1, with $u, v, w, x, y$ suitably permuted, shows that $(v \theta, v, w)$ is in $Z_{2}(H)$. Similarly, $(w \theta, w, v)$ is in $Z_{2}(H)$ and hence $t$ is in $Z_{2}(H)$. By Lemma 5.3 (a), $Z_{2}(H) \subset D(H)$. Consequently, by (ii) and (iii) of Lemma $5.2,1=(u \theta, s t, v w)=(u \theta, s, v w)(u \theta, t, v w)$ $=(u \theta, s, v w)$. Since $s=(v \theta)(w \theta)$ and since, by (6.8), $(u \theta, v \theta, v)$ $=(u \theta, w \theta, w)=1$, three uses of (3.3) give

$$
\begin{equation*}
1=\left[(u \theta, w \theta, v) \beta^{-1} \alpha\right]\left[(u \theta, v \theta, w) \beta \alpha^{-1}\right] \tag{6.9}
\end{equation*}
$$

where $\quad \alpha=R(v, w), \beta=R(v \theta, w \theta)$. Since $\quad((u \theta, w \theta, v), w \theta, v \theta)$ $=((u \theta, w \theta, v \theta), w \theta, v)^{-1}=(1, w \theta, v)^{-1}=1$ by Lemmas 3.9, 5.1, the automorphism $\beta^{-1}$ may be omitted from the left hand bracket in (6.9). Similarly, $\beta$ may be omitted from the right hand bracket. Hence, after operating on (6.9) by $\alpha^{-1}$, we get $1=(u \theta, w \theta, v)[(u \theta, v \theta, w) \alpha]$ and thence

$$
\begin{equation*}
(u \theta, w \theta, v)^{-1}(u \theta, v \theta, w)^{-1}=((u \theta, v \theta, w), v, w) . \tag{6.10}
\end{equation*}
$$

Replacement of $v$ by $v^{-1}$ replaces the left hand side of (6.9) by its inverse and leaves the right hand side fixed. Therefore $(u \theta, w \theta, v)(u \theta, v \theta, w)=1$. This is equivalent to the skew-symmetry of $(u \theta, v \theta, w)$ in $u, v, w$ and hence to (6.5). Moreover, (5.3), (6.5) and (2.4) imply (6.6). Since the right hand side of (6.10) is the identity by (6.5), we use (6.6) to get $((u \theta, v, w), x, y), v, w)=((u \theta, v \theta, w), v, w)^{-1}=1$. This proves (6.7) and completes the proof of Lemma 6.2.

Theorem 6.1. Every commutative Moufang loop $G$ generated by five elements is centrally nilpotent of class at most 4 .

Proof. Let $G$ be generated by a subset $S$ consisting of the five elements $u, v, w, x, y$. By Lemma 3.8 and symmetry, we need only prove
that $Z_{2}$ contains the elements $p=((u, v, w), u, x)$ and $q=((u, v, w), x, y)$. However, $p \in Z_{2}$ by Lemma 6.1. Since $q$ is skew-symmetric in $u, v, w$ and in $x, y$, then $q$ will be in $Z_{2}$ provided $(q, x, y),(q, u, x)$ and $(q, v, w)$ are in $Z$. However, $(q, x, y)=(((u, v, w), x, y), x, y)=1$ and $(q, u, x)$ $=(((u, v, w), x, u), y, x)^{-1}=(p, y, x)$ are in $Z$, so we are left with $(q, v, w)$. On interchanging $v$ with $x, w$ with $y$ in Lemma 6.2, we see that ( $q, v, w$ ) $=(((u, v, w), x, y), v, w)$ is skew-symmetric in $u, x, y$ and satisfies $((q, v, w), x, y)=1$. Moreover, $(q, v, w)$ is symmetric in $v, w$ and, obviously, $((q, v, w), v, w)=1$. Since, further, $((q, v, w), v, x)=((q, v, x,) v, w)^{-1}$ and $(q, v, x)=(((u, v, w), x, y), v, x)=(((u, v, w), x, v,), v, y)^{-1}$ and $((u, v, w), x, v)$ is in $Z_{2}$ by Lemma 6.1, we have $((q, v, w), v, x)=1$. Therefore $((q, v, w), S, S)=1$, so $(q, v, w) \in Z$ and, consequently, $q \in Z_{2}$. This completes the proof of Theorem 6.1.

With the help of Theorem 6.1 we may obtain many new identities.
Lemma 6.3. If the commutative Moufang loop $G$ can be generated by five elements then $\left(G^{\prime}, G^{\prime}, G^{\prime}\right)=\left(G, G^{\prime}, G_{2}\right)=1$. In particular, the associator subloop $G^{\prime}$ is an abelian group.

Proof. By Lemma 4.3, $\left(G^{\prime}, G^{\prime}, G^{\prime}\right)=\left(G_{1}, G_{1}, G_{1}\right) \subset G_{4}$ and $\left(G, G^{\prime}, G_{2}\right)$ $=\left(G_{0}, G_{1}, G_{2}\right) \subset G_{4}$. By Theorem 6.1, $G_{4}=1$. This completes the proof of Lemma 6.3.

Lemma 6.4. Every commutative Moufang loop $G$ satisfies the identities
$((u, v, w), x, y)=((u, x, y), v, w)((v, x, y), w, u)((w, x, y), u, v)$,
$((u, v, w), x, y)=((x, v, w), u, y)((u, x, w), v, y)((u, v, x), w, y)$.
Proof. We work within the subloop $H$ generated by $u, v, w, x, y$. By Lemma 6.3, $H^{\prime}$ is an abelian group and $\left(H, H_{1}, H_{2}\right)=1$. In particular, the right hand sides of (6.11), (6.12) are unambiguous. Define the mapping $\theta=\theta(x, y)$ by $u \theta=(u, x, y)$ for all $u$ and set $a=(u, v, w), b_{1}=$ $(u \theta, v, w), b_{2}=(v \theta, w, u), b_{3}=(w \theta, w, u)$. By (6.5), $(u \theta, v \theta, w)=(v \theta, w \theta, u)$ $=(w \theta, u \theta, v)=c$, say. By (3.8), $(u(u \theta), v, w)=a b_{1}(a, u, u \theta)\left(b_{1}, u \theta, u\right)$. However, $(a, u, u \theta)=((u, v, w), u,(u, x, y))=1$ by Lemma 3.10, and $\left(b_{1}, u \theta, u\right) \in\left(H_{2}, H^{\prime}, H\right)=1$. Hence $(u(u \theta), v, w)=a b_{1}$; and similarly with $u, v, w$ permuted. A like argument gives $(u(u \theta), v \theta, w)=b c$; and similarly with $u, v, w$ permuted. From the identity $(u(u \theta), v, w)=a b_{1}$, on replacement of $v$ by $v(v \theta)$, we get $(u(u \theta), v(v \theta), w)=(u, v(v \theta, w)(u \theta, v(v \theta), w)$ $=\left(a b_{2}\right)\left(b_{1} c\right)=a b_{1} b_{2} c$. From the identity $(u(u \theta), v(v \theta), w)=a b_{1} b_{2} c$, on replacement of $w$ by $w(w \theta)$, we get, in a similar way, $(u(u \theta), v(v \theta)$, $w(w \theta))=\left(a b_{3}\right)\left(b_{1} c\right)\left(b_{2} c\right) c=a b_{1} b_{2} b_{3} c^{3}=a b_{1} b_{2} b_{3}$. However, $a(a \theta)=a R(x, y)$ $=(u R(x, y), v R(x, y), w R(x, y))=(u(u \theta), v(v \theta), w(w \theta))$. Hence $a \theta=b_{1} b_{2} b_{3}$, and this is (6.11). By (6.11), $((y, u, x), v, w)=((y, v, w), u, x)$ $((u, v, w), x, y)((x, v, w), y, u)$, whence, after rearrangement,

$$
\begin{equation*}
((y, u, x), v, w) \quad((y, v, w), u, x)^{-1}=((u, v, w), x, y)((x, v, w), u, y)^{-1} . \tag{6.13}
\end{equation*}
$$

We apply the permutation $(u v)(x w)$ to (6.13), take inverses, and get $((y, u, x), v, w)((y, v, w), u, x)^{-1}=((u, v, x), w, y)((u, x, w), v, y)$.

Since the left hand sides of (6.13), (6.14) are equal, the right hand sides are also equal, whence we get (6.12). This completes the proof of Lemma 6.4.

Lemma 6.5. In every commutative Moufang loop $G$, the associator $(((x, y, a), a, b), b, z)$ is symmetric in $a, b$ and skew-symmetric in $x, y, z$. Equivalently, $G$ satisties the identity

$$
\begin{equation*}
(((x, y, a), a, b), b, z)=(((z, x, b), b, a), a, y) . \tag{6.15}
\end{equation*}
$$

Proof. We evaluate the associator $E=((x, y, a), a, b z)$ in two ways. On the one hand, by (3.8),

$$
\begin{align*}
E= & ((x, y, a), a, b)((x, y, a), a, z)  \tag{6.16}\\
& (((x, y, a), a, b), b, z))(((x, y, a), a, z), z, b) .
\end{align*}
$$

On the other hand, by Lemma 3.9, $E=((b z, x, a), a, y)$. In evaluating the latter associator we note that we may work within the subloop $H$ generated by the five elements $b, z, x, a, y$. By Lemma 6.3, $H^{\prime}$ is an abelian group. Consequently, if $s, t$, are arbitrary elements of $H^{\prime},((s, a, y), s, t)=1$. From this and (3.8), $(s t, a, y)=(s, a, y)(t, a, y)$ for all $s, t$ in $H^{\prime}$. Therefore, since, by (3.8) and Lemma 3.9, $(b z, x, a)$ $=(b, x, a)(z, x, a)((b, x, a), b, z)((z, x, a), z, b)=(b, x, a)(z, x, a)((z, x, b), b, a)$ $((b, x, z), z, a)$, we see that

$$
\begin{aligned}
E= & ((b, x, a), a, y)((z, x, a), a, y) \\
& (((z, x, b), b, a), a, y)(((b, x, z), z, a), a, y) .
\end{aligned}
$$

By Lemma 3.9, $((b, x, a), a, y)=((x, y, a), a, b)$ and $\quad((z, x, a), a, y)$ $=((x, y, a), a, z)$. Hence, by comparison with (6.16),

$$
\begin{align*}
& (((x, y, a), a, b), b, z)(((x, y, a), a, z), z, b)  \tag{6.17}\\
= & (((z, x, b), b, a), a, y)(((b, x, z), z, a), a, y) .
\end{align*}
$$

When $z$ is replaced by $z^{-1}$ in (6.17) the first factors on left and right are replaced by their inverses and the other two factors are left unchanged. Therefore, cy multiplication, we split (6.17) into two identities, one of which is (6.15). Since the left hand side of (6.15) is skew-symmetric in $x, y$ and the right hand side is skew-symmetric in $x, z$, we see that both sides are skew-symmetric in $x, y, z$. In particular, the right hand side is equal to $(((x, y, b), b, a), a, z)$; and thus we see that the left hand side is symmetric in $a, b$.

Lemma 6.6. Every commutative Moufang loop $G$ satisfies the identity

$$
\begin{align*}
& ((x, y, a b), a b, z)=((x, y, a), a, z)((x, y, b), b, z)  \tag{6.18}\\
& (((x, y, a), a, b), b, z)((x, y, a), b, z)((x, y, b), a, z) .
\end{align*}
$$

Proof. We expand the left hand side of (6.18) by (3.8), working entirely within the subloop $H$ generated by $x, y, z, a, b$. Since ( $s t, a b, z$ ) $=(s, a b, z)(t, a b, z)$ for all $s, t$ in $H^{\prime}$, we get a product of four factors $(s, a b, z)$ where $s$ ranges over $(x, y, a),(x, y, b),((x, y, a), a, b),((x, y, b), b, a)$. Expanding each of the terms $(s, a b, z)$ by (3.8), using Lemmas 3.9, 6.5 and identities such as

$$
(((x, y, a) a, b), a, z)=((z, a, b), a,(x, y, a))^{-1}
$$

together with (3.14), we finally get (6.18).

## 7. The functions $t_{i}$

For each non-negative integer $i$ we define a function $f_{i}$ on the commutative Moufang loop $G$ by

$$
\begin{array}{ll} 
& f_{0}(x, y, z)=(x, y, z), \\
f_{i+1}\left(x, y, z ; a_{1}, a_{2}, \ldots, a_{i}, u\right)=\left(f_{i}\left(x, y, u ; a_{1}, \ldots, a_{i}\right), u, z\right), & i \geqq 0 . \tag{7.2}
\end{array}
$$

The following lemma assures us of a certain amount of associativity.
Lemma 7.1. For each fixed pair $p, q$ of elements of the commutative Moufang loop $G$, let $K(p, q)$ be the subloop of $G$ generated by the set of all associators $(p, q, z), z$ in $G$. Then $K(p, q)$ is an abelian group containing $f_{i}\left(p, q, z ; a_{1}, \ldots, a_{i}\right)$ for each non-negative integer $i$ and all $z, a_{1}, a_{2}, \ldots, a_{i}$ in $G$.

Proof. That $K(p, q)$ contains $f_{i}\left(p, q, z ; a_{1}, \ldots, a_{i}\right)$ is the content of Lemma 3.5. That $K(p, q)$ is associative follows from Lemma 5.1 and the fact that every associative subset of a commutative Moufang loop is contained in an associative subloop.

Lemma 7.2. In any commutative Moufang loop $G$ the function $f_{i}=f_{i}\left(x, y, z ; a_{1}, \ldots, a_{i}\right)$ has the following properties: (I) $f_{i}$ is skewsymmetric in $x, y, z$. (II) For $i \geqq 2, f_{i}$ is symmetric in $a_{1}, a_{2}, \ldots, a_{i}$. (III) For $i \geqq 1, f_{i}$ satisfies $\left(f_{i}, a_{p}, G\right)=1$ for $p=1,2, \ldots, i$. (IV) $f_{i}$ lies in the centre of the subloop generated by its arguments, namely $x, y, z$ if $i=0$ and $x, y, z, a_{1}, \ldots, a_{i}$ if $i \geqq 1$. (V) $G$ satisfies the identities $f_{i}\left(w, x, y z ; a_{1}, \ldots, a_{i}\right)=f_{i}\left(w, x, y ; a_{1}, \ldots, a_{i}\right) f_{i}\left(w, x, z ; a_{1}, \ldots, a_{i}\right)$

$$
\begin{gather*}
f_{i+1}\left(w, x, y ; a_{1}, \ldots, a_{i}, z\right) f_{i+1}\left(w, x, z ; a_{1}, \ldots, a_{i}, y\right)  \tag{7.3}\\
f_{i+1}\left(x, y, z ; a_{1}, \ldots, a_{i}, u v\right)=f_{i+1}\left(x, y, z ; a_{1}, \ldots, a_{i}, u\right)  \tag{7.4}\\
f_{i+1}\left(x, y, z ; a_{1}, \ldots, a_{i}, v\right) f_{i+2}\left(x, y, z ; a_{1}, \ldots, a_{i}, u, v\right) \\
\left(( f _ { i } ( x , y , u ; a _ { 1 } , \ldots , a _ { i } ) , v , z ) \left(\left(f_{i}\left(x, y, v ; a_{1}, \ldots, a_{i}\right), u, z\right) .\right.\right.
\end{gather*}
$$

Remark. It will appear from the proof that the five factors on the right of (7.4) lie in an associative subloop.

Proof. We begin with (V). For $i=0,(7.3)$ is a variant of (3.8). If $i=j+1$ where $j$ is non-negative, then, by (7.2), $f_{i}\left(w, x, y z ; a_{1}, \ldots, a_{i}\right)$
$=\left(p, a_{i}, y z\right)$ where $p=f_{j}\left(x, y, a_{i} ; a_{1}, \ldots, a_{j}\right)$. Hence application of (3.8) gives (7.3). Next we prove (7.4). Keeping the integer $i$ and the elements $x, y, z, a_{1}, \ldots, a_{i}$ fixed, we define a function $F(u)$ by $F(u)$ $=f_{i+1}\left(x, y, z ; a_{1}, \ldots, a_{i}, u\right)$. Then $F(u)=((p, q, u), u, z)$ where $p, q$ are defined as follows: If $i=0$, then $p=x, q=y$. If $i=j+1$ for $j \geqq 0$, then $p=f_{j}\left(x, y, a_{i} ; a_{1}, \ldots, a_{j}\right), q=a_{i}$. We observe that $p, q, z$ are independent of $u$. Evaluating $F(u v)$ by Lemma 6.6, we get
$F(u v)=F(u) F(v)(((p, q, u), u, v), v, z)((p, q, u), v, z)((p, q, v), u, z)$.
And (7.5) may be translated into (7.4). This proves (V). In particular, the six associators displayed in (7.5) all lie in the abelian group $H^{\prime}$ where $H$ is the subloop generated by $p, q, u, v, z$. Noting that $F\left(u^{-1}\right)=F(u)$, we use equation (7.5) to obtain

$$
\begin{align*}
F(u v) F\left(u^{-1} v\right) F(u) F(v) & =((p, q, u), u, v), v, z)^{-1}  \tag{7.6}\\
& =f_{i+2}\left(x, y, z ; a_{1}, \ldots, a_{i}, u, v\right)^{-1}
\end{align*}
$$

In view of (7.6), if (I) holds for $i+1$, then (I) also holds for $i+2$. Since, moreover, $f_{0}(x, y, z)=(x, y, z)$ and $f_{1}\left(x, y, z ; a_{1}\right)=\left(\left(x, y, a_{1}\right), a_{1}, z\right)$, so that (I) holds for $i=0,1$, we deduce that (I) holds for every non-negative integer $i$. By Lemma $6.5, f_{2}=\left(\left(\left(x, y, a_{1}\right), a_{1}, a_{2}\right), a_{2}, z\right)$ is symmetric in $a_{1}, a_{2}$. By (7.6) and Lemma 6.5, $f_{i+2}\left(x, y, z ; a_{1}, \ldots, a_{i}, u, v\right)$ is symmetric in $u, v$ for $i \geqq 0$. Consequently, by (7.2), for each $i \geqq 2, f_{i}\left(x, y, z ; a_{1}, \ldots, a_{i}\right)$ is symmetric in each adjacent pair in the sequence $a_{1}, a_{2}, \ldots, a_{i}$; and this is enough to prove (II). To prove (III) we suppose $i=j+1, j \geqq 0$, and note that $f_{i}=\left(\left(s, t, a_{i}\right), a_{i}, z\right)$ where $s=x, t=y$ or $s=f_{j-1}\left(x, y, a_{j}\right.$; $\left.a_{1}, \ldots, a_{j-1}\right), t=a_{j}$ according as $j=0$ or $j \geqq 1$. Then, by Lemmas 3.9, 3.10, for any $w$ in $G$,

$$
\left(f_{i}, a_{i}, w\right)=\left(\left(\left(s, t, a_{i}\right), a_{i}, z\right), a_{i}, w\right)=\left(\left(w, a_{i}, z\right), a_{i},\left(s, t, a_{i}\right)\right)^{-1}=1 .
$$

Thus (III) holds for $p=i$. Therefore, by (II), we see that (III) holds for $p=1,2, \ldots, i$. To prove (IV), we must show that $\left(f_{i}, k, k^{\prime}\right)=1$ for all choices of $k, k^{\prime}$ from the arguments of $t_{i}$. In view of (III), we need only consider the case that $k, k^{\prime}$ are chosen from $x, y, z$. In view of (I), we are reduced to the case that $k=x, k^{\prime}=y$. Since, by Theorem 2.1, $G$ satisfies the identity $((x, y, z), x, y)=1$, then, by Lemma 3.6, $G$ satisfies the identity $\left(f_{i}\left(x, y, z ; a_{1}, \ldots, a_{i}\right), x, y\right)=1$ for each nonnegative integer $i$. Thus $\left(f_{i}, x, y\right)=1$, completing the proof of (IV) and the proof of Lemma 7.2.

## 8. Two lemmas

The importance of the next two lemmas stems from their connection with (III) of Lemma 7.2.

Lemma 8.1. Let $k$ be a non-negative integer and let $c$, $s$ be elements of the commutative Moufang loop $G$ such that $(G, c, s) \subset Z_{k}$. Then

$$
\begin{equation*}
\left(G_{i}, c, s\right) \subset Z_{k-i} \tag{8.1}
\end{equation*}
$$

for every non-negative integer $i$.
Proof. (8.1) holds for $i=0$ by hypothesis. If (8.1) holds for some $i$, then, by (6.11) and Lemma 4.3,

$$
\begin{aligned}
\left(G_{i+1}, c, s\right)= & \left(\left(G_{i}, G, G\right), c, s\right) \subset\left(\left(G_{i}, c, s\right), G, G\right)\left((G, c, s), G, G_{i}\right) \subset \\
& \subset\left(Z_{k-i}, G, G\right)\left(Z_{k}, G, G_{i}\right) \subset Z_{k-i-1}
\end{aligned}
$$

This completes the proof of Lemma 8.1.
Lemma 8.2. Let $k$ be a non-negative integer and let $c, s, s^{\prime}$ be elements of the commutative Moufang loop $G$ such that $(G, c, s) \subset Z_{k},\left(G, c, s^{\prime}\right) \subset Z_{k}$. Then

$$
\begin{equation*}
\left(\left(G_{i}, G_{j}, c\right), s, s^{\prime}\right) \subset Z_{k-i-j-1} \tag{8.2}
\end{equation*}
$$

for all non-negative integers $i, j$.
Proof. By (6.12) and Lemmas 4.3, 8.1,

$$
\begin{gathered}
\left(\left(G_{i}, G_{j}, c\right), s, s^{\prime}\right) \subset\left(\left(s, G_{j}, c\right), G_{i}, s^{\prime}\right)\left(\left(G_{i}, s, c\right), G_{j}, s^{\prime}\right)\left(\left(G_{i}, G_{j}, s\right), c, s^{\prime}\right) \subset \\
\subset\left(Z_{k-j}, G_{i}, G\right)\left(Z_{k-i}, G_{j}, G\right)\left(G_{i+j+1}, c, s^{\prime}\right) \subset Z_{k-i-j-1}
\end{gathered}
$$

## 9. The sets $\mathcal{L}(n)$

Our proof of Slaby's theorem (see § 1) for the general case of $n$ generators will proceed by induction over the elements of a certain finite simply ordered set $\mathcal{L}(n)$ which we now define and explain.

Let $\mathcal{E}$ be the (infinite) set consisting of all ordered sets $\left(p_{1}, p_{2}, \ldots, p_{k}\right)$ of non-negative integers $p_{1}, \ldots, p_{k}$, where $k$ is to take on all positive integral values. Equality in $\mathcal{L}$ is to be componentwise: $\left(p_{1}, \ldots, p_{k}\right)$ $=\left(q_{1}, \ldots, q_{t}\right)$ if and only if $k=t$ and $p_{i}=q_{i}$ for $i=1,2, \ldots, k$. We introduce an ordering on $\mathcal{E}$ as follows:

$$
\begin{equation*}
\left(p_{1}, \ldots, p_{k}\right)>\left(q_{1}, \ldots, q_{t}\right) \tag{9.1}
\end{equation*}
$$

if and only if
either (I) There exists an integer $w$, with $1 \leqq w \leqq \operatorname{Min}(k, t)$, such that

$$
p_{i}=q_{i} \text { if } 1 \leqq i \leqq w-1 \text { but } p_{w}>q_{w} \text {, }
$$

or (II) $p_{i}=q_{i}$ for $i=1,2, \ldots, \operatorname{Min}(k, t)$ but $k>t$.
We may verify that $\mathcal{Q}$ is now simply ordered. In fact, if $\lambda, \mu, v$ denote elements of $\mathcal{Q}$, we have: (i) Exactly one of the relation $\lambda>\mu, \lambda=\mu, \mu>\lambda$ holds. (ii) If $\lambda>\mu$ and $\mu>\nu$, then $\lambda>\nu$.

The set $\mathcal{L}$ can be used to define a set of functions $f_{\lambda}, \lambda \in \mathcal{L}$, on the commutative Moufang loop $G$, such that $f_{(i)}$ is the function $f_{i}$ of $\S 7$. If $\lambda=\left(p_{1}, \ldots, p_{k}, q\right), \quad \mu=\left(p_{1}, \ldots, p_{k}\right)$, then $f_{\lambda}$ has the form $f_{q}\left(f_{\mu}, x, y ; z_{1}, \ldots, z_{q}\right)$ where the $q+2$ arguments $x, y, z_{1}, \ldots, z_{q}$ are
elements of $G$ to be chosen independently of the arguments of $f_{\mu}$. Thus, if $v(\lambda)$ denotes the number of arguments of $t_{\lambda}$, we have $v(\lambda)=v(\mu)+q+2$. Since $\tau(i)=v((i))=i+3$, a simple induction gives

$$
\begin{equation*}
v\left(p_{1}, p_{2}, \ldots, p_{k}\right)=p_{1}+p_{2}+\cdots+p_{k}+2 k+1 \tag{9.2}
\end{equation*}
$$

In proving the $n$-generator theorem we shall be concerned, in essence, with those functions $f_{\lambda}$ which have $n$ or less arguments. For this reason, we define $\mathcal{E}(n)$ to be the subset of $\mathcal{E}$ consisting of all $\lambda$ in $\mathcal{E}$ such that $v(\lambda) \leqq n$. We order $\mathcal{L}(n)$ according to the ordering induced by the ordering (9.1) of $\mathcal{L}$. It is easily verified that $\mathcal{L}(n)$ is finite for each positive integer $n$. The size of $\mathcal{L}(n)$ increases rapidly with $n$, as the first few cases show:
$\mathcal{L}(3):(0) . \quad \mathcal{L}(4):(1)>(0) . \quad \mathcal{L}(5):(2)>(1)>(0,0)>(0)$.
$\mathcal{L}(6):(3)>(2)>(1,0)>(1)>(0,1)>(0,0)>(0)$.
$\mathcal{L}(7):(4)>(3)>(2,0)>(2)>(1,1)>(1,0)>(1)>(0,2)>(0,1)>$
$>\left(0_{p}, 0,0\right)>(0,0)>(0)$.
The length of a detailed (non-inductive) proof of the $n$-generator theorem seems roughly proportional to the number of elements of $\mathcal{E}(n)$. Hence the necessity for a proof by induction. A clear idea of the nature of the latter may be obtained by considering the proof for the case $n=20$. The greatest and lowest elements of $\mathcal{L}(20)$ are (17) and (0) respectively and, for example, the complete chain leading from (11) to (10) in $\mathcal{L}(20)$ is as follows:

$$
\begin{aligned}
(11) & >(10,5)>(10,4)>(10,3,0)>(10,3)>(10,2,1)>(10,2,0)> \\
& >(10,2)>(10,1,2)>(10,1,1)>(10,1,0,0)>(10,1,0)> \\
& >(10,1)>(10,0,3)>(10,0,2)>(10,0,1,0)>(10,0,1)> \\
& >(10,0,0,1)>(10,0,0,0)>(10,0,0)>(10,0)>(10) .
\end{aligned}
$$

We state a certain proposition $\mathfrak{R}(\lambda)$ for each $\lambda$ in $\mathcal{L}(20) ; \mathfrak{R}(17)$ is easily seen to be true and our object is to establish $\mathfrak{R}(0)$. Suppose we assume inductively that $\Re(\lambda)$ is true for each $\lambda>(10,2,1)$. We wish to establish $\mathfrak{R}(10,2,1)$; we do this by first establishing two other propositions $\mathfrak{P}(\lambda), \mathfrak{Q}(\lambda)$ for $\lambda=(10,2,1)$. For example, to establish $\mathfrak{P}(10,2,1)$ we must first descend further and establish $\mathfrak{P}(\lambda)$ by working up along the inverted chain

$$
(10)<(10,0)<(10,1)<(10,2)<(10,2,0)<(10,2,1)
$$

To sum up, we have the main "downward" induction for $\mathfrak{R}(\lambda)$ and, at each stage, two subsidiary "upward" inductions for $\mathfrak{P}(\lambda), \mathfrak{Q}(\lambda)$.

## 10. The main theorem

Let $n$ be a positive integer and let $G$ be a commutative Moufang loop which can be generated by $n$ distinct elements. Each such set of $n$
generators gives rise to $n$ ! ordered sets of $n$ generators and, for present purposes, we shall consider only ordered sets of $n$ generators. Let $S$ be the generating set consisting of the $n$ distinct elements

$$
\begin{equation*}
s_{1}, s_{2}, \ldots, s_{n} \tag{10.1}
\end{equation*}
$$

ordered from left to right. We need to observe that each of the following operations leads from an ordered set of $n$ generators to an ordered set of $n$ generators:
(I) Perform any permutation of the ordered set (10.1) of generators.
(II) For some $i, j$, with $1 \leqq i \leqq n, 1 \leqq j \leqq n, i \neq j$, replace the $j$ th generator $s_{j}$ by $s_{i} s_{j}$ and leave the remaining generators $s_{k}(k \neq j)$ unchanged.

If $S$ is a given ordered set of $n$ generators of $G$, we define, inductively, for each $\lambda$ in $\mathcal{L}(n)$, an associator $A(\lambda)=A_{S}(\lambda)$ as follows:
(i) If $(p) \in \mathcal{L}(n), A(p)=f_{p}\left(s_{1}, s_{2}, s_{3} ; s_{4}, \ldots, s_{p+3}\right)$.
(ii) If $\lambda=\left(p_{1}, p_{2}, \ldots, p_{k}, q\right)$ and $\mu=\left(p_{1}, \ldots, p_{k}\right)$ are in $\mathcal{L}(n)$ and if $v(\mu)=t$, then

$$
A(\lambda)=f_{q}\left(A(\mu), s_{t+1}, s_{t+2} ; s_{t+3}, \ldots, s_{t+q+2}\right)
$$

In particular, $A(\lambda)$ is formed from the $v(\lambda)$ elements $s_{1}, s_{2}, \ldots, s_{v(\lambda)}$; these we call the arguments of $A(\lambda)$. The $v(\lambda)$ arguments of $A(\lambda)$ are partitioned into two sets, the set of skew arguments of $A(\lambda)$ and the set of symmetric arguments of $A(\lambda)$. This is done inductively as follows:
(iii) Let $(p) \in \mathcal{Z}(n)$. The skew arguments of $A(p)$ are $s_{1}, s_{2}, s_{3}$. If $p=0$, then $A(p)$ has no symmetric arguments. If $p>0$, the symmetric arguments of $A(p)$ are $s_{4}, \ldots, s_{p+3}$.
(iv) Let $\lambda=\left(p_{1}, \ldots, p_{k}, q\right)$ and $\mu=\left(p_{1}, \ldots, p_{k}\right)$ be in $\mathcal{E}(n)$ and let $t=v(\mu)$. The skew arguments of $A(\lambda)$ are $s_{t+1}, s_{t+2}$ together with the skew arguments of $A(\mu)$. If $q=0$, the symmetric arguments of $A(\lambda)$ are the symmetric arguments of $A(\mu)$. If $q>0$, the symmetric arguments of $A(\lambda)$ are $s_{t+3}, \ldots, s_{t+a+2}$ together with the symmetric arguments of $A(\mu)$.

We wish to establish the following propositions for each $\lambda$ in $\mathcal{L}(n)$ :
$\mathfrak{P}(\lambda)$. If $\lambda=\left(p_{1}, \ldots, p_{k}\right)$, then for each ordered set $S$ of $n$ generators of the commutative Moufang loop $G, A(\lambda)$ is skerw-symmetric $\bmod Z_{k+n-v(\lambda)}$ in its skew arguments.
$\mathfrak{Q}(\lambda)$. If $\lambda=\left(p_{1}, \ldots, p_{k}\right)$, then. for each ordered set $S$ of $n$ generators of the commutative Moufang loop $G$ and for each symmetric argument $s$ of $A(\lambda),(A(\lambda), s, G) \subset Z_{k+n-1-v(\lambda)}$.
$\mathfrak{R}(\lambda)$. If $\lambda=\left(p_{1}, \ldots, p_{k}\right)$, then, for each ordered set $S$ of $n$ generators of the commutative Moufang loop $G, A(\lambda) \in Z_{k+n-v(\lambda)}$.

Some comment is necessary. First, if $A(\lambda)$ has no symmetric arguments, we make the convention that $\mathcal{Q}(\lambda)$ is true. Secondly, $\mathfrak{P}(\lambda)$ is to be interpreted as follows. Let $\theta$ be any permutation of the skew arguments of $A(\lambda)$, let $\operatorname{sgn}(\theta)$ be 1 or -1 according as $\theta$ is even or odd, let $S \theta$ be the ordered set obtained from $S$ by applying $\theta$ and let $A^{\prime}(\lambda)$ be the
"canonical" associator corresponding to $S \theta$. Then $\mathfrak{P}(\lambda)$ means that

$$
A(\lambda) \equiv\left(A^{\prime}(\lambda)\right)^{s g n(\theta)} \bmod Z_{k+n-r}(\lambda)
$$

In what follows we shall assume $n \geqq 5$.
Lemma 10.1. $\mathfrak{R}(\lambda)$ implies both $\mathfrak{P}(\lambda)$ and $\mathfrak{Q}(\lambda)$.
Proof. Obvious.
Lemma 10.2. $\mathfrak{R}(n-3)$ is true.
Proof. If $\lambda=(n-3)$ then $v(\lambda)=n$ and $k=1$, so $k+n-v(\lambda)=1$. Also $A(n-3)=f_{n-3}\left(s_{1}, s_{2}, s_{3} ; s_{4}, \ldots, s_{n}\right)$ is in $Z(G)=Z_{1}$ by Lemma 7.2 (IV) and the hypothesis that $S$ generates $G$.

Lemma 10.3. $\mathfrak{R}(n-4)$ is true.
Proof. Here $\lambda=(n-4), v(\lambda)=n-1, k=1$ and $k+n-v(\lambda)=2$. We are to show that $A(\lambda)=f_{n-4}\left(s_{1}, s_{2}, s_{3} ; s_{4}, \ldots, s_{n-1}\right)$ is in $Z_{2}$. To do so, we must verify that $\left(A(\lambda), s_{i}, s_{j}\right) \in Z_{1}$ for $i, j=1,2, \ldots, n$. However, by Lemma 7.2, $A(\lambda)$ is skew-symmetric in $s_{1}, s_{2}, s_{3}$, is symmetric in $s_{4}, \ldots, s_{n-1}$, satisfies $\left(A(\lambda), s_{2}, s_{3}\right)=1$ and $\left(A(\lambda), s_{n-1}, G\right)=1$, and does not have $s_{n}$ as an argument. Hence we need only prove that $\left(A(\lambda), s_{3}, s_{n}\right) \in Z_{1}$. However, by (7.2), $\left(A(\lambda), s_{3}, s_{n}\right)=f_{n-3}\left(s_{1}, s_{2}, s_{n} ; s_{4}, \ldots, s_{n-1}, s_{3}\right)$. The latter is a "canonical" associator $A^{\prime}(n-3)$ for the ordered set of generators obtained from $S$ by interchanging $s_{3}, s_{n}$. Hence, by Lemma 10.2, $\left(A(\lambda), s_{3}, s_{n}\right) \in Z_{1}$. This completes the proof of Lemma 10.3.

Lemma 10.4. If $\lambda=(p) \in \mathcal{Q}(n)$ and if $\mathfrak{R}(\mu)$ is true for each $\mu$ in $\mathcal{L}(n)$ such that $\mu>\lambda$, then $\Re(\lambda)$ is true.

Proof. Here $\lambda=(p), v(\lambda)=p+3, k=1$ and $k+n-v(\lambda)=n-p-2$. Hence we are to prove that $A(\lambda) \in Z_{n-p-2}$. In view of Lemmas 10.2, 10.3, we may assume that $p<n-4$. Thus $p+5 \leqq n$. We must verify that $\left(A(\lambda), s_{i}, s_{j}\right) \in Z_{n-p-3}$ for $i, j=1,2, \ldots, n$. However, $A(\lambda)$ $=f_{p}\left(s_{1}, s_{2}, s_{3} ; s_{4}, \ldots, s_{p+3}\right)$ is skew-symmetric in $s_{1}, s_{2}, s_{3}$, satisfies $\left(A(\lambda), s_{2}, s_{3}\right)=1$, and, for $p>0$, is symmetric in $s_{4}, \ldots, s_{p+3}$ and satisfies $\left(A(\lambda), s_{p+3}, G\right)=1$. Furthermore, $A(\lambda)$ is independent of $s_{p+4}, s_{p+5}, \ldots, s_{n}$. Hence it will be enough to show that both of $\left(A(\lambda), s_{3}, s_{p+4}\right),\left(A(\lambda), s_{p+4}, s_{p+5}\right)$ are in $Z_{n-p-3}$. Now $\left(A(\lambda), s_{3}, s_{p+4}\right)$ $=f_{p+1}\left(s_{1}, s_{2}, s_{p+4} ; s_{4}, \ldots, s_{p+3}, s_{3}\right)$ is a "canonical" associator $A^{\prime}(\mu)$, where $\mu=(p+1)$, for a suitable permutation of $S$. We note that $v(\mu)=p+4<n$, so that $\mu$ is indeed in $\mathcal{E}(n)$. Moreover, since $\mu>\lambda, \mathfrak{R}(\mu)$ is true by hypotheses. Since $\mu=(p+1)$ and $1+n-[p+4]=n-p-3$, $\mathfrak{R}(\mu)$ implies that $\left(A(\lambda), s_{3}, s_{p+4}\right)=A^{\prime}(\mu)$ is in $Z_{n-p-3}$. Again, $(A(\lambda)$, $\left.s_{p+4}, s_{p+5}\right)=f_{0}\left(A(\lambda), s_{p+4}, s_{p+5}\right)=A\left(\mu^{\prime}\right)$ where $\mu^{\prime}=(p, 0)$. Here $v\left(\mu^{\prime}\right)$ $=p+5 \leqq n$ and $\mu^{\prime}>\lambda$ and $2+n-v\left(\mu^{\prime}\right)=n-p-3$, so, by our hypothesis, $A\left(\mu^{\prime}\right) \in Z_{n-p-3}$. This completes the proof of Lemma 10.4.

Lemma 10.5. If $\lambda \in \mathcal{L}(n)$ and if $\mathfrak{R}(\mu)$ is true for each $\mu$ in $\mathcal{L}(n)$ such that $\mu>\lambda$, then $\mathfrak{P}(\lambda)$ is true.

Proof. In view of Lemmas 10.4, 10.1, we may assume that $\lambda=\left(p_{1}, \ldots, p_{k}\right)$ where $k>1$. In view of Lemmas $10.2,10.3$ we may assume that $(n-4)>\lambda$

Our method of establishing $\mathfrak{P}(\lambda)$ involves an induction over the ascending chain

$$
\begin{aligned}
&\left(p_{1}\right)<\left(p_{1}, 0\right)<\cdots<\left(p_{1}, p_{2}\right)<\left(p_{1}, p_{2}, 0\right)<\cdots<\left(p_{1}, \cdots, p_{k-1}, 0\right) \\
&<\cdots<\left(p_{1}, \cdots, p_{k}\right) .
\end{aligned}
$$

First we note that $\mathfrak{P}\left(p_{1}\right)$ is trivial since $f_{p_{1}}$ is skew-symmetric in its first three arguments. Next we consider some integer $t$ with $1 \leqq t \leqq k-1$ and assume inductively that $\mathfrak{P}\left(p_{1}, \ldots, p_{t}\right)$ is true. We begin by proving $\mathfrak{P}\left(p_{1}, \ldots, p_{t}, 0\right)$.

First we note that $v\left(p_{1}, \ldots, p_{t}, 0\right):=p_{1}+\cdots+p_{t}+2(t+1)+1 \leqq$ $\leqq p_{1}+\cdots+p_{k}+2 k+1=v(\lambda) \leqq n$, so that $\left(p_{1}, \ldots, p_{t}, 0\right)$ is in $\mathcal{L}(n)$. For convenience we set $\alpha=\left(p_{1}, \ldots, p_{t-1}\right)$ with the understanding that, in case $t=1$, so that $\alpha$ is meaningless, the definitions $A(\alpha)=s_{1}, v(\alpha)=1$ shall be used and $A(\alpha)$ shall have no skew arguments. Then $v(\alpha)$ $\therefore=p_{1}+\cdots+p_{t-1}+2(t-1)+1$ in all cases. We define $w=v(\alpha), q=p_{t}$, so that $v\left(p_{1}, \ldots, p_{t}\right)=w+q+2=m$, say. Then

$$
\begin{aligned}
A\left(p_{1}, \ldots, p_{t}, 0\right) & =\left(A\left(p_{1}, \ldots, p_{t}\right), s_{m+1}, s_{m+2}\right) \\
& =\left(f_{q}\left(A(\alpha), s_{w+1}, s_{w+2} ; s_{w+3}, \ldots, s_{m}\right), s_{m+1}, s_{m+2}\right) .
\end{aligned}
$$

Since the skew arguments of $A\left(p_{1}, \ldots, p_{l}, 0\right)$ are $s_{m+1}, s_{m+2}$ and those of $A\left(p_{1}, \ldots, p_{t}\right)$; since $s_{w+2}$ is a skew argument of $A\left(p_{1}, \ldots, p_{t}\right)$; since $\mathfrak{P}\left(p_{1}, \ldots, p_{t}\right)$ holds and $t+n \cdots v\left(p_{1}, \ldots, p_{t}\right)$ is greater by one than $t+1+n-v\left(p_{1}, \ldots, p_{t}, 0\right)=t+n \cdots m-1$; we may establish $\mathfrak{P}\left(p_{1}, \ldots, p_{t}, 0\right)$ by proving the congruence

$$
\begin{align*}
& \left(f_{q}\left(A(\alpha), s_{w+1}, s_{w+2} ; s_{w+3}, \ldots, s_{m}\right), s_{m+1}, s_{m+2}\right) \\
=\equiv & \left(f_{q}\left(A(\alpha), s_{w+1}, s_{m+1} ; s_{w+3}, \ldots, s_{m}\right), s_{w+2}, s_{m+2}\right)^{-1} \tag{10.2}
\end{align*}
$$

$\bmod Z_{t+n-m-1}$.
To prove (10.2) we proceed as follows: If $\mu=\left(p_{1}, \ldots, p_{t-1}, 1+p_{t}\right)$, then, certainly, $\mu$ is in $\mathcal{E}$ and $\mu>\lambda$. Moreover, in our preceding notation $v(\mu)=v\left(p_{1}, \ldots, p_{t}\right)+1=m+1<n$, so $\mu$ is in $\mathcal{L}(n)$. Consequently, $\mathfrak{R}(\mu)$ is true by hypothesis. Moreover, $t+n-v(\mu)=t+n-m-1$, so $A(\mu)$ is in $Z_{t+n-m-1}$ for each ordered set $S$ of $n$ generators. Finally, $A(\mu)=f_{q+1}\left(A(\alpha), s_{w+1}, s_{w+2} ; s_{w+3}, \ldots, s_{m+1}\right)$. We alter $S$ by replacing $s_{w+2}$ by $s_{m+2}$ and $s_{m+1}$ by the product $s_{w+2} s_{m+1}$; this can be done by performing two admissible operations on $S$. Therefore, by $\mathfrak{R}(\mu)$ and (7.4), $Z_{t+n-m-1}$ contains the left hand side of

$$
\begin{align*}
& f_{q+1}\left(A(\alpha), s_{w+1}, s_{m+2} ; s_{w+3}, \ldots, s_{m}, s_{w+2} s_{m+1}\right) \\
& =f_{q+1}\left(A(\alpha), s_{w+1}, s_{m+2} ; s_{w+3}, \ldots, s_{m}, s_{w+2}\right) \\
& \quad f_{\alpha+1}\left(A(\alpha), s_{w+1}, s_{m+2} ; s_{w+3}, \ldots, s_{m}, s_{m+1}\right)  \tag{10.3}\\
& \quad f_{q+2}\left(A(\alpha), s_{w+1}, s_{m+2} ; s_{w+3}, \ldots, s_{m}, s_{w+2}, s_{m+1}\right) \\
& \quad\left(f_{q}\left(A(\alpha), s_{w+1}, s_{w+2} ; s_{w+3}, \ldots, s_{m}\right), s_{m+1}, s_{m+2}\right) \\
& \quad\left(f_{q}\left(A(\alpha), s_{w+1}, s_{m+1} ; s_{w+3}, \ldots, s_{m}\right), s_{w+2}, s_{m+2}\right)
\end{align*}
$$

Moreover, $Z_{t+n-m-1}$ contains the first two terms on the right of (10.3) by $\mathfrak{R}(\mu)$ and contains the third by $\mathfrak{R}(\mu),(7.2)$ and the fact that $Z_{t+n-m-1}$ is a normal subloop. Therefore (10.3) yields a congruence equivalent to (10.2).

Now that $P\left(p_{1}, \ldots, p_{t}, 0\right)$ is established, we must prove $P\left(p_{1}, \ldots, p_{t}, i\right)$ for $0 \leqq i \leqq p_{t+1}$. We need only consider the case that $i>0$. Then, in our previous notation, by (7.2),

$$
\begin{aligned}
A\left(p_{1}, \ldots, p_{t}, i\right) & =f_{i}\left(A\left(p_{1}, \ldots, p_{t}\right), s_{m}, s_{m+1} ; s_{m+2}, \ldots, s_{m+1+i}\right) \\
& =\left(\ldots\left(\left(A\left(p_{1}, \ldots, p_{t}\right), s_{m}, s_{m+2}\right), \ldots\right) .\right.
\end{aligned}
$$

Clearly $A\left(p_{1}, \ldots, p_{t}, i\right)$ is skew-symmetric 'in $s_{m}, s_{m+1}$. Moreover, by $R\left(p_{1}, \ldots, p_{t}, 0\right),\left(\left(A\left(p_{1}, \ldots, p_{t}\right), s_{m}, s_{m+2}\right)\right.$ is (in particular) skewsymmetric $\bmod Z_{t+n-m-1}$ in $s_{m}$ and the skew arguments of $A\left(p_{1}, \ldots, p_{t}\right)$. Consequently, if $x=t+n-m-1-i, A\left(p_{1}, \ldots, p_{t}, i\right)$ is skew-symmetric $\bmod Z_{x}$ in $s_{m}, s_{m+1}$; and in $s_{m}$ together with the skew arguments of $A\left(p_{1}, \ldots, p_{t}\right)$; and hence in the skew arguments of $A\left(p_{1}, \ldots, p_{t}, i\right)$. Since $t+1+n-v\left(p_{1}, \ldots, p_{t}, i\right)=t+1+n-m-i-2=t+n-$ $-m-1-i=x$, we have proved $\mathfrak{P}\left(p_{1}, \ldots, p_{t}, i\right)$ for $0 \leqq i \leqq p_{t+1}$. Therefore $\mathfrak{P}\left(p_{1}, \ldots, p_{t}\right)$, for $1 \leqq t \leqq k-1$, implies $\mathfrak{P}\left(p_{1}, \ldots, p_{t+1}\right)$. Now we can assert $\mathfrak{P}(\lambda)$. And this completes the proof of Lemma 10.5.

Lemma 10.6. If $\lambda \in \mathcal{P}(n)$ and if $\mathfrak{R}(\mu)$ is true for each $\mu$ in $\mathcal{E}(n)$ such that $\mu>\lambda$, then $\mathfrak{Q}(\lambda)$ is true. If, in addition, $v(\lambda)=n$, then $\mathfrak{P}(\lambda)$ is true.

Proof. We assume that $\lambda=\left(p_{1}, \ldots, p_{k}\right)$. We note that $\mathfrak{Q}\left(p_{1}\right)$ is true, either by default, because $p_{1}=0$, or by (III) of Lemma 7.2. Hence we need only treat the case that $k>1$. We consider some $t$, with $1 \leqq t \leqq k-1$, and assume inductively that $\mathfrak{Q}\left(p_{1}, \ldots, p_{t}\right)$ is true. We wish to establish $\mathfrak{Q}\left(p_{1}, \ldots, p_{t+1}\right)$. If $s$ is a symmetric argument of $A\left(p_{1}, \ldots, p_{t+1}\right)$ but not of $A\left(p_{1}, \ldots, p_{t}\right)$, then $\left(A\left(p_{1}, \ldots, p_{t+1}\right), s, G\right)=1$ by (III) of Lemma 7.2. Hence we need only prove $\mathfrak{Q}\left(p_{1}, \ldots, p_{t+1}\right)$ under the assumption that $s$ is a symmetric argument of $A\left(p_{1}, \ldots, p_{t}\right)$.

Case I.v $\left.p_{1}, \ldots, p_{t+1}\right) \leqq n-1$.
We consider $\mu=\left(p_{1}, \ldots, p_{t}, 1+p_{t+1}\right)$ and note that $v(\mu)=1+$ $+v\left(p_{1}, \ldots, p_{t+1}\right) \leqq n$. Hence $\mu$ is in $\mathcal{L}(n)$. Moreover, since $\lambda=\left(p_{1}, \ldots, p_{t}\right.$, $\left.p_{t+1}, \ldots, p_{k}\right), \mu>\lambda$. Therefore $\mathfrak{R}(\mu)$ is true by hypothesis. Now we set $c=A\left(p_{1}, \ldots, p_{t}\right), w=v\left(p_{1}, \ldots, p_{t}\right), q=p_{t+1}, m=w+q+2$, so that

$$
\begin{gathered}
A\left(p_{1}, \ldots, p_{t+1}\right)=f_{q}\left(c, s_{w+1}, s_{w+2} ; s_{w+3}, \ldots, s_{m}\right) ; \\
A\left(p_{1}, \ldots, p_{t}, 1+p_{t+1}\right)=f_{q+1}\left(c, s_{w+1}, s_{w+2} ; s_{w+3}, \ldots, s_{m}, s_{m+1}\right) .
\end{gathered}
$$

Where $s$ is a symmetric argument of $c$, we replace $s_{m+1}$ by the product $s_{m+1} s$, use $\mathfrak{R}(\mu)$ with (7.4) and deduce that $Z_{t+n-m}$ contains the left hand
side of

$$
\begin{align*}
& f_{q+1}\left(c, s_{w+1}, s_{w+2} ; s_{w+3}, \ldots, s_{m}, s_{m+1} s\right) \\
= & f_{q+1}\left(c, s_{w+1}, s_{w+2} ; s_{w+3}, \ldots, s_{m}, s_{m+1}\right) \\
& f_{q+1}\left(c, s_{w+1}, s_{w+2} ; s_{w+3}, \ldots, s_{m}, s\right)  \tag{10.4}\\
& f_{q+2}\left(c, s_{w+1}, s_{w+2} ; s_{w+3}, \ldots, s_{m}, s_{m+1}, s\right) \\
& \left(\left(f_{q}\left(c, s_{w+1}, s_{m+1} ; s_{w+3}, \ldots, s_{m}\right), s, s_{w+2}\right)\right. \\
& \left(\left(f_{q}\left(c, s_{w+1}, s ; s_{w+3}, \ldots, s_{m}\right), s_{m+1}, s_{w+2}\right) .\right.
\end{align*}
$$

The first factor on the right of (10.4) is in $Z_{t+n-m}$ by $\mathfrak{R}(\mu)$. Each of the second, third and fifth factors can be written in the form

$$
\begin{equation*}
\left.\left(\ldots\left((c, s, x), y_{1}, z_{1}\right), \ldots,\right), y_{r}, z_{r}\right) \tag{10.5}
\end{equation*}
$$

for suitable $x, y_{1}, z_{1}, \ldots, y_{r}, z_{r}$ in $G$, where $r=q+1$ in two instances and $r=q+2$ in the remaining instance. Since, by our inductive assumption, $(c, s, G)$ is in $Z_{t+n-1-w}$, then the associator (10.5) is in $Z_{t+n-m}$. Therefore the second last factor on the right of (10.4) is in $Z_{t+n-m}$; whence, by interchanging $s_{m+1}, s_{w+2}$, we see that

$$
\begin{equation*}
\left(A\left(p_{1}, \ldots, p_{t+1}\right), s, s_{m+1}\right) \in Z_{t+n-m} . \tag{10.6}
\end{equation*}
$$

We complete the argument for Case I as follows. Let $H$ be the set of all $h$ in $G$ such that $\left(A\left(p_{1}, \ldots, p_{t+1}\right), s, h\right) \in Z_{t+n-m}$. Clearly $H$ is a subloop of $G$. By (10.6), $H$ contains $s_{m+1}$. Moreover, since $s_{m+1}$ is not one of the arguments of $A\left(p_{1}, \ldots, p_{t+1}\right)$, (10.6) will still hold with $s_{m+1}$ replaced by the product $s_{i} s_{m+1}$ for any choice of $i=1,2, \ldots, n$. Thus $H$ contains $s_{i} s_{m+1}$ along with $s_{m+1}$, so $H$ contains $s_{i}$. That is, $H=G$. This completes the proof of $\mathfrak{Q}\left(p_{1}, \ldots, p_{t+1}\right)$ in Case I.

Case II. $v\left(p_{1}, \ldots, p_{t+1}\right)=n$.
We begin by showing that $t+1=k$. Suppose on the contrary that $t+1 \leqq k-1$. Then $n=v\left(p_{1}, \ldots, p_{t+1}\right)=p_{1}+\cdots+p_{t+1}+2(t+1)+1 \leqq$ $\leqq p_{1}+\cdots+p_{k}+2(k-1)+1<v(\lambda) \leqq n$, a contradiction. Therefore $t+1=k$ and we are treating the case $v(\lambda)=n$. Consequently, if $v(\lambda)<n$, Case II cannot occur, the inductive step is complete, and we can assert $\mathbb{Q}(\lambda)$.

We continue with the assumption that $t+1=k, v(\lambda)=n$. By Lemma 10.1, $\mathfrak{R}(\lambda)$ implies $\mathfrak{Q}(\lambda)$, so we merely prove $\mathfrak{R}(\lambda)$. As in Case $I$, we set $u=v\left(p_{1}, \ldots, p_{t}\right), q=p_{t+1}=p_{k}, c=A\left(p_{1}, \ldots, p_{t}\right)$. Here, however, $w+q+2=n$ and we are to prove that $A(\lambda)=f_{q}\left(c, s_{w+1}, s_{w+2}\right.$; $s_{w+3}, \ldots, s_{n}$ ) is in $Z_{k}$. Moreover, by our inductive assumption, since $t+n-1-w=k+n-2-w=k+q$, we have $(c, s, G) \subset Z_{k+q}$ for every symmetric argument $s$ of $c$. Our proof will consist in showing that $\left(A(\lambda), s_{i}, s_{j}\right) \in Z_{k-1}$ for all $i, j=1,2, \ldots, n$. By the properties of $f_{q}, A(\lambda)$ lies in the centre of the subloop generated by $c, s_{w+1}, s_{w+2}, \ldots, s_{n}$. In particular, $\left(A(\lambda), s_{w+1}, s_{w+2}\right)=1$. Since $s_{w+1}, s_{w+2}$ are two of the skew
arguments of $A(\lambda)$ and since, in view of Lemma $10.5, \mathfrak{P}(\lambda)$ is true, we have $\left(A(\lambda), s_{i}, s_{j}\right) \in Z_{k-1}$ for every two skew-arguments $s_{i}, s_{j}$ of $A(\lambda)$. Again, if $q>0, A(\lambda)$ is symmetric in $s_{w+3}, \ldots, s_{n}$ and satisfies $(A(\lambda)$, $\left.s_{n}, G\right)=1$. It remains only to show that, if $s, s^{\prime}$ denote symmetric arguments of $A(\lambda)$, then $\left(A(\lambda), s_{w+2}, s\right)$ and $\left(A(\lambda), s, s^{\prime}\right)$ are in $Z_{k-1}$. Now, by (7.2),

$$
\left(A(\lambda), s_{w+2}, s\right)=f_{a+1}\left(c, s_{w+1}, s ; s_{w+3}, \ldots, s_{n}, s_{w+2}\right),
$$

whence, since $(c, s, G) \subset Z_{k+q}$, we easily see that $\left(A(\lambda), s_{w+2}, s\right) \in Z_{k-1}$. Finally,

$$
\begin{aligned}
A(\lambda) & =f_{q}\left(s_{w+1}, s_{w+2}, c ; s_{w+3}, \ldots, s_{n}\right) \\
& =\left(f_{a-1}, s_{n}, c\right) \in\left(G_{q}, G, c\right)
\end{aligned}
$$

and therefore, by Lemma 8.2 , since $(c, s, G) \subset Z_{k+q},\left(c, s^{\prime}, G\right) \subset G_{k+q}$, we have $\left(A(\lambda), s, s^{\prime}\right) \in Z_{k-1}$. This disposes of Case II and completes the proof of Lemma 10.6.

Lemma 10.7. If $\lambda \in \mathcal{E}(n)$ and if $\mathfrak{R}(\mu)$ is true for each $\mu$ in $\mathcal{E}(n)$ such that $\mu>\lambda$, then $\mathfrak{R}(\lambda)$ is true.

Proof. In view of the second sentence of Lemma 10.6, we may assume $v(\lambda)=m<n$. By Lemmas $10.5,10.6$, we may assume $\mathfrak{P}(\lambda), \mathfrak{Q}(\lambda)$. Without loss of generality we may assume that $A(\lambda)=f_{q}\left(c, s_{w+1}, s_{w+2} ; s_{w+3}, \ldots, s_{m}\right)$ for integers $q, w$, where $w>0$. Here $\lambda=\left(p_{1}, \ldots, p_{k-1}, q\right)$ for some nonnegative integer $k$ and we must prove that $\left(A(\lambda), s_{i}, s_{j}\right) \in Z_{k+n-m-1}$ for all $i, j=1,2, \ldots, n$. If one or both of $s_{i}, s_{j}$ is a symmetric argument of $A(\lambda)$, this follows by $\mathfrak{Q}(\lambda)$. If $s_{i}, s_{j}$ are skew arguments of $A(\lambda)$, it follows by $\mathfrak{P}(\lambda)$ and $\left(A(\lambda), s_{w+1}, s_{w+2}\right)=1$. If one of $s_{i}, s_{j}$ is a skew argument of $A(\lambda)$ and the other is not an argument, it follows by $\mathfrak{P}(\lambda)$ and the fact that $\left(A(\lambda), s_{w+2}, s_{m+1}\right)=f_{q+1}\left(c, s_{w+1}, s_{m+1} ; s_{w+3}, \ldots, s_{m}, s_{w+2}\right)=A^{\prime}(\mu)$, where $\mu=\left(p_{1}, \ldots, p_{q-1}, q+1\right)>\lambda, v(\mu)=v(\lambda)+1$. If neither of $s_{i}, s_{j}$ is an argument of $A(\lambda)$, and if $i \neq j$, it follows by symmetry and the fact, that $m \leqq n-2$ and $\left(A(\lambda), s_{m+1}, s_{m+2}\right)=A^{\prime}(\mu)$ where $\mu=\left(p_{1}, \ldots, p_{k-1}, q, 0\right)$, $k+1-v(\mu)=k-v(\lambda)-1$. This completes the proof of Lemma 10.7

Now we are ready for the proof of Slaby's theorem:
Theorem 10.1. Let $n$ be a positive integer, $n \geqq 3$. Then every commutative Moufang loop $G$ which can be generated by $n$ elements is centrally nilpotent of class at most $n-1$.

Proof. W:thout loss of generality we may assume that $G$ is generated by an ordered set $S$ of $n$ distinct elements. Since the greatest element of $\mathcal{E}(n)$ is $(n-3)$, we see from Lemmas $10.2,10.7$ that $\mathfrak{R}(0)$ holds. That is, $A(0)=\left(s_{1}, s_{2}, s_{3}\right)$ is contained in $Z_{n-2}$. As a consequence, $(S, S, S) \subset Z_{n-2}$. Therefore, by Lemma 3.7, $G=Z_{n-1}$. This completes the proof of Theorem 10.1.

## 11. Local properties

Theorem 10.1 implies that every commutative Moufang loop is locally centrally nilpotent and hence is a local Z-loop.

Theorem 11.1. Every chief composition system of a commutative Moufang loop is a central system. In particular, every nontrivial simple commutative Moufang loop is a cyclic group of prime order.

Proof. By the above remark and Theorem 4.1 of Chapter VI.
Theorem 11.2. If $G$ is a finitely generated commutative Moufang loop, then the associator subloop $G^{\prime}$ is finite.

Proof. By Theorem 10.1, $G$ is centrally nilpotent, say of class $c$. The lemma is trivial for $c=0$ or 1 , so we consider the case that $c=k+1$, $k \geqq 1$, and assume the lemma for commutative Moufang loops of class at most $k$. The loop $H=G / G_{k}$ has class $k$. Hence, by our inductive assumption, $H^{\prime}=G^{\prime} / G_{k}$ is finite. We now must show that $G_{k}$ is finite. If $k>1$, then $G_{k-1} / G_{k}$ is a subloop of $H^{\prime}$ and therefore is finite. If $k=1$, then $G_{k-1} / G_{k}=G / G_{k}$ is finitely generated. In either case, there exists a finite non-empty subset $T$ of $G$ such that $T$ and $G_{k}$ generate $G_{k-1}$. Moreover, $G$ is generated by a finite subset $S$. Let $F$ be the subloop of $G_{k}$ generated by the finite set $(T, S, S)$. Since $G_{k}$ is part of the centre, $Z(G)$, of $G, F$ is normal in $G$. Moreover, $F$ is a finitely generated abelian group of exponent 3 , and hence is finite. Since $(T, S, S) \equiv 1 \bmod F$ and since $S$ generates $G$, we readily deduce that $(T, G, G) \equiv 1 \bmod F$. Since $\left(G_{k}, G, G\right)=G_{k+1}=1$ and since $T, G_{k}$ generate $G_{k-1}$, then $G_{k}$ $=\left(G_{k-1}, G, G\right) \subset F \subset G_{k}$. Therefore $G_{k}=F$ is finite and the proof is complete.

Theorem 11.3. Every commutative Moufang loop $G$ without elements of infinite order is locally finite.

Proof. If $H$ is a finitely generated subloop of $G$, then $H / H^{\prime}$ is a finitely generated abelian group without elements of infinite order and hence is finite. By Theorem 11.2, $H^{\prime}$ is finite also. Therefore $H$ is finite.

If $G$ is a commutative Moufang loop, let $\mathfrak{M}=\mathfrak{M}(G)$ and $\mathfrak{J}=\mathfrak{J}(G)$ denote the multiplication group and inner mapping group, respectively, of $G$. Let $\left\{\mathscr{J}_{i}\right\},\left\{\mathfrak{M}_{i}\right\},\left\{Z_{i}(\mathfrak{J})\right\},\left\{Z_{i}(\mathfrak{N})\right\}$ denote the respective lower and upper central series of these groups. By Lemma 1.2 of IV, each element of $\mathfrak{M}$ has the form $\theta R(x)$ where $\theta$ is in $\mathbb{J}$ and $x$ is in $G$. The following commutator relations are well known from group theory:

$$
\begin{array}{cc}
\mathfrak{I}_{0}=\mathfrak{J} ; \quad \mathfrak{J}_{i+1}=\left(\mathfrak{J}_{i}, \mathfrak{J}\right), & i=0,1,2, \ldots ; \\
\left(\mathfrak{J}_{i}, \mathfrak{J}_{j}\right) \subset \mathfrak{J}_{i+j+1}, & i, j=0,1,2, \ldots
\end{array}
$$

It will prove convenient to define an additional series $\{\widetilde{J}(i)\}$ as follows: for each non-negative integer $i, \mathscr{J}(i)$ is the subset of $\mathfrak{J}$ consisting of every $\theta$ in $\mathfrak{J}$ which induces an identity automorphism on each of the quotient loops $G_{k} / G_{k+i+1}$, where $k$ ranges over the non-negative integers. Since $G_{k} / G_{k+1}$ lies in the centre of $G / G_{k+1}$ for each $k$, we see that

$$
\begin{equation*}
\mathfrak{J}(0)=\mathfrak{J}=\mathbb{U}_{0} \tag{11.3}
\end{equation*}
$$

And, in general, it is clear that $\mathfrak{J}(i)$ is a subgroup of $\mathfrak{J}$.

Lemma 11.1. For all non-negative integers $i, j$ and for every commutative Moufang loop $G$ with inner mapping group $\mathfrak{J}$ :

$$
\begin{gather*}
(\mathfrak{J}(i), \mathfrak{J}(j)) \subset \mathfrak{J}(i+j+1),  \tag{11.4}\\
\theta \in \mathfrak{J}(i) \rightarrow \theta^{3} \in \mathfrak{J}(2 i+1) . \tag{11.5}
\end{gather*}
$$

Hence $\mathfrak{J}_{i} \subset \mathfrak{J}(i)$ and, for every $\theta$ in $\mathfrak{J}, \theta^{f(i)} \in \mathfrak{J}(g(i))$ where

$$
\begin{equation*}
f(i)=3^{i}, \quad g(i)=2^{i}-1 . \tag{11.6}
\end{equation*}
$$

Proof. For arbitrary non-negative integers $i, j$, $k$, let $\theta \in \mathfrak{J}(i), \varphi \in \mathfrak{J}(j)$, $x \in G_{k}$. By definition, $x \theta \equiv x \bmod G_{k+i+1}$. Thus and similarly, $x \theta=x y$, $x \varphi=x z$ where $y \in G_{k+i+1}, z \in G_{k+j+1}$. Write $H=G_{k+i+j+2}$. Then $y \varphi \equiv y$ $\bmod H$. Moreover, $(x, y, z) \in G_{p}$ where $p=k+(k+i+1)+(k+j+1)+$ $+1>k+i+j+2$; consequently, $(x, y, z) \equiv 1 \bmod H$. Therefore $x \theta \varphi=(x y) \varphi=(x \varphi)(y \varphi) \equiv(x z) y \equiv(x y) z \equiv(x \theta) z \bmod H$. Again, $z \theta^{-1} \equiv z \bmod H$, so $x \theta \varphi \theta^{-1} \equiv\left(x \theta \theta^{-1}\right)\left(z \theta^{-1}\right) \equiv x z \equiv x \varphi \bmod H$ and $x \theta \varphi \theta^{-1} \varphi^{-1} \equiv x \bmod H$. We deduce that $\theta \varphi \theta^{-1} \varphi^{-1}$ is in $\mathfrak{J}(i+j+1)$; and this is enough to prove (11.4). With $x, \theta, y$ as before, define $K=G_{k+2 i+2}$. Then $y \theta \equiv y \bmod K$, so $x \theta^{2}=(x y) \theta=(x \theta)(y \theta) \equiv(x y) y \equiv x y^{2}$ $\bmod K$ and $x \theta^{3} \equiv(x \theta) y^{2} \equiv x y^{3} \bmod K$. However, since $k+i+1 \geqq 1$, $y \in G^{\prime}$ and hence $y^{3}=1$. Therefore $x \theta^{3} \equiv x \bmod K$, proving (11.5). If $\mathscr{J}_{i} \subset \mathfrak{J}(i)$ for some $i$, then, by (11.1), (11.3), (11.4), $\mathfrak{J}_{i+1}=\left(\mathfrak{J}_{i}, \mathfrak{J}\right) \subset$ $\subset(\mathscr{J}(i), \mathfrak{J}(0)) \subset \mathfrak{J}(i+1)$. If $\theta^{f(i)} \in \mathfrak{J}(g(i))$ for some $i$, then, by (11.6), (11.5), (11.6), $\quad \theta^{f(i+1)}=\left(\theta^{f(i)}\right)^{\mathbf{3}} \in \mathfrak{J}(2 g(i)+1)=\mathfrak{J}(g(i+1))$. Since $\mathfrak{J}_{0} \subset \mathfrak{J}(0)$ and $\theta^{f(0)} \in \mathfrak{J}(g(0))$, the proof of Lemma 11.1 is complete.

Lemma 11.2. Let $G$ be a commutative Moufang loop and let $i, p$ be integers with $0 \leqq i \leqq 2 p$. Then, for each $\theta$ in $\mathfrak{J}(i)$ and $x$ in $G_{p}$,

$$
\begin{equation*}
[\theta R(x)]^{3}=\theta^{\prime} R\left(x^{\prime}\right) R\left(x^{3}\right) \tag{11.7}
\end{equation*}
$$

where $\theta^{\prime}$ is in $\mathfrak{J}(2 i+1)$ and $x^{\prime}$ is in $G_{p+2 i+2}$.
Proof. Since $\theta$ is an automorphism of $G$, the left-hand side of (11.7) is equal to $\theta^{3} R\left(x \theta^{2}\right) R(x \theta) R(x)=\theta^{3} \varphi \psi R(c)$ where $\varphi=R\left(x \theta^{2}, x \theta\right)$, $\psi=R\left(\left(x \theta^{2}\right)(x \theta), x\right), c=\left[\left(x \theta^{2}\right)(x \theta)\right] x$. By (11.5), $\theta^{3} \in \mathscr{J}(2 i+1)$. Since $\theta \in \mathcal{J}(i)$ and $x \in G_{p}$, then $x \theta=x y$ where $y \in G_{p+i+1}$. Hence $y \theta \equiv y \bmod$ $G_{p+2 i+2}$, so $x \theta^{2} \equiv(x \theta) y \equiv x y^{2} \bmod G_{p+2 i+2}$. In particular, $x \theta^{2}=(x \theta) a$ where $a$ is in $G_{p+i+1}$. Thus, for each non-negative integer $k$ and every $w$ in $G_{k},\left(w, x \theta^{2}, x \theta\right)=(w,(x \theta) a, x \theta)=(w, a, x \theta) \in\left(G_{k}, G_{p+i+1}, G_{p}\right) \subset G_{q}$ where $q=k+(p+i+1)+p+1=k+2 p+i+2 \geqq k+2 i+2$. Therefore $w p \equiv w \bmod G_{k+2 i+2}$, whence we see that $\varphi$ is in $\mathfrak{J}(2 i+1)$. Moreover, $\left(x \theta^{2}\right)(x \theta) \equiv\left(x y^{2}\right)(x y) \equiv x^{2} y^{3} \equiv x^{2} \bmod G_{p+2 i+2}$, so $\left(x \theta^{2}\right)(x \theta)$ $=x^{2} b$ for some $b$ in $G_{p+2 i+2}$. Then, with $w$ as before, $\left(w,\left(x \theta^{2}\right)(x \theta), x\right)$ $=\left(w, x^{2} b, x\right)=(w, b, x) \in G_{k+2 i+2}$. Hence $\psi$ is in $\mathfrak{J}(2 i+1)$.
Therefore $\quad[\theta R(x)]^{3}=\theta^{\prime} R(c) \quad$ where $\quad \theta^{\prime}=\theta^{3} \varphi \psi \quad$ is in $\quad \mathfrak{J}(2 i+1)$. Finally, $c=\left[\left(x \theta^{2}\right)(x \theta)\right] x \equiv x^{2} x \equiv x^{3} \bmod G_{p+2 i+2}$, so $c=x^{\prime} x^{3}$ for some $x^{\prime}$ in $G_{p+2 i+2}$. Since $x^{3}$ is in the centre, $Z(G)$, of $G$, then, for every $z$ in
$G, z\left(x^{\prime} x^{3}\right)=\left(z x^{\prime}\right) x^{3}$. Hence $R(c)=R\left(x^{\prime}\right) R\left(x^{3}\right)$. This completes the proof of Lemma 11.2.

For the next lemma we need the functions $f, g$ defined by (11.6).
Lemma 11.3. Let $G$ be a commutative Moufang loop. Then, for each $\theta$ in $\mathfrak{J}$, each $x$ in $G$ and each non-negative integer $k$,

$$
\begin{equation*}
[\theta R(x)]^{f(k)}=\theta_{k} R\left(x_{k}\right) R\left(x^{f(k)}\right) \tag{11.8}
\end{equation*}
$$

where $\theta_{k}$ is in $\mathfrak{J}(g(k))$ and $x_{k}$ is in $G_{2 g(k)}$.
Proof. If we define $\theta_{0}=\theta, x_{0}=1$, then (11.8) holds trivially for $k=0$. Again, by Lemma 11.2 with $i=p=0$, (11.8) holds for $k=1$. Now we assume inductively that (11.8) holds for some $k \geqq 1$. We note that $R\left(x^{f(k)}\right)$ lies in the centre of $\mathfrak{M}=\mathfrak{M}(G)$ and that $R\left(x^{f(k)}\right)^{3}=R\left(x^{f(k+1)}\right)$. Moreover, $x_{k}$ is in $G^{\prime}$ and hence $x_{k}{ }^{3}=1$. Therefore, on cubing both sides of (11.8), applying Lemma 11.2 to $\left[\theta_{k} R\left(x_{k}\right)\right]^{3}$ with $\imath=g(k), p=2 g(k)$, and observing that $2 i+1=g(k+1), p+2 i+2=2 g(k+1)$, we derive (11.8) with $k$ replaced by $k+1$. This completes the proof of Lemma 11.3.

Lemma 11.4. If $G$ is a commutative Moufang loop with multiplication group $\mathfrak{M}=\mathfrak{M}(G)$, then $\mathfrak{M}(G / Z)$ is isomorphic to $\mathfrak{M} / Z_{2}(\mathfrak{N})$.

Proof. We know that $\mathfrak{M}(G / Z)$ is isomorphic to $\mathfrak{M} / \mathfrak{R}$ where $\mathfrak{N}$ is the set of all $\alpha$ in $\mathfrak{M}$ such that $x \alpha \equiv x \bmod Z$ for all $x$ in $G$. Clearly $\mathfrak{P}=\mathfrak{2} \cap \mathfrak{J}(G)$ is the set of all $\theta$ in $\mathfrak{J}=\mathfrak{J}(G)$ such that $x \theta \equiv x \bmod Z$ for all $x$ in $G$; that is, $\mathfrak{P}$ is the intersection of $\mathfrak{O}$ with the group of centre automorphisms of $G$. If $\theta$ is in $\mathfrak{P}$ and $x$ is in $G$, then $x \theta=x z$ for some $z$ in $Z$ and hence $R(x) \theta=\theta R(x z)=\theta R(x) R(z)$. Since $Z(\mathfrak{R})$ is the set of all $R(z)$ with $z$ in $Z$, we see that $R(x) \theta \equiv \theta R(x) \bmod Z(\mathfrak{R})$ for every $x$ in $G$. This proves that $\mathfrak{P} \subset Z_{2}(\mathfrak{N})$. If $\alpha$ is in $\mathfrak{N}$, then $1 \alpha \equiv 1$ $\bmod Z$, so $1 \alpha=z \in Z$. If $\theta=\alpha R(z)^{-1}$, then $\theta$ is in $\mathfrak{F}$ and hence $\alpha=\theta R(z)$ is in $\mathfrak{P} Z(\mathfrak{W})$. Therefore $\mathfrak{P} \subset \mathfrak{P} Z_{2}(\mathfrak{W}) \subset Z_{2}(\mathfrak{W})$. Now assume, conversely, that $\alpha$ is in $Z_{2}(\mathfrak{P})$. Then $\alpha=\theta R(k)$ for some $\theta$ in $\mathfrak{J}, k$ in $G$. For any $x$ in $G, \theta R(x \theta) R(k)=R(x) \theta R(k)=R(x) \alpha \equiv \alpha R(x) \equiv \theta R(k) R(x) \bmod$ $Z(\mathfrak{W})$ and hence $R(x \theta)=R(k) R(x) R(k)^{-1} R(z)$ for some $z$ in $Z$. Thus $x \theta=1 R(x \theta)=(k x) k^{-1} z=x z$. In particular, $x \theta \equiv x \bmod Z$ for each $x$ in $G$, so $\theta$ is in $\mathfrak{P}$. Moreover, $R(x \theta)=R(x z)=R(x) R(z)$ and therefore $R(k) R(x) R(k)^{-1}=R(x)$. Hence $R(x) R(k)=R(k) R(x)$ for all $x$ in $G$; and this implies that $R(k)$ is in $Z(\mathfrak{P})$. Hence $k$ is in $Z$ and therefore $x \alpha=(x \theta) k \equiv x \bmod Z$ for every $x$ in $G$. This proves that $Z_{2}(\mathfrak{N}) \subset \mathfrak{R}$. Hence $\mathfrak{R}=Z_{2}(\mathfrak{N})$, completing the proof of Lemma 11.4.

Lemma 11.5. Let $G$ be a commutative Moufang loop which can be generated by $n$ elements, $n \geqq 2$. Let e be the least positive integer such that $g(e)=2^{e}-1 \geqq n-1$. Then: (i) The inner mapping group $\mathfrak{J}(G)$ of $G$ is a 3-group of exponent dividing $f(e)=3^{e}$ and is nilpotent of class at most $n-2$. (ii) The mapping $\alpha \rightarrow \alpha^{f(e)}$ is a centralizing endomorphism of the multiplication group $\mathfrak{M}(G)$ of $G ;$ moreover, $\alpha^{f(e)}=R\left((1 \alpha)^{f(e)}\right)$ for each $\alpha$ in $\mathfrak{M}(G)$. (iii) $\mathfrak{M}(G)$ is nilpotent of class at most $2 n-3$.

Proof. If $\alpha$ is in $\mathfrak{M}(G)$, set $x=1 \alpha$. Then $\alpha=\theta R(x)$ for some $\theta$ in $\mathfrak{J}(G)$; moreover, $\alpha$ is in $\mathfrak{J}(G)$ if and only if $x=1$. By Theorem 10.1, $G$ is centrally nilpotent of class at most $n-1$. Hence, by definition, $\mathfrak{J}(n-2)$ induces the identity mapping on $G_{0} / G_{n-1}=G$. Therefore, in particular, by Lemma 11.1, $\mathfrak{J}_{n-2}=1$, showing that $\mathfrak{J}$ is nilpotent of class at most $n-2$. By Lemma 11.3, $\alpha^{f(e)}=\theta_{e} R\left(x_{e}\right) R\left(x^{f(e)}\right)$ where $\theta_{e}$ is in $\mathfrak{J}(g(e)) \subset \widetilde{J}(n-1)=1$ and $x_{e}$ is in $G_{2 \rho(e)} \subset G_{n+1}=1$. Hence $\alpha^{f(e)}=R\left(x^{f(e)}\right)$. In particular, $\mathfrak{J}$ has exponent dividing $f(e)$; this completes the proof of (i). If $\beta$ is in $\mathfrak{M}(G)$ and $y=1 \beta$, then $\beta=\varphi R(y)$ for $\varphi$ in $\mathbb{J}$. As before, $\beta^{f(e)}=R\left(y^{f(e)}\right)$. Moreover, $\alpha \beta=\theta \varphi \psi R(z)$ where $\psi=R(x \varphi, y)$ and $z=(x \varphi) y$. Hence $(\alpha \beta)^{f(e)}=R\left(z^{f(e)}\right)$. In addition, since 3 divides $f(e), x^{f(e)}$ is in $Z$. Therefore $(x \varphi)^{f(e)}=\left(x^{f(e)}\right) \varphi=x^{f(e)}$ and $z^{f(e)}=(x \varphi)^{f(e)} y^{f(e)}$ $=x^{f(e)} y^{f(e)}$. Finally, since $R\left(x^{f(e)}\right)$ is in the centre of $\mathfrak{M}(G), R\left(z^{f(e)}\right)$ $=R\left(x^{f(e)}\right) R\left(y^{f(e)}\right)=\alpha^{f(e)} \beta^{f(e)}$. This completes the proof of (ii). For (iii) we use Lemma 11.4. By a straightforward induction, $\mathfrak{M}\left(G / Z_{i}\right)$ is isomorphic to $\mathfrak{M} / Z_{2 i}(\mathscr{R})$. If $G$ has class $c \geqq 1$ and if $i=c-1$, then $G / Z_{i}$ is a non-trivial abelian group. Also $\mathfrak{M} / Z_{2 i}(\mathfrak{M})$ is isomorphic to $G / Z_{i}$ and therefore $\mathfrak{M}$ is nilpotent of class $2 i+1=2 c-1$. Since $c \leqq n-1$, then $2 c-1 \leqq 2 n-3$. If $G$ has class 0 then so does $\mathfrak{M}(G)$. In either case, we have (iii). This completes the proof of Lemma 11.5.

Theorem 11.4. Let $G$ be a commutative Moufang loop with associator subloop $G^{\prime}$, centre $Z=Z(G)$, multiplication group $\mathfrak{M}=\mathfrak{M}(G)$, inner mapping group $\mathfrak{J}=\mathfrak{J}(G)$. Then: (i) $G^{\prime}$ and $G / Z$ are locally finite loops of exponent 3 and are finite if $G$ is finitely generated. (ii) $\mathfrak{I}, \mathfrak{M} / Z$ (M) and $\mathfrak{M}^{\prime}=(\mathfrak{M}, \mathfrak{M})$ are locally finite 3 -groups and are finite if $G$ is finitely generated.

Proof. (i). Since the mapping $x \rightarrow x^{3}$ is an endomorphism of $G$ into $Z$, the loops $G^{\prime}$ and $G / Z$ have exponent 3. The rest of the proof follows from Theorem 11.2, 11.3.
(ii) Let $\mathfrak{R}$ be a subgroup of $\mathfrak{M}$ which is generated by a finite nonempty subset $T$. Each element of $T$ can be expressed as a product of finitely many right multiplications $R(x)$ of $G$. Hence there exists a finite non-empty subset $S$ of $G$ such that $\Omega$ is contained in the subgroup of $\mathfrak{M}$ generated by the right multiplications $R(s)$ of $G$, where $s$ ranges over $S$. Let $n-1$ be the number of elements of $S$. For each $x$ in $G$, let $H(x)$ be the subloop of $G$ generated by $x \cup S$. Then $\Omega$ maps $H(x)$ into itself. The restriction of $\Omega$ to $H(x)$ is a homomorphism of $\Omega$ upon a subgroup $\mathcal{E}$ of the multiplication group of $H(x)$ which maps $\Omega_{i}$ upon $\mathcal{E}_{i}$ for each non-negative integer $i$. Since $H(x)$ is generated by $n$ elements, we may apply Lemma 11.5 to $H(x)$. By Lemma 3.5 (iii), $\mathcal{E}_{c}=1$ where $c=2 n-3$. Hence $\Omega_{c}$ induces the identity mapping on $H(x)$. In particular, $\Omega_{c}$ maps $x$ upon $x$; and since this is true for each $x$ in $G$, $\Omega_{c}=1$. By the same device, using Lemma 3.5 (ii), $x(\alpha \beta)^{f(e)}=x \alpha^{f(e)} \beta^{f(e)}$ and $x \alpha^{f(e)}=x R\left((1 \alpha)^{f(e)}\right)$ for all $x$ in $G, \alpha, \beta$ in $\Omega$. Hence $\alpha^{f(e)}=R\left((1 \alpha)^{f(e)}\right)$
for all $\alpha$ in $\Omega$, and the mapping $\alpha \rightarrow \alpha^{f(e)}$ is an endomorphism of $\Omega$ into $\Omega \cap Z(\mathfrak{R})$. Now we know that $\Omega /(\Omega \cap Z(\mathfrak{R}))$ is a finitely generated nilpotent group of exponent dividing $f(e)$; from this we deduce readily (compare the proofs of Theorems $1.2,1.3)$ that $\Omega /(\Omega \cap Z(\mathfrak{W})$ ) is finite.

If $\Omega \subset \mathfrak{J}$, then $\Omega$ itself has exponent dividing $f(e)$ and hence is finite. Thus $\mathfrak{J}$ is locally finite.

Any finitely generated subgroup of $\mathfrak{M} / Z(\mathfrak{W})$ has form $\mathfrak{\Omega} Z(\mathfrak{N}) / Z(\mathfrak{N})$ where $\mathfrak{R}$ is a finitely generated subgroup of $\mathfrak{M}$. Then $\Omega Z(\mathfrak{M}) / Z(\mathfrak{N})$ is isomorphic to the finite group $\Omega /(\Omega \cap Z(\mathfrak{W}))$. Hence $\mathfrak{M} / Z(\mathfrak{N})$ is locally finite.

If $\mathfrak{P}$ is a finitely generated subgroup of $\mathfrak{M}^{\prime}=(\mathfrak{M}, \mathfrak{M})$, there exists at least one finitely generated subgroup $\mathfrak{\Omega}$ of $\mathfrak{N}$ such that $\mathbb{R}^{\prime}=(\Omega, \Omega)$ contains $\mathfrak{P}$. Since $\Omega$ is nilpotent, so is $\mathfrak{P}$. Moreover, $\alpha^{f(e)}=1$ for all $\alpha$ in $\mathfrak{R}^{\prime}$, so $\mathfrak{P}$ is a 3-group. Therefore $\mathfrak{P}$ is finite. Hence $\mathfrak{R}^{\prime}$ is locally finite.

Finally, let $G$ be generated by a finite set $S$. Since $\mathfrak{J}$ is a group of automorphisms of $G$, there is at most one element $\theta$ of $\mathscr{J}$ for which the elements $s^{-1}(s \theta), s$ in $S$, have preassigned values. Since $s^{-1}(s \theta)$ is in $G^{\prime}$ for each $s$ and since $S$ and $G^{\prime}$ are finite, then $\mathfrak{J}$ is finite. Every element of $\mathfrak{M}$ has form $\theta R(x)$ where $\theta$ is in $\mathfrak{J}$ and $x$ is in $G$. If $z$ is in $Z$, then $\theta R(x z) Z(\mathfrak{M})=\theta R(x) Z(\mathfrak{M})$. Since $\mathfrak{J}$ and $G / Z$ are finite, we see that $Z(\mathfrak{M})$ has finite index in $\mathfrak{M}$. That is, $\mathfrak{M} / Z(\mathfrak{N})$ is finite. Then $\mathfrak{M}^{\prime}$ is finitely generated and hence finite. This completes the proof of Theorem 11.4.

Lemma 11.6. If $G$ is a commutative Moufang loop with inner mapping group $\mathfrak{J}=\mathfrak{J}(G)$, then $\mathfrak{J}(G / Z)$ is isomorphic to $\mathfrak{J} / Z(\widetilde{J})$.

Proof. $\mathfrak{J}(G / Z)$ is isomorphic to $\mathfrak{J} / \mathfrak{P}$ where, as noted in the proof of Lemma 11.4, $\mathfrak{P}$ is the intersection of $\mathfrak{J}$ with the group of centre automorphisms of $G$. Since centre automorphisms commute with inner mappings, $\mathfrak{P} \subset Z(\Im)$. Conversely, let $\theta$ be in $Z(\Im)$. Then, for all $x, y, z$ in $G,(x \theta)(x \theta, y, z)=x \theta R(y, z)=x R(y, z) \theta=[x(x, y, z)] \theta=(x \theta)[(x, y, z) \theta]$. Hence

$$
\begin{equation*}
(x \theta, y, z)=(x, y, z) \theta \tag{11.9}
\end{equation*}
$$

for all $x, y, z$ in $G$. By (11.9) and skew-symmetry, $(x, y, z) \theta=(x \theta, y \theta, z \theta)$ $=(x, y, z) \theta^{3}$; hence $(x, y, z)=(x, y, z) \theta^{2}$. Therefore $\theta^{2}$ induces the identity mapping on $G^{\prime}$. However, by Theorem 11.4, $\theta$ has odd order (a power of 3 ); therefore $\theta$ itself induces the identity mapping on $G^{\prime}$. Consequently (11.9) implies the identity

$$
\begin{equation*}
(x \theta, y, z)=(x, y, z) \tag{11.10}
\end{equation*}
$$

Now we fix $x$ and define the element $a$ by $x \theta=x a$. From (11.10), in view of (3.8), $(x, y, z)=(x a, y, z)=(x, y, z)(a, y, z)((x, y, z), x, a)((a, y, z), a, x)$. Thus

$$
\begin{equation*}
(a, y, z)=(a, x,(x, y, z))(a, x,(a, y, z))^{-1} \tag{11.11}
\end{equation*}
$$

for all $y, z$ in $G$. From (11.11) with $y=x, z=w$, we deduce that $(a, x, w)=1$ for every $w$ in $G$. In particular, both factors on the right hand side of (11.11) are equal to 1 . Therefore $a \in Z$. That is, $x \theta \equiv x$ $\bmod Z$ for every $x$ in $G$. Hence $Z(\Im) \subset \mathfrak{P}$, so $\mathfrak{P}=Z(\mathfrak{J})$. This completes the proof of Lemma 11.6.

Theorem 11.5. Let $n$ be a positive integer and let $G$ be a commutative Moufang loop with inner mapping group $\mathfrak{J}$, multiplication group $\mathfrak{M}$. Then the following statements are equivalent: (i) $G$ is centrally nilpotent of class $n$. (ii) $\mathfrak{I}$ is nilpotent of class $n-1$. (iii) $\mathfrak{M}$ is nilpotent of class $2 n-1$.

Proof. For the equivalence of (i) and (ii), we use Lemma 11.6; for that of (i) and (iii), we use Lemma 11.4.

Let us now consider the infinitely generated commutative Moufang loop $H$ constructed in §1. It was noted in § 1 that $H$ is not nilpotent. Hence $\mathfrak{J}=\mathfrak{J}(H)$ and $\mathfrak{M}=\mathfrak{M}(H)$ are not nilpotent either. However, $H_{\omega}=1$. If $\theta$ is in $\mathfrak{J}_{\omega}$, then, by Lemma 11.1, $\theta$ is in $\mathfrak{J}_{i} \subset \mathfrak{J}(i)$ for every non-negative integer $i$. Hence, for each $x$ in $H, x^{-1}(x \theta)$ is in $H_{i+1}$ for every $i$ and therefore $x^{-1}(x \theta) \in H_{\omega}=1$. Thus $\mathfrak{J}_{\omega}=1$. Again, $Z(H)=1$, and $Z(\mathfrak{J})$ consists of centre automorphisms, so $Z(J)=1$.
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