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## Preface

The first conference of the Geometric Sciences of Information (GSI, website at http://www.gsi2013.org/ includes slides and photos) took place downtown Paris (France), in August 2013. The call for papers received an enthusiastic worldwide response, resulting in about a 100 accepted submissions of an average length of eight pages, and organized into the following broad topics:

- Computational Information Geometry,
- Hessian/Symplectic Information Geometry,
- Optimization on Matrix Manifolds,
- Probability on Manifolds,
- Optimal Transport Geometry,
- Divergence Geometry and Ancillarity,
- Machine/Manifold/Topology Learning,
- Tensor-Valued Mathematical Morphology,
- Differential Geometry in Signal Processing,
- Geometry of Audio Processing,
- Geometry for Inverse Problems,
- Shape Spaces: Geometry and Statistic,
- Geometry of Shape Variability,
- Relational Metric,
- Discrete Metric Spaces,
- Etc.

The GSI proceedings has been published as a (thick!) Springer LNCS (volume number 8085, XX, 879 pages, 157 illustrations). Since we could not accommodate long papers in GSI, we decided to solicit renown researchers to contribute to a full length chapter on the latest advances in information geometry and some of its applications (like computational anatomy, image morphology, statistics, and textures, to cite a few examples). Those selected applications emphasize on algorithmic aspects when programming the Methods of Information Geometry [1]. The 13 chapters of this book have been organized as follows:

- Divergence Functions and Geometric Structures They Induce on a Manifold by Jun Zhang,
- Geometry on Positive Definite Matrices Deformed by V-Potentials and Its Submanifold Structure by Atsumi Ohara and Shinto Eguchi,
- Hessian Structures and Divergence Functions on Deformed Exponential Families by Hiroshi Matsuzoe and Masayuki Henmi,
- Harmonic Maps Relative to $\alpha$-Connections by Keiko Uohashi,
- A Riemannian Geometry in the q-Exponential Banach Manifold Induced by $q$-Divergences by Héctor R. Quiceno, Gabriel I. Loaiza and Juan C. Arango,
- Computational Algebraic Methods in Efficient Estimation by Kei Kobayashi and Henry P. Wynn,
- Eidetic Reduction of Information Geometry Through Legendre Duality of Koszul Characteristic Function and Entropy: From Massieu-Duhem Potentials to Geometric Souriau Temperature and Balian Quantum Fisher Metric by Frédéric Barbaresco,
- Distances on Spaces of High-Dimensional Linear Stochastic Processes: A Survey, by Bijan Afsari and René Vidal,
- Discrete Ladders for Parallel Transport in Transformation Groups with an Affine Connection Structure by Marco Lorenzi and Xavier Pennec,
- A Diffeomorphic Iterative Centroid Method, by Claire Cury, Joan A. Glaunès and Olivier Colliot,
- Hartigan's Method for k-MLE: Mixture Modeling with Wishart Distributions and Its Application to Motion Retrieval by Christophe Saint-Jean and Frank Nielsen,
- Morphological Processing of Univariate Gaussian Distribution-Valued Images Based on Poincaré Upper-Half Plane Representation by Jesús Angulo and Santiago Velasco-Forero,
- Dimensionality Reduction for Classification of Stochastic Texture Images by C. T. J. Dodson and W. W. Sampson.

There is an exciting time ahead for computational information geometry in studying the fundamental concepts and relationships of Information, Geometry, and Computation!
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# Chapter 1 <br> Divergence Functions and Geometric Structures They Induce on a Manifold 

Jun Zhang


#### Abstract

Divergence functions play a central role in information geometry. Given a manifold $\mathfrak{M}$, a divergence function $\mathcal{D}$ is a smooth, nonnegative function on the product manifold $\mathfrak{M} \times \mathfrak{M}$ that achieves its global minimum of zero (with semi-positive definite Hessian) at those points that form its diagonal submanifold $\Delta_{\mathfrak{M}} \subset \mathfrak{M} \times \mathfrak{M}$. In this chapter, we review how such divergence functions induce (i) a statistical structure (i.e., a Riemannian metric with a pair of conjugate affine connections) on $\mathfrak{M}$; (ii) a symplectic structure on $\mathfrak{M} \times \mathfrak{M}$ if they are "proper"; (iii) a Kähler structure on $\mathfrak{M} \times \mathfrak{M}$ if they further satisfy a certain condition. It is then shown that the class of $\mathcal{D}_{\Phi}$-divergence functions [23], as induced by a strictly convex function $\Phi$ on $\mathfrak{M}$, satisfies all these requirements and hence makes $\mathfrak{M} \times \mathfrak{M}$ a Kähler manifold (with Kähler potential given by $\Phi$ ). This provides a larger context for the $\alpha$-Hessian structure induced by the $\mathcal{D}_{\Phi}$-divergence on $\mathfrak{M}$, which is shown to be equiaffine admitting $\alpha$-parallel volume forms and biorthogonal coordinates generated by $\Phi$ and its convex conjugate $\Phi^{*}$. As the $\alpha$-Hessian structure is dually flat for $\alpha= \pm 1$, the $\mathcal{D}_{\Phi^{-}}$ divergence provides richer geometric structures (compared to Bregman divergence) to the manifold $\mathfrak{M}$ on which it is defined.


### 1.1 Introduction

Divergence functions (also called "contrast functions", "york") are non-symmetric measurements of proximity. They play a central role in statistical inference, machine learning, optimization, and many other fields. The most familiar examples include Kullback-Leibler divergence, Bregman divergence [4], $\alpha$-divergence [1], $f$-divergence [6], etc. Divergence functions are also a key construct of information

[^0]geometry. Just as $L_{2}$-distance is associated with Euclidean geometry, Bregman divergence and Kullback-Leibler divergence are associated with a pair of flat structures (where flatness means free of torsion and free of curvature) that are "dual" to each other; this is called Hessian geometry $[18,19]$ and it is the dualistic extension of the Euclidean geometry. So just as Riemannian geometry extends Euclidean geometry by allowing non-trivial metric structure, Hessian geometry extends Euclidean geometry by allowing non-trivial affine connections that come in pairs. The pairing of connections are with respect to a Riemannian metric $g$, which is uniquely specified in the case of Hessian geometry; yet the metric-induced Levi-Civita connection has non-zero curvature in general. The apparent inconvenience is offset by the existence of biorthogonal coordinates in any dually flat (i.e., Hessian) structure and a canonical divergence, along with the tools of convex analysis which is powerful in many practical applications.

In a quite general setting, any divergence function induces a Riemannian metric and a pair of torsion-free connections on the manifold where they are defined [8]. This so-called statistical structure is at the core of information geometry. Recently, other geometric structures induced by divergence functions are being investigated, including conformal structure [17], symplectic structure [3, 28], and complex structures [28].

The goal of this chapter is to review the relationship between divergence function and various information geometric structures. In Sect. 1.2, we provide background materials of various geometric structures on a manifold. In Sect. 1.3, we show how these structures can be induced from a divergence function. Starting from a general divergence function which always induces a statistical structure, we define the notion of "properness" for it to be a generating function of a symplectic structure. Imposing a further condition leads to complexification of the product manifold where divergence functions are defined. In Sect. 1.4, we show that a quite broad class of divergence functions, $\mathcal{D}_{\Phi}$-divergence functions [23] as induced by a strictly convex function, satisfies all these requirements and induces a Kähler structure (Riemannian and complex structures simultaneously) on the tangent bundle. Therefore, just as the full-fledged $\alpha$-Hessian geometry extends the dually-flat Hessian manifold ( $\alpha= \pm 1$ ), $\mathcal{D}_{\Phi}$-divergence generalizes Bregman divergence in the "nicest" way possible. Section 1.5 closes with a summary of this approach to information geometric structures through divergence functions.

### 1.2 Background: Structures on Smooth Manifolds

### 1.2.1 Differentiable Manifold: Metric and Connection Structures on $\boldsymbol{T M}$

A differentiable manifold $\mathfrak{M}$ is a space which locally "looks like" a Euclidean space $\mathbb{R}^{n}$. By "looks like", we mean that for any base (reference) point $x \in \mathfrak{M}$, there
exists a bijective mapping ("coordinate functions") between the neighborhood of $x$ (i.e., a patch of the manifold) and a subset $V$ of $\mathbb{R}^{n}$. By locally, we mean that various such mappings must be smoothly related to one another (if they are centered at the same reference point) or consistently glued together (if they are centered at different reference points). Globally, they must cover the entire manifold. Below, we assume that a coordinate system is chosen such that each point is indexed by a vector in $V$, with the origin as the reference point.

A manifold is specified with certain structures. First, there is an inner-product structure associated with tangent spaces of the manifold. This is given by the metric 2-tensor field $g$ which is, when evaluated at each location $x$, a symmetric bilinear form $g(\cdot, \cdot)$ of tangent vectors $X, Y \in T_{x}(\mathfrak{M}) \simeq \mathbb{R}^{n}$ such that $g(X, X)$ is always positive for all non-zero vector $X \in V$. In local "holonomic" coordinates ${ }^{1}$ with bases $\partial_{i} \equiv \partial / \partial x^{i}, i=1, \ldots, n$, (i.e., $X, Y$ are expressed as $X=\sum_{i} X^{i} \partial_{i}, Y=\sum_{i} Y^{i} \partial_{i}$ ), the components of $g$ are denoted as

$$
\begin{equation*}
g_{i j}(x)=g\left(\partial_{i}, \partial_{j}\right) \tag{1.1}
\end{equation*}
$$

Metric tensor allows us to define distance on a manifold as shortest curve (called "geodesic") connecting two points, to measure angle and hence define orthogonality of vectors-projections of vectors to a lower dimensional submanifold become possible once a metric is given. Metric tensor also provides a linear isomorphism of tangent space with cotangent space at any point on the manifold.

Second, there is a structure implementing the notion of "parallelism" of vector fields and curviness of a manifold. This is given by the affine (linear) connection $\nabla$, mapping two vector fields $X$ and $Y$ to a third one denoted by $\nabla_{Y} X:(X, Y) \mapsto \nabla_{Y} X$. Intuitively, it represents the "intrinsic" difference of a tangent vector $X(x)$ at point $x$ and another tangent vector $X\left(x^{\prime}\right)$ at a nearby point $x^{\prime}$, which is connected to $x$ in the direction given by the tangent vector $Y(x)$. Here "intrinsic" means that vector comparison across two neighboring points of the manifold is through a process called "parallel transport," whereby vector components are adjusted as the vector moves across points on the base manifold. Under the local coordinate system with bases $\partial_{i} \equiv$ $\partial / \partial x^{i}$, components of $\nabla$ can be written out in its "contravariant" form denoted $\Gamma_{i j}^{l}(x)$

$$
\begin{equation*}
\nabla_{\partial_{i}} \partial_{j}=\sum_{l} \Gamma_{i j}^{l} \partial_{l} . \tag{1.2}
\end{equation*}
$$

Under coordinate transform $x \mapsto \tilde{x}$, the new coefficients $\widetilde{\Gamma}$ are related to old ones $\Gamma$ via

$$
\begin{equation*}
\widetilde{\Gamma}_{m n}^{l}(\tilde{x})=\sum_{k}\left(\sum_{i, j} \frac{\partial x^{i}}{\partial \tilde{x}^{m}} \frac{\partial x^{j}}{\partial \tilde{x}^{n}} \Gamma_{i j}^{k}(x)+\frac{\partial^{2} x^{k}}{\partial \tilde{x}^{m} \partial \tilde{x}^{n}}\right) \frac{\partial \tilde{x}^{l}}{\partial x^{k}} \tag{1.3}
\end{equation*}
$$

[^1]A curve whose tangent vectors are parallel along the curve is said to be "auto-parallel".

As a primitive on a manifold, affine connections can be characterized in terms of their (i) torsion and (ii) curvature. The torsion $T$ of a connection $\Gamma$, which is a tensor itself, is given by the asymmetric part of the connection $T\left(\partial_{i}, \partial_{j}\right)=\nabla_{\partial_{i}} \partial_{j}-\nabla_{\partial_{j}} \partial_{i}=$ $\sum_{k} T_{i j}^{k} \partial_{k}$, where $T_{i j}^{k}$ is its local representation given as

$$
T_{i j}^{k}(x)=\Gamma_{i j}^{k}(x)-\Gamma_{j i}^{k}(x)
$$

The curviness/flatness of a connection $\Gamma$ is described by the Riemann curvature tensor $R$, defined as

$$
R\left(\partial_{i}, \partial_{j}\right) \partial_{k}=\left(\nabla_{\partial_{i}} \nabla_{\partial_{j}}-\nabla_{\partial_{j}} \nabla_{\partial_{i}}\right) \partial_{k} .
$$

Writing $R\left(\partial_{i}, \partial_{j}\right) \partial_{k}=\sum_{l} R_{k i j}^{l} \partial_{l}$ and substituting (1.2), the components of the Riemann curvature tensor are ${ }^{2}$

$$
R_{k i j}^{l}(x)=\frac{\partial \Gamma_{j k}^{l}(x)}{\partial x^{i}}-\frac{\partial \Gamma_{i k}^{l}(x)}{\partial x^{j}}+\sum_{m} \Gamma_{i m}^{l}(x) \Gamma_{j k}^{m}(x)-\sum_{m} \Gamma_{j m}^{l}(x) \Gamma_{i k}^{m}(x) .
$$

By definition, $R_{k i j}^{l}$ is anti-symmetric when $i \longleftrightarrow j$.
A connection is said to be flat when $R_{k i j}^{l}(x) \equiv 0$ and $T_{i j}^{k} \equiv 0$. Note that this is a tensorial condition, so that the flatness of a connection $\nabla$ is a coordinate-independent property even though the local expression of the connection (in terms of $\Gamma$ ) is coordinate-dependent. For any flat connection, there exists a local coordinate system under which $\Gamma_{i j}^{k}(x) \equiv 0$ in a neighborhood; this is the affine coordinate for the given flat connection.

In the above discussions, metric and connections are treated as separate structures on a manifold. When both are defined on the same manifold, then it is convenient to express affine connection $\Gamma$ in its "covariant" form

$$
\begin{equation*}
\Gamma_{i j, k}=g\left(\nabla_{\partial_{i}} \partial_{j}, \partial_{k}\right)=\sum_{l} g_{l k} \Gamma_{i j}^{l} . \tag{1.4}
\end{equation*}
$$

Though $\Gamma_{i j}^{k}$ is the more primitive quantity that does not involve metric, $\Gamma_{i j, k}$ represents the projection of $\Gamma$ onto the manifold spanned by the bases $\partial_{k}$. The covariant form of Riemann curvature is (c.f. footnote 2)

$$
R_{l k i j}=\sum_{m} g_{l m} R_{k i j}^{m}
$$

[^2]When the connection is torsion free, $R_{l k i j}$ is anti-symmetric when $i \longleftrightarrow j$ or when $k \longleftrightarrow l$, and symmetric when $(i, j) \longleftrightarrow(l, k)$. It is related to the Ricci tensor Ric via $\operatorname{Ric}_{k j}=\sum_{i, l} R_{l k i j} g^{i l}$.

### 1.2.2 Coupling Between Metric and Connection: Statistical Structure

A fundamental theorem of Riemannian geometry states that given a metric, there is a unique connection (among the class of torsion-free connections) that "preserves" the metric, i.e., the following condition is satisfied

$$
\begin{equation*}
\partial_{k} g\left(\partial_{i}, \partial_{j}\right)=g\left(\widehat{\nabla}_{\partial_{k}} \partial_{i}, \partial_{j}\right)+g\left(\partial_{i}, \widehat{\nabla}_{\partial_{k}} \partial_{j}\right) \tag{1.5}
\end{equation*}
$$

Such a connection, denoted as $\widehat{\nabla}$, is called the Levi-Civita connection. Its component forms, called Christoffel symbols, are specified by the components of the metric tensor as ("Christoffel symbols of the second kind")

$$
\widehat{\Gamma}_{i j}^{k}=\sum_{l} \frac{g^{k l}}{2}\left(\frac{\partial g_{i l}}{\partial x^{j}}+\frac{\partial g_{j l}}{\partial x^{i}}-\frac{\partial g_{i j}}{\partial x^{l}}\right) .
$$

and ("Christoffel symbols of the first kind")

$$
\widehat{\Gamma}_{i j, k}=\frac{1}{2}\left(\frac{\partial g_{i k}}{\partial x^{j}}+\frac{\partial g_{j k}}{\partial x^{i}}-\frac{\partial g_{i j}}{\partial x^{k}}\right) .
$$

The Levi-Civita connection $\widehat{\Gamma}$ is compatible with the metric $g$, in the sense that it treats tangent vectors of the shortest curves on a manifold as being parallel (equivalently speaking, it treats geodesics as auto-parallel curves).

It turns out that one can define a kind of "compatibility" relation more general than expressed by (1.5), by introducing the notion of "conjugacy" (denoted by *) between two connections. A connection $\nabla^{*}$ is said to be conjugate (or dual) to $\nabla$ with respect to $g$ if

$$
\begin{equation*}
\partial_{k} g\left(\partial_{i}, \partial_{j}\right)=g\left(\nabla_{\partial_{k}} \partial_{i}, \partial_{j}\right)+g\left(\partial_{i}, \nabla_{\partial_{k}}^{*} \partial j\right) \tag{1.6}
\end{equation*}
$$

Clearly, $\left(\nabla^{*}\right)^{*}=\nabla$. Moreover, $\widehat{\nabla}$, which satisfies (1.5), is special in the sense that it is self-conjugate $(\widehat{\nabla})^{*}=\widehat{\nabla}$.

Because metric tensor $g$ provides a one-to-one mapping between points in the tangent space (i.e., vectors) and points in the cotangent space (i.e., co-vectors), (1.6) can also be seen as characterizing how co-vector fields are to be parallel-transported in order to preserve their dual pairing $\langle\cdot, \cdot\rangle$ with vector fields.

Writing out (1.6):

$$
\begin{equation*}
\frac{\partial g_{i j}}{\partial x^{k}}=\Gamma_{k i, j}+\Gamma_{k j, i}^{*}, \tag{1.7}
\end{equation*}
$$

where analogous to (1.2) and (1.4),

$$
\nabla_{\partial_{i}}^{*} \partial_{j}=\sum_{l} \Gamma_{i j}^{* l} \partial_{l}
$$

so that

$$
\Gamma_{k j, i}^{*}=g\left(\nabla_{\partial_{j}}^{*} \partial_{k}, \partial_{i}\right)=\sum_{l} g_{i l} \Gamma_{k j}^{* l} .
$$

There is an alternative way of imposing "compatibility" condition between a metric $g$ and a connection $\nabla$, through investigating the behavior of how the metric tensor $g$ behaves under $\nabla$. We introduce a 3-tensor field, called "cubic form", as the covariant derivative of $g: C=\nabla g$, or in component forms

$$
C\left(\partial_{i}, \partial_{j}, \partial_{k}\right)=\left(\nabla_{\partial_{k}} g\right)\left(\partial_{i}, \partial_{j}\right)=\partial_{k} g\left(\partial_{i}, \partial_{j}\right)-g\left(\nabla_{\partial_{k}} \partial_{i}, \partial_{j}\right)-g\left(\partial_{i}, \nabla_{\partial_{k}} \partial_{j}\right)
$$

Writing out the above:

$$
C_{i j k}=\frac{\partial g_{i j}}{\partial x_{k}}-\Gamma_{k i, j}-\Gamma_{k j, i}\left(=\Gamma_{k j, i}^{*}-\Gamma_{k j, i}\right) .
$$

From its definition, $C_{i j k}=C_{j i k}$, that is, symmetric with respective to its first two indices. It can be further shown that:

$$
C_{i j k}-C_{i k j}=\sum_{l} g_{i l}\left(T_{j k}^{l}-T_{j k}^{* l}\right)
$$

where $T, T^{*}$ are torsions of $\nabla$ and $\nabla^{*}$, respectively. Therefore, $C_{i j k}=C_{i k j}$, and hence $C$ is totally symmetric in all (pairwise permutation of) indices, when $T_{j k}^{l}=T_{j k}^{* l}$. So conceptually, requiring $C_{i j k}$ to be totally symmetric imposes a compatibility condition between $g$ and $\nabla$, making them the so-called "Codazzi pair" (see [20]). The Codazzi pairing generalizes the Levi-Civita coupling whose corresponding cubic form $C_{i j k}$ is easily seen to be identically zero. Lauritzen [10] defined a "statistical manifold" $(\mathfrak{M}, g, \nabla)$ to be a manifold $\mathfrak{M}$ equipped with $g$ and $\nabla$ such that (i) $\nabla$ is torsion free; (ii) $\nabla g \equiv C$ is totally symmetric. Equivalently, a manifold is said to have statistical structure when the conjugate connection $\nabla^{*}$ (with respect to $g$ ) of a torsion-free connection $\nabla$ is also torsion-free. In this case, $\nabla^{*} g=-C$, and that the Levi-Civita connection $\hat{\nabla}=\left(\nabla+\nabla^{*}\right) / 2$.

Two torsion-free connections $\Gamma$ and $\Gamma^{\prime}$ are said to be projectively equivalent if there exists a function $\tau$ such that:

$$
\Gamma_{i j}^{\prime k}=\Gamma_{i j}^{k}+\delta_{i}^{k}\left(\partial_{j} \tau\right)+\delta_{j}^{k}\left(\partial_{i} \tau\right),
$$

where $\delta_{i}^{k}$ is the Kronecker delta. When two connections are projectively equivalent, their corresponding auto-parallel curves have identical shape (i.e., considered as unparameterized curves); these so-called "pre-geodesics" differ only by a change of parameterization $\tau$.

Two torsion-free connections $\Gamma$ and $\Gamma^{\prime}$ are said to be dual-projectively equivalent if there exists a function $\tau$ such that:

$$
\Gamma_{i j, k}^{\prime}=\Gamma_{i j, k}-g_{i j}\left(\partial_{k} \tau\right)
$$

When two connections are dual-projectively equivalent, then their conjugate connections (with respect to $g$ ) have identical pre-geodesics (identical shape).

Recall that when the two Riemannian metric $g, g^{\prime}$ are conformally equivalent, i.e., there exists a function $\tau$ such that

$$
g_{i j}^{\prime}=e^{2 \tau} g_{i j}
$$

then their respective Levi-Civita connections $\widehat{\Gamma^{\prime}}$ and $\widehat{\Gamma}$ are related via

$$
{\widehat{\Gamma^{\prime}}}_{i j, k}=\widehat{\Gamma}_{i j, k}-\left(\partial_{k} \tau\right) g_{i j}+\left(\partial_{j} \tau\right) g_{i k}+\left(\partial_{i} \tau\right) g_{j k} .
$$

(This relation is obtained by directly substituting in the expressions of the corresponding Levi-Civita connections.) This motivates the definition of the more general notion of conformally-projectively equivalent of two statistical structures ( $\mathfrak{M}, g, \Gamma$ ) and $\left(\mathfrak{M}, g^{\prime}, \Gamma^{\prime}\right)$, through the existence of two functions $\psi, \phi$ such that:

$$
\begin{align*}
g_{i j}^{\prime} & =e^{\psi+\phi} g_{i j}  \tag{1.8}\\
\Gamma_{i j, k}^{\prime} & =\Gamma_{i j, k}-\left(\partial_{k} \psi\right) g_{i j}+\left(\partial_{j} \phi\right) g_{i k}+\left(\partial_{i} \phi\right) g_{j k} \tag{1.9}
\end{align*}
$$

When $\phi=$ const ( or $\psi=$ const), then the corresponding connections are projectively (dual-projectively, resp) equivalent.

### 1.2.3 Equiaffine Structure and Parallel Volume Form

For a restrictive set of connections, called "equiaffine" connections, the manifold $\mathfrak{M}$ may admit, in a unique way, a volume form $\Omega(x)$ that is "parallel" under the given connection. Here, a volume form is a skew-symmetric multilinear map from $n$ linearly independent vectors to a non-zero scalar at any point $x \in \mathfrak{M}$, and "parallel" is in the sense that $\nabla \Omega=0$, or $\left(\partial_{i} \Omega\right)\left(\partial_{1}, \ldots, \partial_{n}\right)=0$ where

$$
\left(\partial_{i} \Omega\right)\left(\partial_{1}, \ldots, \partial_{n}\right) \equiv \partial_{i}\left(\Omega\left(\partial_{1}, \ldots, \partial_{n}\right)\right)-\sum_{l=1}^{n} \Omega\left(\ldots, \nabla_{\partial_{i}} \partial_{l}, \ldots\right)
$$

Applying (1.2), the equiaffine condition becomes

$$
\begin{aligned}
\partial_{i}\left(\Omega\left(\partial_{1}, \ldots, \partial_{n}\right)\right) & =\sum_{l=1}^{n} \Omega\left(\ldots, \sum_{k=1}^{n} \Gamma_{i l}^{k} \partial_{k}, \ldots\right) \\
& =\sum_{l=1}^{n} \sum_{k=1}^{n} \Gamma_{i l}^{k} \delta_{k}^{l} \Omega\left(\partial_{1}, \ldots, \partial_{n}\right)=\Omega\left(\partial_{1}, \ldots, \partial_{n}\right) \sum_{l=1}^{n} \Gamma_{i l}^{l}
\end{aligned}
$$

or

$$
\begin{equation*}
\sum_{l} \Gamma_{i l}^{l}(x)=\frac{\partial \log \Omega(x)}{\partial x^{i}} . \tag{1.10}
\end{equation*}
$$

Whether or not a connection is equiaffine is related to the so-called Ricci tensor Ric, defined as the contraction of the Riemann curvature tensor $R$

$$
\begin{equation*}
\operatorname{Ric}_{i j}(x)=\sum_{k} R_{i k j}^{k}(x) \tag{1.11}
\end{equation*}
$$

For a torsion-free connection $\Gamma_{i j}^{k}=\Gamma_{j i}^{k}$, we can verify that

$$
\begin{align*}
\operatorname{Ric}_{i j}-\operatorname{Ric}_{j i} & =\frac{\partial}{\partial x^{i}}\left(\sum_{l} \Gamma_{j l}^{l}(x)\right)-\frac{\partial}{\partial x^{j}}\left(\sum_{l} \Gamma_{i l}^{l}(x)\right)  \tag{1.12}\\
& =\sum_{k} R_{k i j}^{k}
\end{align*}
$$

One immediately sees that the existence of a function $\Omega$ satisfying (1.10) is equivalent to the right side of (1.12) to be identically zero.

Making use of (1.10), it is easy to show that the parallel volume form of a Levi-Civita connection $\widehat{\Gamma}$ is given by

$$
\widehat{\Omega}(x)=\sqrt{\operatorname{det}\left[g_{i j}(x)\right]} .
$$

Making use of (1.7), the parallel volume forms $\Omega, \Omega^{*}$ associated with $\Gamma$ and $\Gamma^{*}$ satisfy (apart from a multiplicative constant which must be positive)

$$
\begin{equation*}
\Omega(x) \Omega^{*}(x)=(\widehat{\Omega}(x))^{2}=\operatorname{det}\left[g_{i j}(x)\right] . \tag{1.13}
\end{equation*}
$$

The equiaffine condition can also be expressed using a quantity related to the cubic form $C_{i j k}$. We may introduce the Tchebychev form (also known as the first Koszul form), expressed in the local coordinates,

$$
\begin{equation*}
T_{i}=\sum_{j, k} C_{i j k} g^{j k} \tag{1.14}
\end{equation*}
$$

A tedious calculation shows that

$$
\frac{\partial T_{i}}{\partial x^{j}}-\frac{\partial T_{j}}{\partial x^{i}}=\frac{\partial}{\partial x^{j}}\left(\sum_{l} \Gamma_{l i}^{l}\right)-\frac{\partial}{\partial x^{i}}\left(\sum_{l} \Gamma_{l j}^{l}\right)
$$

the righthand side of (1.12). Therefore, an equivalent requirement for equiaffine structure is that Tchebychev 1-form $T$ is "closed":

$$
\begin{equation*}
\frac{\partial T_{i}}{\partial x^{j}}=\frac{\partial T_{j}}{\partial x^{i}} . \tag{1.15}
\end{equation*}
$$

This expresses the integrability condition. When Eq.(1.15) is satisfied, there exits a function $\phi$ such that $T_{i}=\partial_{i} \tau$. Furthermore, it can be shown that

$$
\tau=-2 \log (\Omega / \widehat{\Omega})
$$

Proposition 1 ([13, 25]) The necessary and sufficient condition for a torsion-free connection $\nabla$ to be equiaffine is for any of the following to hold:

1. There exists a $\nabla$-parallel volume element $\Omega: \nabla \Omega=0$.
2. Ricci tensor of $\nabla$ is symmetric: $R i c_{i j}=R i c_{j i}$.
3. Curvature tensor $\sum_{k} R_{k i j}^{k}=0$.
4. The Tchebychev 1 -form $T$ is closed, $d T=0$.
5. There exists a function $\tau$, called Tchebychev potential, such that $T_{i}=\partial_{i} \tau$.

It is known that the Ricci tensor of the Levi-Civita connection is always symmetric-this is why Riemannian volume form $\widehat{\Omega}$ always exists.

### 1.2.4 $\alpha$-Structure and $\alpha$-Hessian Structure

On a statistical manifold, one can define a one-parameter family of affine connections $\Gamma^{(\alpha)}$, called " $\alpha$-connections" $(\alpha \in \mathbb{R})$ :

$$
\begin{equation*}
\Gamma_{i j}^{(\alpha) k}=\frac{1+\alpha}{2} \Gamma_{i j}^{k}+\frac{1-\alpha}{2} \Gamma_{i j}^{* k} . \tag{1.16}
\end{equation*}
$$

Obviously, $\Gamma^{(0)}=\widehat{\Gamma}$ is the Levi-Civita connection. Using cubic form, this amounts to $\nabla^{(\alpha)} g=\alpha C$. The $\alpha$-parallel volume element is given by:

$$
\Omega^{(\alpha)}=e^{-\frac{\alpha}{2} \tau \widehat{\Omega}}
$$

where $\tau$ is the Tchebychev potential. The Riemannian volume element $\widehat{\Omega}$ is only parallel with respect to the Levi-Civita connection $\hat{\nabla}$ of $g$, that is, $\hat{\nabla} \widehat{\Omega}=0$, but not other $\alpha$-connections $(\alpha \neq 0)$. Rather, $\nabla^{(\alpha)} \Omega^{(\alpha)}=0$.

It can be further shown that the curvatures $R_{l k i j}, R_{l k i j}^{*}$ for the pair of conjugate connections $\Gamma, \Gamma^{*}$ satisfy

$$
R_{l k i j}=R_{l k i j}^{*}
$$

So, $\Gamma$ is flat if and only if $\Gamma^{*}$ is flat. In this case, the manifold is said to be "dually flat". When $\Gamma, \Gamma^{*}$ are dually flat, then $\Gamma^{(\alpha)}$ is called " $\alpha$-transitively flat" [21]. In such case, $\left\{\mathfrak{M}, g, \Gamma^{(\alpha)}, \Gamma^{(-\alpha)}\right\}$ is called an $\alpha$-Hessian structure [26]. They are all compatible with a metric $g$ that is induced from a strictly convex (potential) function, see next subsection.

For an $\alpha$-Hessian manifold, the Tchebychev form (1.14) is given by

$$
T_{i}=\frac{\partial \log \left(\operatorname{det}\left[g_{k l}\right]\right)}{\partial x^{i}}
$$

and its derivative (known as the second Koszul form) is

$$
\beta_{i j}=\frac{\partial T_{i}}{\partial x^{j}}=\frac{\partial^{2} \log \left(\operatorname{det}\left[g_{k l}\right]\right)}{\partial x^{i} \partial x^{j}} .
$$

### 1.2.5 Biorthogonal Coordinates

A key feature for $\alpha$-Hessian manifolds is biorthogonal coordinates, as we shall discuss now. They are the "best" coordinates one can have when the Riemannian metric is non-trivial.

Consider coordinate transform $x \mapsto u$,

$$
\partial^{i} \equiv \frac{\partial}{\partial u_{i}}=\sum_{l} \frac{\partial x^{l}}{\partial u_{i}} \frac{\partial}{\partial x^{l}}=\sum_{l} F^{l i} \partial_{l}
$$

where the Jacobian matrix $F$ is given by

$$
\begin{equation*}
F_{i j}(x)=\frac{\partial u_{i}}{\partial x^{j}}, \quad F^{i j}(u)=\frac{\partial x^{i}}{\partial u_{j}}, \quad \sum_{l} F_{i l} F^{l j}=\delta_{i}^{l} \tag{1.17}
\end{equation*}
$$

where $\delta_{i}^{j}$ is Kronecker delta (taking the value of 1 when $i=j$ and 0 otherwise). If the new coordinate system $u=\left[u_{1}, \ldots, u_{n}\right]$ (with components expressed by subscripts) is such that

$$
\begin{equation*}
F_{i j}(x)=g_{i j}(x), \tag{1.18}
\end{equation*}
$$

then the $x$-coordinate system and the $u$-coordinate system are said to be "biorthogonal" to each other since, from the definition of metric tensor (1.1),

$$
g\left(\partial_{i}, \partial^{j}\right)=g\left(\partial_{i}, \sum_{l} F^{l j} \partial_{l}\right)=\sum_{l} F^{l j} g\left(\partial_{i}, \partial_{l}\right)=\sum_{l} F^{l j} g_{i l}=\delta_{i}^{j}
$$

In such case, denote

$$
\begin{equation*}
g^{i j}(u)=g\left(\partial^{i}, \partial^{j}\right) \tag{1.19}
\end{equation*}
$$

which equals $F^{i j}$, the Jacobian of the inverse coordinate transform $u \mapsto x$. Also introduce the (contravariant version) of the affine connection $\Gamma$ under $u$-coordinate and denote it by an unconventional notation $\Gamma_{t}^{r s}$ defined by

$$
\nabla_{\partial^{r}} \partial^{s}=\sum_{t} \Gamma_{t}^{r s} \partial^{t}
$$

similarly $\Gamma_{t}^{* r s}$ is defined via

$$
\nabla_{\partial^{r}}^{*} \partial^{s}=\sum_{t} \Gamma_{t}^{* r s} \partial^{t}
$$

The covariant version of the affine connections will be denoted by superscripted $\Gamma$ and $\Gamma^{*}$

$$
\begin{equation*}
\Gamma^{i j, k}(u)=g\left(\nabla_{\partial^{i}} \partial^{j}, \partial^{k}\right), \quad \Gamma^{* i j, k}(u)=g\left(\nabla_{\partial^{i}}^{*} \partial^{j}, \partial^{k}\right) \tag{1.20}
\end{equation*}
$$

The affine connections in $u$-coordinates (expressed in superscript) and in $x$-coordinates (expressed in subscript) are related via

$$
\begin{equation*}
\Gamma_{t}^{r s}(u)=\sum_{k}\left(\sum_{i, j} \frac{\partial x^{r}}{\partial u_{i}} \frac{\partial x^{s}}{\partial u_{j}} \Gamma_{i j}^{k}(x)+\frac{\partial^{2} x^{k}}{\partial u_{r} \partial u_{s}}\right) \frac{\partial u_{k}}{\partial x^{t}} \tag{1.21}
\end{equation*}
$$

and

$$
\begin{equation*}
\Gamma^{r s, t}(u)=\sum_{i, j, k} \frac{\partial x^{r}}{\partial u_{i}} \frac{\partial x^{s}}{\partial u_{j}} \frac{\partial x^{t}}{\partial u_{k}} \Gamma_{i j, k}(x)+\frac{\partial^{2} x^{t}}{\partial u_{r} \partial u_{s}} \tag{1.22}
\end{equation*}
$$

Similarly relations hold between $\Gamma_{t}^{* r s}(u)$ and $\Gamma_{i j}^{* k}(x)$, and between $\Gamma^{* r s, t}(u)$ and $\Gamma_{i j, k}^{*}(x)$.

In analogous to (1.7), we have the following identity

$$
\frac{\partial^{2} x^{t}}{\partial u_{s} \partial u_{r}}=\frac{\partial g^{r t}(u)}{\partial u_{s}}=\Gamma^{r s, t}(u)+\Gamma^{* t s, r}(u) .
$$

Therefore, we have
Proposition 2 Under biorthogonal coordinates, a pair of conjugate connections $\Gamma, \Gamma^{*}$ satisfy

$$
\begin{equation*}
\Gamma^{* t s, r}(u)=-\sum_{i, j, k} g^{i r}(u) g^{j s}(u) g^{k t}(u) \Gamma_{i j, k}(x) \tag{1.23}
\end{equation*}
$$

and

$$
\begin{equation*}
\Gamma_{r}^{* t s}(u)=-\sum_{j} g^{j s}(u) \Gamma_{j r}^{t}(x) \tag{1.24}
\end{equation*}
$$

Let us now express parallel volume forms $\Omega(x), \Omega(u)$ under biorthogonal coordinates $x$ or $u$. Contracting the indices $t$ with $r$ in (1.24), and invoking (1.10), we obtain

$$
\frac{\partial \log \Omega^{*}(u)}{\partial u_{s}}+\sum_{j} \frac{\partial x^{j}}{\partial u_{s}} \frac{\partial \log \Omega(x)}{\partial x^{j}}=\frac{\partial \log \Omega^{*}(u)}{\partial u_{s}}+\frac{\partial \log \Omega(x)}{\partial u_{s}}=0 .
$$

After integration,

$$
\begin{equation*}
\Omega^{*}(u) \Omega(x)=\text { const } . \tag{1.25}
\end{equation*}
$$

From (1.13) and (1.25),

$$
\begin{equation*}
\Omega(u) \Omega^{*}(x)=\text { const } . \tag{1.26}
\end{equation*}
$$

The relations (1.25) and (1.26) indicate that the volume forms of the pair of conjugate connections, when expressed in biorthogonal coordinates respectively, are inversely proportional to each other.

The $\Gamma^{(\alpha)}$-parallel volume element $\Omega^{(\alpha)}$ can be shown to be given by (in either $x$ and $u$ coordinates)

$$
\Omega^{(\alpha)}=\Omega^{\frac{1+\alpha}{2}}\left(\Omega^{*}\right)^{\frac{1-\alpha}{2}}
$$

Clearly,

$$
\Omega^{(\alpha)}(x) \Omega^{(-\alpha)}(x)=\operatorname{det}\left[g_{i j}(x)\right] \longleftrightarrow \Omega^{(\alpha)}(u) \Omega^{(-\alpha)}(u)=\operatorname{det}\left[g^{i j}(u)\right]
$$

### 1.2.6 Existence of Biorthogonal Coordinates

From its definition (1.18), we can easily show that
Proposition 3 A Riemannian manifold with metric $g_{i j}$ admits biorthogonal coordinates if and only if $\frac{\partial g_{i j}}{\partial x^{k}}$ is totally symmetric

$$
\begin{equation*}
\frac{\partial g_{i j}(x)}{\partial x^{k}}=\frac{\partial g_{i k}(x)}{\partial x^{j}} . \tag{1.27}
\end{equation*}
$$

That (1.27) is satisfied for biorthogonal coordinates is evident by virtue of (1.17) and (1.18). Conversely, given (1.27), there must be $n$ functions $u_{i}(x), i=1,2, \ldots, n$
such that

$$
\frac{\partial u_{i}(x)}{\partial x^{j}}=g_{i j}(x)=g_{j i}(x)=\frac{\partial u_{j}(x)}{\partial x^{i}} .
$$

The above identity implies that there exist a function $\Phi$ such that $u_{i}=\partial_{i} \Phi$ and, by positive definiteness of $g_{i j}, \Phi$ would have to be a strictly convex function! In this case, the $x$ - and $u$-variables satisfy (1.37), and the pair of convex functions, $\Phi$ and its conjugate $\widetilde{\Phi}$, are related to $g_{i j}$ and $g^{i j}$ by

$$
g_{i j}(x)=\frac{\partial^{2} \Phi(x)}{\partial x^{i} \partial x^{j}} \longleftrightarrow g^{i j}(u)=\frac{\partial^{2} \widetilde{\Phi}(u)}{\partial u_{i} \partial u_{j}}
$$

It follows from the above Lemma that a necessary and sufficient condition for a Riemannian manifold to admit biorthogonal coordinates it that its Levi-Civita connection is given by

$$
\widehat{\Gamma}_{i j, k}(x) \equiv \frac{1}{2}\left(\frac{\partial g_{i k}}{\partial x^{j}}+\frac{\partial g_{j k}}{\partial x^{i}}-\frac{\partial g_{i j}}{\partial x^{k}}\right)=\frac{1}{2} \frac{\partial g_{i j}}{\partial x^{k}} .
$$

From this, the following can be shown:
Proposition 4 A Riemannian manifold $\{\mathfrak{M}, g\}$ admits a pair of biorthogonal coordinates $x$ and $u$ if and only if there exists a pair of conjugate connections $\gamma$ and $\gamma^{*}$ such that $\gamma_{i j, k}(x)=0, \gamma^{* r s, t}(u)=0$.

In other words, biorthogonal coordinates are affine coordinates for the dually-flat pair of connections. In fact, we can now define a pair of torsion-free connections by

$$
\gamma_{i j, k}(x)=0, \quad \gamma_{i j, k}^{*}(x)=\frac{\partial g_{i j}}{\partial x^{k}}
$$

and show that they are conjugate with respect to $g$, that is, they satisfy (1.6). This is to say that we select an affine connection $\gamma$ such that $x$ is its affine coordinate. From (1.22), when $\gamma^{*}$ is expressed in $u$-coordinates,

$$
\begin{aligned}
\gamma^{* r s, t}(u) & =\sum_{i, j, k} g^{i r}(u) g^{j s}(u) \frac{\partial x^{k}}{\partial u_{t}} \frac{\partial g_{i j}(x)}{\partial x^{k}}+\frac{\partial g^{t s}(u)}{\partial u_{r}} \\
& =\sum_{i, j} g^{i r}(u)\left(-\frac{\partial g^{j s}(u)}{\partial u_{t}} g_{i j}(x)\right)+\frac{\partial g^{t s}(u)}{\partial u_{r}} \\
& =-\sum_{j} \delta_{j}^{r} \frac{\partial g^{j s}(u)}{\partial u_{t}}+\frac{\partial g^{t s}(u)}{\partial u_{r}}=0
\end{aligned}
$$

This implies that $u$ is an affine coordinate system with respect to $\gamma^{*}$. Therefore, biorthogonal coordinates are affine coordinates for a pair of dually-flat connections.

### 1.2.7 Symplectic, Complex, and Kähler Structures

Symplectic structure on a manifold refers to the existence of a closed, non-degenerate 2-tensor, i.e., a skew-symmetric bilinear map $\omega: W \times W \rightarrow \mathbb{R}$, with $\omega(X, Y)=$ $-\omega(Y, X)$ for all $X, Y \in W \subseteq \mathbb{R}^{2 n}$. For $\omega$ to be well-defined, the vector space $W$ is required to be orientable and even-dimensional. In this case, there exists a base $\left\{e_{1}, \ldots, e_{n}, f_{1}, \ldots, f_{n}\right\}$ of $W, \operatorname{dim}(W)=2 n$ such that $\omega\left(e_{i}, e_{j}\right)=0, \omega\left(f_{i}, f_{j}\right)=$ $0, \omega\left(e_{i}, f_{j}\right)=\delta_{i j}$ for all indices $i, j$ taking values in $1, \ldots, n$.

Symplectic structure is closely related to inner-product structure (the existence of a positive-definite symmetric bilinear map $G: W \times W \rightarrow \mathbb{R}$ ) and complex structure (linear mapping $J: W \rightarrow W$ such that $J^{2}=-I d$ ) on an even-dimensional vector space $W$. The complex structure $J$ on $W$ is said to be compatible with a symplectic structure $\omega$ if $\omega(J X, J Y)=\omega(X, Y)$ (symplectomorphism condition) and $\omega(X, J Y)>$ 0 (taming condition) for any $X, Y \in W$. With $\omega, J$ given, $G(X, Y) \equiv \omega(X, J Y)$ can be shown to be symmetric and positive-definite, and hence an inner-product on $W$.

The cotangent bundle $\mathcal{T}^{*} \mathfrak{M}$ of any manifold $\mathfrak{M}$ admits a canonical symplectic form written as

$$
\omega=\sum_{i=1}^{n} d x^{i} \wedge d p_{i}
$$

where $\left(x^{1}, \ldots, x^{n}, p_{1}, \ldots, p_{n}\right)$ are coordinates of $\mathcal{T}^{*} \mathfrak{M}$. That $\omega$ is closed can be shown by the existence of the tautological (or Liouville) 1-form

$$
\alpha=\sum_{i=1}^{n} p_{i} d x^{i}
$$

(which can be checked to be coordinate-independent on $\mathcal{T}^{*} \mathfrak{M}$ ) and then verifying $\omega=-d \alpha$. Hence, $\omega$ is also coordinate-independent. Denote $\partial_{i}=\partial / \partial x^{i}, \widetilde{\partial}_{i}=\partial / \partial p_{i}$ as the base of the tangent bundle $\mathcal{T} \mathfrak{M}$, then

$$
\begin{equation*}
\omega\left(\partial_{i}, \partial_{j}\right)=\omega\left(\widetilde{\partial}_{i}, \widetilde{\partial}_{j}\right)=0 ; \omega\left(\partial_{i}, \widetilde{\partial}_{j}\right)=-\omega\left(\widetilde{\partial}_{j}, \partial_{i}\right)=\omega_{i j} \tag{1.28}
\end{equation*}
$$

That is, when viewed as $2 \times 2$ blocks of $n \times n$ matrix, $\omega$ vanishes on diagonal blocks and has non-zero entries $\omega_{i j}$ and $-\omega_{i j}$ only on off-diagonal blocks.

The aforementioned linear map $J$ of the tangent space $T_{x} \mathfrak{M} \simeq W$ at any point $x \in \mathfrak{M}$

$$
J: J \partial_{i}=\widetilde{\partial}_{j}, J \widetilde{\partial}_{j}=-\partial_{i},
$$

gives rise to an "almost complex structure" on $T_{x} \mathfrak{M}$. For $\mathcal{T} \mathfrak{M}$ to be complex, that is, admitting complex coordinates, an integrable condition needs to be imposed for the $J$-maps at various base points $x$ of $\mathfrak{M}$, and hence at various tangent spaces $T_{x} \mathfrak{M}$, to be "compatible" with one another. The condition is that the so-called Nijenhuis tensor $N$

$$
N(X, Y)=[J X, J Y]-J[X, J Y]-J[J X, Y]-[X, Y]
$$

must vanish for arbitrary tangent vector fields $X, Y$.
The Riemannian metric tensor $G$ on $\mathcal{T} \mathfrak{M}$ compatible with $\omega$ has the form

$$
\begin{aligned}
G_{i j^{\prime}} & \equiv G\left(\partial_{i}, \tilde{\partial}_{j}\right)=0 \\
G_{i^{\prime} j} & \equiv G\left(\tilde{\partial}_{i}, \partial_{j}\right)=0 \\
G_{i j} & \equiv G\left(\partial_{i}, \partial_{j}\right)=g_{i j} \\
G_{i^{\prime} j^{\prime}} & \equiv G\left(\tilde{\partial}_{i}, \tilde{\partial}_{j}\right)=g_{i j}
\end{aligned}
$$

where $i^{\prime}=n+i, j^{\prime}=n+j$ and $i, j$ takes values in $1, \ldots, n$. When viewed as $2 \times 2$ blocks of $n \times n$ matrix, $G$ vanishes on the off-diagonal blocks and has non-zero entries $g_{i j}$ only on the two diagonal blocks. Such a metric on $\mathcal{T} \mathfrak{M}$ is in the form of Sasaki metric, which can also result from an appropriate "lift" of the Riemannian metric on $\mathfrak{M}$ into $\mathcal{T} \mathfrak{M}$, via an affine connection on $\mathcal{T} \mathfrak{M}$ which induces a splitting of $\mathcal{T} \mathcal{T M}$, the tangent bundle of $\mathcal{T} \mathfrak{M}$ as the base manifold. We omit the technical details here, but refer interested readers to Yano and Ishihara [22] and, in the context of statistical manifold, to Matsuzoe and Inoguchi [12].

It is a basic conclusion in symplectic geometry that for any symplectic form, there exists a compatible almost complex structure $J$. Along with the Riemannian metric, the three structures $(G, \omega, J)$ are said to form a compatible triple if any two gives rise to the third one. When a manifold has a compatible triple $(G, \omega, J)$ in which $J$ is integrable, it is called a Kähler manifold. On a Kähler manifold, using complex coordinates, the metric $\tilde{G}$ associated with the complex line-element

$$
d s^{2}=\tilde{G}_{i j} d z^{i} d \bar{z}^{j}
$$

is given by

$$
\tilde{G}_{i j}(z, \bar{z})=\frac{\partial^{2} \Phi}{\partial z^{i} \partial \bar{z}^{j}} .
$$

Here the real-valued function $\Phi$ (of complex variables) is called the "Kähler potential".

It is known that the tangent bundle $\mathcal{T M}$ of a manifold $\mathfrak{M}$ with a flat connection on it admits a complex structure [7]. As [18] pointed out, Hessian manifold can be seen as the "real" Kähler manifold.

Proposition 5 ([7]) $(\mathfrak{M}, g, \nabla)$ is a Hessian manifold if and only if $(T \mathfrak{M}, J, G)$ is a Kähler manifold, where $G$ is the Sasaki lift of $g$.

### 1.3 Divergence Functions and Induced Structures

### 1.3.1 Statistical Structure Induced on $T \mathfrak{M}$

A divergence function $\mathcal{D}: \mathfrak{M} \times \mathfrak{M} \rightarrow \mathbb{R}_{\geq 0}$ on a manifold $\mathfrak{M}$ under a local chart $V \subseteq \mathbb{R}^{n}$ is defined as a smooth function (differentiable up to third order) which satisfies
(i) $\mathcal{D}(x, y) \geq 0 \forall x, y \in V$ with equality holding if and only if $x=y$;
(ii) $\mathcal{D}_{i}(x, x)=\mathcal{D}_{, j}(x, x)=0, \forall i, j \in\{1,2, \ldots, n\}$;
(iii) $-\mathcal{D}_{i, j}(x, x)$ is positive definite.

Here $\mathcal{D}_{i}(x, y)=\partial_{x^{i}} \mathcal{D}(x, y), \mathcal{D}_{, i}(x, y)=\partial_{y^{i}} \mathcal{D}(x, y)$ denote partial derivatives with respect to the $i$-th component of point $x$ and of point $y$, respectively, $\mathcal{D}_{i, j}(x, y)=$ $\partial_{x^{i}} \partial_{y^{j}} \mathcal{D}(x, y)$ the second-order mixed derivative, etc.

On a manifold, divergence functions act as "pseudo-distance" functions that are non-negative but need not be symmetric. That dualistic Riemannian manifold structure (i.e., statistical structure) can be induced from a divergence function was first demonstrated by S. Eguchi.

Proposition 6 ([8, 9]) A divergence function $\mathcal{D}$ induces a Riemannian metric $g$ and a pair of torsion-free conjugate connections $\Gamma, \Gamma^{*}$ given as

$$
\begin{aligned}
g_{i j}(x) & =-\left.\mathcal{D}_{i, j}(x, y)\right|_{x=y} ; \\
\Gamma_{i j, k}(x) & =-\left.\mathcal{D}_{i j, k}(x, y)\right|_{x=y} ; \\
\Gamma_{i j, k}^{*}(x) & =-\left.\mathcal{D}_{k, i j}(x, y)\right|_{x=y} .
\end{aligned}
$$

It is easily verifiable that $\Gamma_{i j, k}, \Gamma_{i j, k}^{*}$ as given above are torsion-free ${ }^{3}$ and satisfy the conjugacy condition with respect to the induced metric $g_{i j}$. Hence $\left\{\mathfrak{M}, g, \Gamma, \Gamma^{*}\right\}$ as induced is a "statistical manifold" [10].

A natural question is whether/how the statistical structures induced from different divergence functions are related. The following is known:

Proposition 7 ([14]) Let $\mathcal{D}$ be a divergence function and $\psi, \phi$ be two arbitrary functions. If $\mathcal{D}^{\prime}(x, y)=e^{\psi(x)+\phi(y)} \mathcal{D}(x, y)$, then $\mathcal{D}^{\prime}(x, y)$ is also a divergence function, and the induced $\left(\mathfrak{M}, g^{\prime}, \Gamma^{\prime}\right)$ and $(\mathfrak{M}, g, \Gamma)$ induced from $\mathcal{D}(x, y)$ are conformallyprojectively equivalent. In particular, when $\phi(x)=$ const, then $\Gamma^{\prime}$ and $\Gamma$ are projectively equivalent; when $\psi(y)=$ const, then $\Gamma^{\prime}$ and $\Gamma$ are dual-projectively equivalent.

[^3]
### 1.3.2 Symplectic Structure Induced on $\mathfrak{M} \times \mathfrak{M}$

A divergence function $\mathcal{D}$ is given as a bi-variable function on $\mathfrak{M}$ (of dimension $n$ ). We now view it as a (single-variable) function on $\mathfrak{M} \times \mathfrak{M}$ (of dimension $2 n$ ) that assumes zero value along the diagonal $\Delta_{\mathfrak{M}} \subset \mathfrak{M} \times \mathfrak{M}$. In this subsection, we investigate the condition under which a divergence function can serve as a "generating function" of a symplectic structure on $\mathfrak{M} \times \mathfrak{M}$. A compatible metric on $\mathfrak{M} \times \mathfrak{M}$ will also be derived.

First, we fix a particular $y$ or a particular $x$ in $\mathfrak{M} \times \mathfrak{M}$-this results in two $n$-dimensional submanifolds of $\mathfrak{M} \times \mathfrak{M}$ that will be denoted, respectively, $\mathfrak{M}_{x} \simeq \mathfrak{M}$ (with $y$ point fixed) and $\mathfrak{M}_{y} \simeq \mathfrak{M}$ (with $x$ point fixed). Let us write out the canonical symplectic form $\omega_{x}$ on the cotangent bundle $\mathcal{T}^{*} \mathfrak{M}_{x}$ given by

$$
\omega_{x}=d x^{i} \wedge d \xi^{i}
$$

Given $\mathcal{D}$, we define a map $L_{\mathcal{D}}$ from $\mathfrak{M} \times \mathfrak{M} \rightarrow \mathcal{T}^{*} \mathfrak{M}_{x},(x, y) \mapsto(x, \xi)$ given by

$$
L_{\mathcal{D}}:(x, y) \mapsto\left(x, \mathcal{D}_{i}(x, y) d x^{i}\right) .
$$

(Recall that the comma separates the variable being in the first slot versus the second slot for differentiation.) It is easy to check that in a neighborhood of the diagonal $\Delta_{\mathfrak{M}} \subset \mathfrak{M} \times \mathfrak{M}$, the map $L_{\mathcal{D}}$ is a diffeomorphism since the Jacobian matrix of the map

$$
\left(\begin{array}{cc}
\delta_{i j} & \mathcal{D}_{i j} \\
0 & \mathcal{D}_{i, j}
\end{array}\right)
$$

is non-degenerate in such a neighborhood of the diagonal $\Delta_{\mathfrak{M}}$.
We calculate the pullback of this symplectic form (defined on $\mathcal{T}^{*} \mathfrak{M}_{x}$ ) to $\mathfrak{M} \times \mathfrak{M}$ :

$$
\begin{aligned}
L_{\mathcal{D}}^{*} \omega_{x} & =L_{\mathcal{D}}^{*}\left(d x^{i} \wedge d \xi^{i}\right)=d x^{i} \wedge d \mathcal{D}_{i}(x, y) \\
& =d x^{i} \wedge\left(\mathcal{D}_{i j}(x, y) d x^{j}+\mathcal{D}_{i, j} d y^{j}\right)=\mathcal{D}_{i, j}(x, y) d x^{i} \wedge d y^{j}
\end{aligned}
$$

(Here $\mathcal{D}_{i j} d x^{i} \wedge d x^{j}=0$ since $\mathcal{D}_{i j}(x, y)=\mathcal{D}_{j i}(x, y)$ always holds.)
Similarly, we consider the canonical symplectic form $\omega_{y}=d y^{i} \wedge d \eta^{i}$ on $\mathfrak{M}_{y}$ and define a map $R_{\mathcal{D}}$ from $\mathfrak{M} \times \mathfrak{M} \rightarrow \mathcal{T}^{*} \mathfrak{M}_{y},(x, y) \mapsto(y, \eta)$ given by

$$
R_{\mathcal{D}}:(x, y) \mapsto\left(y, \mathcal{D}_{, i}(x, y) d y^{i}\right) .
$$

Using $R_{\mathcal{D}}$ to pullback $\omega_{y}$ to $\mathfrak{M} \times \mathfrak{M}$ yields an analogous formula:

$$
R_{\mathcal{D}}^{*} \omega_{y}=-\mathcal{D}_{i, j}(x, y) d x^{i} \wedge d y^{j}
$$

Therefore, based on canonical symplectic forms on $\mathcal{T}^{*} \mathfrak{M}_{x}$ and $\mathcal{T}^{*} \mathfrak{M}_{y}$, we obtained the same symplectic form on $\mathfrak{M} \times \mathfrak{M}$

$$
\begin{equation*}
\omega_{\mathcal{D}}(x, y)=-\mathcal{D}_{i, j}(x, y) d x^{i} \wedge d y^{j} \tag{1.29}
\end{equation*}
$$

Proposition 8 A divergence function $\mathcal{D}$ induces a symplectic form $\omega_{\mathcal{D}}$ (1.29) on $\mathfrak{M} \times \mathfrak{M}$ which is the pullback of the canonical symplectic forms $\omega_{x}$ and $\omega_{y}$ by the maps $L_{\mathcal{D}}$ and $R_{\mathcal{D}}$

$$
\begin{equation*}
L_{\mathcal{D}}^{*} \omega_{y}=\mathcal{D}_{i, j}(x, y) d x^{i} \wedge d y^{j}=-R_{\mathcal{D}}^{*} \omega_{x} \tag{1.30}
\end{equation*}
$$

It was Barndorff-Nielsen and Jupp [3] who first proposed (1.29) as an induced symplectic form on $\mathfrak{M} \times \mathfrak{M}$, apart from a minus sign; the divergence function $\mathcal{D}$ was called a "york". As an example, Bregman divergence $\mathcal{B}_{\Phi}$ (given by (1.33) below) induces the symplectic form $\sum \Phi_{i j} d x^{i} \wedge d y^{j}$.

### 1.3.3 Almost Complex Structure and Hermite Metric on $\mathfrak{M} \times \mathfrak{M}$

An almost complex structure $J$ on $\mathfrak{M} \times \mathfrak{M}$ is defined by a vector bundle isomorphism (from $\mathcal{T}(\mathfrak{M} \times \mathfrak{M})$ to itself), with the property that $J^{2}=-I d$. Requiring $J$ to be compatible with $\omega_{\mathcal{D}}$, that is,

$$
\omega_{\mathcal{D}}(J X, J Y)=\omega_{\mathcal{D}}(X, Y), \quad \forall X, Y \in \mathcal{T}_{(x, y)}(\mathfrak{M} \times \mathfrak{M}),
$$

we may obtain a constraint on the divergence function $\mathcal{D}$. From

$$
\omega_{\mathcal{D}}\left(\frac{\partial}{\partial x^{i}}, \frac{\partial}{\partial y^{j}}\right)=\omega_{\mathcal{D}}\left(J \frac{\partial}{\partial x^{i}}, J \frac{\partial}{\partial y^{j}}\right)=\omega_{\mathcal{D}}\left(\frac{\partial}{\partial y^{i}},-\frac{\partial}{\partial x^{j}}\right)=\omega_{\mathcal{D}}\left(\frac{\partial}{\partial x^{j}}, \frac{\partial}{\partial y^{i}}\right),
$$

we require

$$
\begin{equation*}
\mathcal{D}_{i, j}=\mathcal{D}_{j, i}, \tag{1.31}
\end{equation*}
$$

or explicitly

$$
\frac{\partial^{2} \mathcal{D}}{\partial x^{i} \partial y^{j}}=\frac{\partial^{2} \mathcal{D}}{\partial x^{j} \partial y^{i}}
$$

Note that this condition is always satisfied on $\Delta_{\mathfrak{M}}$, by the definition of a divergence function $\mathcal{D}$, which has allowed us to define a Riemannian structure on $\Delta_{\mathfrak{M}}$ (Proposition 6). We now require it to be satisfied on $\mathfrak{M} \times \mathfrak{M}$ (at least a neighborhood of $\Delta_{\mathfrak{M}}$ ).

For divergence functions satisfying (1.31), we can consider inducing a metric $G_{\mathcal{D}}$ on $\mathfrak{M} \times \mathfrak{M}$-the induced Riemannian (Hermit) metric $G_{\mathcal{D}}$ is defined by

$$
G_{\mathcal{D}}(X, Y)=\omega_{\mathcal{D}}(X, J Y)
$$

It is easy to verify $G_{\mathcal{D}}$ is invariant under the almost complex structure $J$. The metric components are given by:

$$
\begin{aligned}
& G_{i j}=G_{\mathcal{D}}\left(\frac{\partial}{\partial x^{i}}, \frac{\partial}{\partial x^{j}}\right)=\omega_{\mathcal{D}}\left(\frac{\partial}{\partial x^{i}}, J \frac{\partial}{\partial x^{j}}\right)=\omega_{\mathcal{D}}\left(\frac{\partial}{\partial x^{i}}, \frac{\partial}{\partial y^{j}}\right)=-\mathcal{D}_{i, j}, \\
& G_{i^{\prime} j^{\prime}}=g_{\mathcal{D}}\left(\frac{\partial}{\partial y^{i}}, \frac{\partial}{\partial y^{j}}\right)=\omega_{\mathcal{D}}\left(\frac{\partial}{\partial y^{i}}, J \frac{\partial}{\partial y^{j}}\right)=\omega_{\mathcal{D}}\left(\frac{\partial}{\partial y^{i}},-\frac{\partial}{\partial x^{j}}\right)=-\mathcal{D}_{j, i}, \\
& G_{i j^{\prime}}=g_{\mathcal{D}}\left(\frac{\partial}{\partial x^{i}}, \frac{\partial}{\partial y^{j}}\right)=\omega_{\mathcal{D}}\left(\frac{\partial}{\partial x^{i}}, J \frac{\partial}{\partial y^{j}}\right)=\omega_{\mathcal{D}}\left(\frac{\partial}{\partial x^{i}},-\frac{\partial}{\partial x^{j}}\right)=0 . \\
& G_{i^{\prime} j}=g_{\mathcal{D}}\left(\frac{\partial}{\partial y^{i}}, \frac{\partial}{\partial x^{j}}\right)=\omega_{\mathcal{D}}\left(\frac{\partial}{\partial y^{i}}, J \frac{\partial}{\partial x^{j}}\right)=\omega_{\mathcal{D}}\left(\frac{\partial}{\partial y^{i}},-\frac{\partial}{\partial y^{j}}\right)=0 .
\end{aligned}
$$

So the desired Riemannian metric on $\mathfrak{M} \times \mathfrak{M}$ is

$$
G_{\mathcal{D}}=-\mathcal{D}_{i, j}\left(d x^{i} d x^{j}+d y^{i} d y^{j}\right)
$$

So for $G_{\mathcal{D}}$ to be a Riemannian metric, we require $-\mathcal{D}_{i, j}$ to be positive-definite.
We call a divergence function $\mathcal{D}$ proper if and only if $-\mathcal{D}_{i, j}$ is symmetric and positive-definite on $\mathfrak{M} \times \mathfrak{M}$. Just as any divergence function induces a Riemannian structure on the diagonal manifold $\Delta_{\mathfrak{M}}$ of $\mathfrak{M} \times \mathfrak{M}$, any proper divergence function induces a Riemannian structure on $\mathfrak{M} \times \mathfrak{M}$ that is compatible with the symplectic structure $\omega_{\mathcal{D}}$ on it.

### 1.3.4 Complexification and Kähler Structure on $\mathfrak{M} \times \mathfrak{M}$

We now discuss possible existence of a Kähler structure on the product manifold $\mathfrak{M} \times \mathfrak{M}$. By definition,

$$
\begin{aligned}
d s^{2} & =G_{\mathcal{D}}-\sqrt{-1} \omega_{\mathcal{D}} \\
& =-\mathcal{D}_{i, j}\left(d x^{i} \otimes d x^{j}+d y^{i} \otimes d y^{j}\right)+\sqrt{-1} \mathcal{D}_{i, j}\left(d x^{i} \otimes d y^{j}-d y^{i} \otimes d x^{j}\right) \\
& =-\mathcal{D}_{i, j}\left(d x^{i}+\sqrt{-1} d y^{i}\right) \otimes\left(d x^{j}-\sqrt{-1} d y^{j}\right)=-\mathcal{D}_{i, j} d z^{i} \otimes d \bar{z}^{j}
\end{aligned}
$$

Now introduce complex coordinates $z=x+\sqrt{-1} y$,

$$
\mathcal{D}(x, y)=\mathcal{D}\left(\frac{z+\bar{z}}{2}, \frac{z-\bar{z}}{2 \sqrt{-1}}\right) \equiv \widehat{D}(z, \bar{z}),
$$

So

$$
\frac{\partial^{2} \mathcal{D}}{\partial z^{i} \partial \bar{z}^{j}}=\frac{1}{4}\left(\mathcal{D}_{i j}+\mathcal{D}_{, i j}\right)=\frac{1}{2} \frac{\partial^{2} \widehat{\mathcal{D}}}{\partial z^{i} \partial \overline{z^{j}}} .
$$

If $\mathcal{D}$ satisfies

$$
\begin{equation*}
\mathcal{D}_{i j}+\mathcal{D}_{, i j}=\kappa \mathcal{D}_{i, j} \tag{1.32}
\end{equation*}
$$

where $\kappa$ is a constant, then $\mathfrak{M} \times \mathfrak{M}$ admits a Kähler potential (and hence $\widehat{\mathcal{D}}$ is a Kähler manifold)

$$
d s^{2}=\frac{\kappa}{2} \frac{\partial^{2} \widehat{\mathcal{D}}}{\partial z^{i} \partial \bar{z}^{j}} d z^{i} \otimes d \bar{z}^{j}
$$

### 1.3.5 Canonical Divergence for Hessian Manifold

On dually flat (i.e., Hessian) manifold, there is a canonical divergence as shown below. Recall that the Hessian metric

$$
g_{i j}(x)=\frac{\partial^{2} \Phi(x)}{\partial x^{i} \partial x^{j}}
$$

and the dual connections

$$
\Gamma_{i j, k}(x)=0, \quad \Gamma_{i j, k}^{*}(x)=\frac{\partial^{3} \Phi(x)}{\partial x^{i} \partial x^{j} \partial x^{k}}
$$

are induced from a convex potential function $\Phi$. In the (biorthogonal) $u$-coordinates, these geometric quantities can be expressed as

$$
g^{i j}(u)=\frac{\partial^{2} \widetilde{\Phi}(u)}{\partial u_{i} \partial u_{j}}, \quad \Gamma^{* i j, k}(u)=0, \quad \Gamma^{i j, k}(u)=\frac{\partial^{3} \widetilde{\Phi}(u)}{\partial u_{i} \partial u_{j} \partial u_{k}}
$$

where $\widetilde{\Phi}$ is the convex conjugate of $\Phi$.
Integrating the Hessian structure reveals the so-called Bregman divergence $\mathcal{B}_{\Phi}(x, y)[4]$ as the generating function:

$$
\begin{equation*}
\mathcal{B}_{\Phi}(x, y)=\Phi(x)-\Phi(y)-\langle x-y, \partial \Phi(y)\rangle \tag{1.33}
\end{equation*}
$$

where $\partial \Phi=\left[\partial_{1} \Phi, \ldots, \partial_{n} \Phi\right]$ with $\partial_{i} \equiv \partial / \partial x^{i}$ denotes the gradient valued in the co-vector space $\mathbb{R}^{n}$, and $\langle\cdot, \cdot\rangle_{n}$ denotes the canonical pairing of a point/vector $x=\left[x^{1}, \ldots, x^{n}\right] \in \mathbb{R}^{n}$ and a point/co-vector $u=\left[u_{1}, \ldots, u_{n}\right] \in \widetilde{\mathbb{R}}_{n}\left(\right.$ dual to $\left.\mathbb{R}^{n}\right)$ :

$$
\begin{equation*}
\langle x, u\rangle_{n}=\sum_{i=1}^{n} x^{i} u_{i} \tag{1.34}
\end{equation*}
$$

(Where there is no danger of confusion, the subscript $n$ in $\langle\cdot, \cdot\rangle_{n}$ is often omitted.) A basic fact in convex analysis is that the necessary and sufficient condition for a smooth function $\Phi$ to be strictly convex is

$$
\begin{equation*}
\mathcal{B}_{\Phi}(x, y)>0 \tag{1.35}
\end{equation*}
$$

for $x \neq y$.
Recall that, when $\Phi$ is convex, its convex conjugate $\widetilde{\Phi}: \widetilde{V} \subseteq \widetilde{\mathbb{R}}_{n} \rightarrow \mathbb{R}$ is defined through the Legendre transform:

$$
\begin{equation*}
\widetilde{\Phi}(u)=\left\langle(\partial \Phi)^{-1}(u), u\right\rangle-\Phi\left((\partial \Phi)^{-1}(u)\right), \tag{1.36}
\end{equation*}
$$

with $\widetilde{\widetilde{\Phi}}=\Phi$ and $(\partial \Phi)=(\partial \widetilde{\Phi})^{-1}$. The function $\widetilde{\Phi}$ is also convex, and through which (1.35) precisely expresses the Fenchel inequality

$$
\Phi(x)+\widetilde{\Phi}(u)-\langle x, u\rangle \geq 0
$$

for any $x \in V, u \in \widetilde{V}$, with equality holding if and only if

$$
\begin{equation*}
u=(\partial \Phi)(x)=(\partial \widetilde{\Phi})^{-1}(x) \longleftrightarrow x=(\partial \widetilde{\Phi})(u)=(\partial \Phi)^{-1}(u), \tag{1.37}
\end{equation*}
$$

or, in component form,

$$
\begin{equation*}
u_{i}=\frac{\partial \Phi}{\partial x^{i}} \longleftrightarrow x^{i}=\frac{\partial \widetilde{\Phi}}{\partial u_{i}} \tag{1.38}
\end{equation*}
$$

With the aid of conjugate variables, we can introduce the "canonical divergence" $\mathcal{A}_{\Phi}: V \times \widetilde{V} \rightarrow \mathbb{R}_{+}\left(\right.$and $\left.\mathcal{A}_{\widetilde{\Phi}}: \widetilde{V} \times V \rightarrow \mathbb{R}_{+}\right)$

$$
\mathcal{A}_{\Phi}(x, v)=\Phi(x)+\widetilde{\Phi}(v)-\langle x, v\rangle=\mathcal{A}_{\widetilde{\Phi}}(v, x)
$$

They are related to the Bregman divergence (1.33) via

$$
\mathcal{B}_{\Phi}\left(x,(\partial \Phi)^{-1}(v)\right)=\mathcal{A}_{\Phi}(x, v)=\mathcal{B}_{\widetilde{\Phi}}((\partial \widetilde{\Phi})(x), v)
$$

## $1.4 \mathcal{D}_{\Phi}$-Divergence and Its Induced Structures

In this section, we study a particular parametric family of divergence functions, called $\mathcal{D}_{\Phi}$, induced by a strictly convex function $\Phi$, with $\alpha$ as the parameter. This family was first introduced by Zhang [23], who showed that it included many familiar families (see also [27]). The resulting geometric structures will be studied below.

### 1.4.1 $\mathcal{D}_{\Phi}$-Divergence Functions

Recall that, by definition, a strictly convex function $\Phi: V \subseteq \mathbb{R}^{n} \rightarrow \mathbb{R}, x \mapsto \Phi(x)$ satisfies

$$
\begin{equation*}
\frac{1-\alpha}{2} \Phi(x)+\frac{1+\alpha}{2} \Phi(y)-\Phi\left(\frac{1-\alpha}{2} x+\frac{1+\alpha}{2} y\right)>0 \tag{1.39}
\end{equation*}
$$

for all $x \neq y$ for any $|\alpha|<1$ (the inequality sign is reversed when $|\alpha|>1$ ). Assume $\Phi$ to be sufficiently smooth (differentiable up to fourth order).

Zhang [23] introduced the following family of function on $V \times V$ as indexed by $\alpha \in \mathbb{R}$

$$
\begin{equation*}
\mathcal{D}_{\Phi}^{(\alpha)}(x, y)=\frac{4}{1-\alpha^{2}}\left(\frac{1-\alpha}{2} \Phi(x)+\frac{1+\alpha}{2} \Phi(y)-\Phi\left(\frac{1-\alpha}{2} x+\frac{1+\alpha}{2} y\right)\right) . \tag{1.40}
\end{equation*}
$$

From its construction, $\mathcal{D}_{\Phi}^{(\alpha)}(x, y)$ is non-negative for $|\alpha|<1$ due to Eq. (1.39), and for $|\alpha|=1$ due to Eq. (1.35). For $|\alpha|>1$, assuming $\left(\frac{1-\alpha}{2} x+\frac{1+\alpha}{2} y\right) \in V$, the non-negativity of $\mathcal{D}_{\Phi}^{(\alpha)}(x, y)$ can also be proven due to the inequality (1.39) reversing its sign. Furthermore, $\mathcal{D}_{\Phi}^{( \pm 1)}(x, y)$ is defined by taking $\lim _{\alpha \rightarrow \pm 1}$ :

$$
\begin{aligned}
& \mathcal{D}_{\Phi}^{(1)}(x, y)=\mathcal{D}_{\Phi}^{(-1)}(y, x)=B_{\Phi}(x, y), \\
& \mathcal{D}_{\Phi}^{(-1)}(x, y)=\mathcal{D}_{\Phi}^{(1)}(y, x)=B_{\Phi}(y, x) .
\end{aligned}
$$

Note that $\mathcal{D}_{\Phi}^{(\alpha)}(x, y)$ satisfies the relation (called "referential duality" in [24])

$$
\mathcal{D}_{\Phi}^{(\alpha)}(x, y)=\mathcal{D}_{\Phi}^{(-\alpha)}(y, x),
$$

that is, exchanging the asymmetric status of the two points (in the directed distance) amounts to $\alpha \leftrightarrow-\alpha$.

### 1.4.2 Induced $\alpha$-Hessian Structure on $T \mathfrak{M}$

We start by reviewing a main result from [23] linking the divergence function $\mathcal{D}_{\Phi}^{(\alpha)}(x, y)$ defined in (1.40) and the $\alpha$-Hessian structure.
Proposition 9 ([23]) The manifold $\left\{\mathcal{M}, g(x), \Gamma^{(\alpha)}(x), \Gamma^{(-\alpha)}(x)\right\}^{4}$ associated with $\mathcal{D}_{\Phi}^{(\alpha)}(x, y)$ is given by

$$
\begin{equation*}
g_{i j}(x)=\Phi_{i j} \tag{1.41}
\end{equation*}
$$

[^4]and
\[

$$
\begin{equation*}
\Gamma_{i j, k}^{(\alpha)}(x)=\frac{1-\alpha}{2} \Phi_{i j k}, \quad \Gamma_{i j, k}^{*(\alpha)}(x)=\frac{1+\alpha}{2} \Phi_{i j k} . \tag{1.42}
\end{equation*}
$$

\]

Here, $\Phi_{i j}, \Phi_{i j k}$ denote, respectively, second and third partial derivatives of $\Phi(x)$

$$
\Phi_{i j}=\frac{\partial^{2} \Phi(x)}{\partial x^{i} \partial x^{j}}, \quad \Phi_{i j k}=\frac{\partial^{3} \Phi(x)}{\partial x^{i} \partial x^{j} \partial x^{k}} .
$$

Recall that an $\alpha$-Hessian manifold is equipped with an $\alpha$-independent metric and a family of $\alpha$-transitively flat connections $\Gamma^{(\alpha)}$ (i.e., $\Gamma^{(\alpha)}$ satisfying (1.16) and $\Gamma^{( \pm 1)}$ are dually flat). From (1.42),

$$
\Gamma_{i j, k}^{*(\alpha)}=\Gamma_{i j, k}^{(-\alpha)}
$$

with the Levi-Civita connection given as:

$$
\widehat{\Gamma}_{i j, k}(x)=\frac{1}{2} \Phi_{i j k} .
$$

Straightforward calculation shows that:
Proposition 10 ([26]) For $\alpha$-Hessian manifold $\left\{\mathfrak{M}, g(x), \Gamma^{(\alpha)}(x), \Gamma^{(-\alpha)}(x)\right\}$,
(i) the Riemann curvature tensor of the $\alpha$-connection is given by:

$$
R_{\mu \nu i j}^{(\alpha)}(x)=\frac{1-\alpha^{2}}{4} \sum_{l, k}\left(\Phi_{i l \nu} \Phi_{j k \mu}-\Phi_{i l \mu} \Phi_{j k \nu}\right) \Psi^{l k}=R_{i j \mu \nu}^{*(\alpha)}(x),
$$

with $\Psi^{i j}$ being the matrix inverse of $\Phi_{i j}$;
(ii) all $\alpha$-connections are equiaffine, with the $\alpha$-parallel volume forms (i.e., the volume forms that are parallel under $\alpha$-connections) given by

$$
\omega^{(\alpha)}(x)=\operatorname{det}\left[\Phi_{i j}(x)\right]^{\frac{1-\alpha}{2}}
$$

It is worth pointing out that while $\mathcal{D}_{\Phi}$-divergence induces the $\alpha$-Hessian structure, it is not unique, as the same structure can arise from the following divergence function, which is a mixture of Bregman divergences in conjugate forms:

$$
\frac{1-\alpha}{2} \mathcal{B}_{\Phi}(x, y)+\frac{1+\alpha}{2} \mathcal{B}_{\Phi}(y, x)
$$

### 1.4.3 The Family of $\alpha$-Geodesics

The family of auto-parallel curves on $\alpha$-Hessian manifold have analytic expression. From

$$
\frac{d^{2} x^{i}}{d s^{2}}+\sum_{j, k} \Gamma_{j k}^{i(\alpha)} \frac{d x^{j}}{d s} \frac{d x^{k}}{d s}=0
$$

and substituting (1.42), we obtain

$$
\sum_{i} \Phi_{k i} \frac{d^{2} x^{i}}{d s^{2}}+\frac{1-\alpha}{2} \sum_{i, l} \Phi_{k i j} \frac{d x^{j}}{d s} \frac{d x^{k}}{d s}=0 \longleftrightarrow \frac{d^{2}}{d s^{2}} \Phi_{k}\left(\frac{1-\alpha}{2} x\right)=0
$$

So the auto-parallel curves of an $\alpha$-Hessian manifold all have the form

$$
\Phi_{k}\left(\frac{1-\alpha}{2} x\right)=a^{k} s^{(\alpha)}+b^{k}
$$

where the scalar $s$ is the arc length and $a^{k}, b^{k}, k=1,2 \ldots, n$ are constant vectors (determined by a point and the direction along which the auto-parallel curve flows through). For $\alpha=-1$, the auto-parallel curves are given by $u^{k}=\Phi_{k}(x)=a^{k} s+b^{k}$ are affine coordinates as previously noted.

### 1.4.3.1 Related Divergences and Geometries

Note that the metric and conjugated connections in the forms (1.41) and (1.42) are induced from (1.40). Using the convex conjugate $\widetilde{\Phi}: \widetilde{V} \rightarrow \mathbb{R}$ given by (1.36), we introduce the following family of divergence functions $\widetilde{\mathcal{D}}_{\widetilde{\Phi}}^{(\alpha)}(x, y)$ defined by

$$
\widetilde{\mathcal{D}}_{\widetilde{\Phi}}^{(\alpha)}(x, y) \equiv \mathcal{D}_{\widetilde{\Phi}}^{(\alpha)}((\partial \Phi)(x),(\partial \Phi)(y)) .
$$

Explicitly written, this new family of divergence functions is

$$
\begin{aligned}
\widetilde{\mathcal{D}}_{\widetilde{\Phi}}^{(\alpha)}(x, y)=\frac{4}{1-\alpha^{2}} & \left(\frac{1-\alpha}{2} \widetilde{\Phi}(\partial \Phi(x))+\frac{1+\alpha}{2} \widetilde{\Phi}(\partial \Phi(y))\right. \\
& \left.-\widetilde{\Phi}\left(\frac{1-\alpha}{2} \partial \Phi(x)+\frac{1+\alpha}{2} \partial \Phi(y)\right)\right) .
\end{aligned}
$$

Straightforward calculation shows that $\widetilde{\mathcal{D}}_{\widetilde{\Phi}}^{(\alpha)}(x, y)$ induces the $\alpha$-Hessian structure $\left\{\mathcal{M}, g, \Gamma^{(-\alpha)}, \Gamma^{(\alpha)}\right\}$ where $\Gamma^{(\mp \alpha)}$ are given by (1.42); that is, the pair of $\alpha$-connections are themselves "conjugate" (in the sense of $\alpha \leftrightarrow-\alpha$ ) to those induced by $\mathcal{D}_{\Phi}^{(\alpha)}(x, y)$.

If, instead of choosing $x=\left[x^{1}, \ldots, x^{n}\right]$ as the local coordinates for the manifold $\mathfrak{M}$, we use its biorthogonal counterpart $u=\left[u_{1}, \ldots, u_{n}\right]$ related to $x$ via (1.38) to index points on $\mathcal{M}$. Under this $u$-coordinate system, the divergence function $\mathcal{D}_{\Phi}^{(\alpha)}$ between the same two points on $\mathcal{M}$ becomes

$$
\widetilde{\mathcal{D}}_{\Phi}^{(\alpha)}(u, v) \equiv \mathcal{D}_{\Phi}^{(\alpha)}((\partial \widetilde{\Phi})(u),(\partial \widetilde{\Phi})(v))
$$

Explicitly written,

$$
\begin{aligned}
\widetilde{\mathcal{D}}_{\Phi}^{(\alpha)}(u, v)=\frac{4}{1-\alpha^{2}}( & \frac{1-\alpha}{2} \Phi\left((\partial \Phi)^{-1}(u)\right)+\frac{1+\alpha}{2} \Phi\left((\partial \Phi)^{-1}(v)\right) \\
& \left.-\Phi\left(\frac{1-\alpha}{2}(\partial \Phi)^{-1}(u)+\frac{1+\alpha}{2}(\partial \Phi)^{-1}(v)\right)\right) .
\end{aligned}
$$

Proposition 11 ([23]) The $\alpha$-Hessian manifold $\left\{\mathfrak{M}, g(u), \Gamma^{(\alpha)}(u), \Gamma^{(-\alpha)}(u)\right\}$ associated with $\widetilde{\mathcal{D}}_{\Phi}^{(\alpha)}(u, v)$ is given by

$$
\begin{gather*}
g^{i j}(u)=\widetilde{\Phi}^{i j}(u),  \tag{1.43}\\
\Gamma^{(\alpha) i j, k}(u)=\frac{1+\alpha}{2} \widetilde{\Phi}^{i j k}, \quad \Gamma^{*(\alpha) i j, k}(u)=\frac{1-\alpha}{2} \widetilde{\Phi}_{i j k} \tag{1.44}
\end{gather*}
$$

Here, $\widetilde{\Phi}^{i j}, \widetilde{\Phi}^{i j k}$ denote, respectively, second and third partial derivatives of $\widetilde{\Phi}(u)$

$$
\widetilde{\Phi}^{i j}(u)=\frac{\partial^{2} \widetilde{\Phi}(u)}{\partial u_{i} \partial u_{j}}, \quad \widetilde{\Phi}^{i j k}(u)=\frac{\partial^{3} \widetilde{\Phi}(u)}{\partial u_{i} \partial u_{j} \partial u_{k}}
$$

We remark that the same metric (1.43) and the same $\alpha$-connections (1.44) are induced by $\mathcal{D}_{\widetilde{\Phi}}^{(-\alpha)}(u, v) \equiv \mathcal{D}_{\widetilde{\Phi}}^{(\alpha)}(v, u)$-this follows as a simple application of Eguchi relation.

An application of (1.23) gives rise to the following relations:

$$
\begin{aligned}
\Gamma^{(\alpha) m n, l}(u) & =-\sum_{i, j, k} g^{i m}(u) g^{j n}(u) g^{k l}(u) \Gamma_{i j, k}^{(-\alpha)}(x), \\
\Gamma^{*(\alpha) m n, l}(u) & =-\sum_{i, j, k} g^{i m}(u) g^{j n}(u) g^{k l}(u) \Gamma_{i j, k}^{(\alpha)}(x), \\
R^{(\alpha) k l m n}(u) & =\sum_{i, j, \mu, \nu} g^{i k}(u) g^{j l}(u) g^{\mu m}(u) g^{\nu n}(u) R_{i j \mu \nu}^{(\alpha)}(x) .
\end{aligned}
$$

The volume form associated with $\Gamma^{(\alpha)}$ is

$$
\omega^{(\alpha)}(u)=\operatorname{det}\left[\widetilde{\Phi}^{i j}(u)\right]^{\frac{1+\alpha}{2}} .
$$

Table 1.1 Various divergence functions under biorthogonal coordinates x or $u$ and their induced geometries

| Divergence function | Induced geometry |
| :--- | :--- |
| $\mathcal{D}_{\Phi}^{(\alpha)}(x, y)$ | $\left\{\Phi_{i j}(x), \Gamma(x)^{(\alpha)}, \Gamma(x)^{(-\alpha)}\right\}$ |
| $\mathcal{D}_{\tilde{\Phi}}^{(\alpha)}((\partial \Phi)(x),(\partial \Phi)(y))$ | $\left\{\Phi_{i j}(x), \Gamma(x)^{(-\alpha)}, \Gamma(x)^{(\alpha)}\right\}$ |
| $\mathcal{D}_{\tilde{\Phi}}^{(\alpha)}(u, v)$ | $\left\{\widetilde{\Phi}_{i j}(u), \Gamma(u)^{(-\alpha)}, \Gamma(u)^{(\alpha)}\right\}$ |
| $\mathcal{D}_{\Phi}^{(\alpha)}((\partial \widetilde{\Phi})(x),(\partial \widetilde{\Phi})(y))$ | $\left\{\widetilde{\Phi}^{i j}(u), \Gamma(u)^{(\alpha)}, \Gamma(u)^{(-\alpha)}\right\}$ |

When $\alpha= \pm 1, \widetilde{\mathcal{D}}_{\Phi}^{(\alpha)}(u, v)$, as well as $\widetilde{\mathcal{D}}_{\widetilde{\Phi}}^{(\alpha)}(x, y)$ introduced earlier, take the form of Bregman divergence (1.33). In this case, the manifold is dually flat, with Riemann curvature tensor $R_{i j \mu \nu}^{( \pm 1)}(u)=R^{( \pm 1) k l m n}(x)=0$.

We summarize the relations between the convex-based divergence functions and the geometry they generate in Table 1.1. The duality associated with $\alpha \leftrightarrow-\alpha$ is called "referential duality" whereas the duality associated with $x \leftrightarrow u$ is called representational duality [23, 24, 27].

### 1.4.4 Induced Symplectic and Kähler Structures on $\mathfrak{M} \times \mathfrak{M}$

With respect to the $\mathcal{D}_{\Phi}$-divergence (1.40), observe that

$$
\begin{equation*}
\Phi\left(\frac{1-\alpha}{2} x+\frac{1+\alpha}{2} y\right)=\Phi\left(\left(\frac{1-\alpha}{4}+\frac{1+\alpha}{4 \sqrt{-1}}\right) z+\left(\frac{1-\alpha}{4}-\frac{1+\alpha}{4 \sqrt{-1}}\right) \bar{z}\right) \equiv \widehat{\Phi}^{(\alpha)}(z, \bar{z}), \tag{1.45}
\end{equation*}
$$

we have

$$
\frac{\partial^{2} \widehat{\Phi}^{(\alpha)}}{\partial z^{i} \partial \bar{z}^{j}}=\frac{1+\alpha^{2}}{8} \Phi_{i j}\left(\left(\frac{1-\alpha}{4}+\frac{1+\alpha}{4 \sqrt{-1}}\right) z+\left(\frac{1-\alpha}{4}-\frac{1+\alpha}{4 \sqrt{-1}}\right) \bar{z}\right)
$$

which is symmetric in $i, j$. Both (1.31) and (1.32) are satisfied. The symplectic form, under the complex coordinates, is given by

$$
\omega^{(\alpha)}=\Phi_{i j}\left(\frac{1-\alpha}{2} x+\frac{1+\alpha}{2}\right) d x^{i} \wedge d y^{j}=\frac{4 \sqrt{-1}}{1+\alpha^{2}} \frac{\partial^{2} \widehat{\Phi}^{(\alpha)}}{\partial z^{i} \partial \bar{z}^{j}} d z^{i} \wedge d \bar{z}^{j}
$$

and the line-element is given by

$$
d s^{2}=\frac{8}{1+\alpha^{2}} \frac{\partial^{2} \widehat{\Phi}^{(\alpha)}}{\partial z^{i} \partial \bar{z}^{j}} d z^{i} \otimes d \bar{z}^{j}
$$

Proposition 12 ([28]) A smooth, strictly convex function $\Phi: \operatorname{dom}(\Phi) \subset \mathfrak{M} \rightarrow \mathbb{R}$ induces a a family of Kähler structure $\left(\mathfrak{M}, \omega^{(\alpha)}, G^{(\alpha)}\right)$ defined on $\operatorname{dom}(\Phi) \times$ $\operatorname{dom}(\Phi) \subset \mathfrak{M} \times \mathfrak{M}$ with

1. the symplectic form $\omega^{(\alpha)}$ is given by

$$
\omega^{(\alpha)}=\Phi_{i j}^{(\alpha)} d x^{i} \wedge d y^{j}
$$

which is compatible with the canonical almost complex structure $J$

$$
\omega^{(\alpha)}(J X, J Y)=\omega^{(\alpha)}(X, Y)
$$

where $X, Y$ are vector fields on $\operatorname{dom} \Phi \times \operatorname{dom}(\Phi)$;
2. the Riemannian metric $G^{(\alpha)}$, compatible with J and $\omega^{(\alpha)}$ above, is given by $\Phi_{i j}^{(\alpha)}$

$$
G^{(\alpha)}=\Phi_{i j}^{(\alpha)}\left(d x^{i} d x^{j}+d y^{i} d y^{j}\right)
$$

3. the Kähler structure

$$
d s^{2(\alpha)}=\Phi_{i j}^{(\alpha)} d z^{i} \otimes d \bar{z}^{j}=\frac{8}{1+\alpha^{2}} \frac{\partial^{2} \widehat{\Phi}^{(\alpha)}}{\partial z^{i} \partial \bar{z}^{j}}
$$

with the Kähler potential given by

$$
\frac{2}{1+\alpha^{2}} \widehat{\Phi}^{(\alpha)}(z, \bar{z})
$$

Here, $\Phi_{i j}^{(\alpha)}=\Phi_{i j}\left(\frac{1-\alpha}{2} x+\frac{1+\alpha}{2} y\right)$.
For the diagonal manifold $\Delta_{\mathfrak{M}}=\{(x, x): x \in \mathfrak{M}\}$, a basis of its tangent space $\mathcal{T}_{(x, x)} \Delta \mathfrak{M}$ can be selected as

$$
e_{i}=\frac{1}{\sqrt{2}}\left(\frac{\partial}{\partial x^{i}}+\frac{\partial}{\partial y^{i}}\right) .
$$

The Riemannian metric on the diagonal, induced from $G^{(\alpha)}$ is

$$
\begin{aligned}
\left.G^{(\alpha)}\left(e_{i}, e_{j}\right)\right|_{x=y} & =\left\langle G^{(\alpha)}, e_{i} \otimes e_{j}\right\rangle \\
& =\left\langle\Phi_{k l}^{(\alpha)}\left(d x^{k} \otimes d x^{l}+d y^{k} \otimes d y^{l}\right), \frac{1}{\sqrt{2}}\left(\frac{\partial}{\partial x^{i}}+\frac{\partial}{\partial y^{i}}\right) \otimes \frac{1}{\sqrt{2}}\left(\frac{\partial}{\partial x^{j}}+\frac{\partial}{\partial y^{j}}\right)\right\rangle \\
& =\Phi_{i j}^{(\alpha)}(x, x)=\Phi_{i j}(x),
\end{aligned}
$$

where $\langle\alpha, a\rangle$ denotes a form $\alpha$ operating on a tensor field $a$. Therefore, restricting to the diagonal $\Delta_{\mathfrak{M}}, g^{(\alpha)}$ reduces to the Riemannian metric induced by the divergence $\mathcal{D}_{\Phi}^{(\alpha)}$ through the Eguchi method.

We next calculate the Levi-Civita connection $\tilde{\Gamma}$ associated with $G^{(\alpha)}$. Denote $x^{i^{\prime}}=y^{i}$, and that

$$
\tilde{\Gamma}_{i^{\prime} j k^{\prime}}=G^{(\alpha)}\left(\nabla_{\frac{\partial}{\partial x^{i^{\prime}}}} \frac{\partial}{\partial x^{j}}, \frac{\partial}{\partial x^{k^{\prime}}}\right)=G^{(\alpha)}\left(\nabla_{\frac{\partial}{\partial y^{i}}} \frac{\partial}{\partial x^{j}}, \frac{\partial}{\partial y^{k}}\right)
$$

and so on. The Levi-Civita connection on $\mathfrak{M} \times \mathfrak{M}$ is

$$
\begin{gathered}
\tilde{\Gamma}_{i j k}=\frac{1}{2}\left(\frac{\partial G_{i k}^{(\alpha)}}{\partial x^{j}}+\frac{\partial G_{j k}^{(\alpha)}}{\partial x^{i}}-\frac{\partial G_{i j}^{(\alpha)}}{\partial x^{k}}\right)=\frac{1-\alpha}{4} \Phi_{i j k}^{(\alpha)} \\
\tilde{\Gamma}_{i j k^{\prime}}=\frac{1}{2}\left(\frac{\partial G_{i k^{\prime}}^{(\alpha)}}{\partial x^{j}}+\frac{\partial G_{j k^{\prime}}^{(\alpha)}}{\partial x^{i}}-\frac{\partial G_{i j}^{(\alpha)}}{\partial x^{k^{\prime}}}\right)=-\frac{1+\alpha}{4} \Phi_{i j k}^{(\alpha)} \\
\tilde{\Gamma}_{i^{\prime} j k^{\prime}}=\tilde{\Gamma}_{i j^{\prime} k^{\prime}}=\frac{1}{2}\left(\frac{\partial G_{i k^{\prime}}^{(\alpha)}}{\partial x^{j^{\prime}}}+\frac{\partial G_{j^{\prime} k^{\prime}}^{(\alpha)}}{\partial x^{i}}-\frac{\partial G_{i j^{\prime}}^{(\alpha)}}{\partial x^{k^{\prime}}}\right)=\frac{1-\alpha}{4} \Phi_{i j k}^{(\alpha)} \\
\tilde{\Gamma}_{i^{\prime} j k}=\tilde{\Gamma}_{i j^{\prime} k}=\frac{1}{2}\left(\frac{\partial G_{i k}^{(\alpha)}}{\partial x^{j^{\prime}}}+\frac{\partial G_{j^{\prime} k}^{(\alpha)}}{\partial x^{i}}-\frac{\partial G_{i j^{\prime}}^{(\alpha)}}{\partial x^{k}}\right)=\frac{1+\alpha}{4} \Phi_{i j k}^{(\alpha)} \\
\tilde{\Gamma}_{i^{\prime} j^{\prime} k}=\frac{1}{2}\left(\frac{\partial G_{i^{\prime} k}^{(\alpha)}}{\partial x^{j^{\prime}}}+\frac{\partial G_{j^{\prime} k}^{(\alpha)}}{\partial x^{i^{\prime}}}-\frac{\partial G_{i^{\prime} j^{\prime}}^{(\alpha)}}{\partial x^{k}}\right)=-\frac{1-\alpha}{4} \Phi_{i j k}^{(\alpha)} \\
\tilde{\Gamma}_{i^{\prime} j^{\prime} k^{\prime}}=\frac{1}{2}\left(\frac{\partial G_{i^{\prime} k^{\prime}}^{(\alpha)}}{\partial x^{j^{\prime}}}+\frac{\partial G_{j^{\prime} k^{\prime}}^{(\alpha)}}{\partial x^{i^{\prime}}}-\frac{\partial G_{i^{\prime} j^{\prime}}^{(\alpha)}}{\partial x^{k^{\prime}}}\right)=\frac{1+\alpha}{4} \Phi_{i j k}^{(\alpha)}
\end{gathered}
$$

### 1.5 Summary

In order to construct divergence functions in a principled way, this chapter considered the various geometric structures on the underlying manifold $\mathfrak{M}$ induced from a divergence function. Among the geometric structures considered are: statistical structure (Riemannian metric with a pair of torsion-free dual connections, or by simple construction, a family of $\alpha$-connections), equiaffine structure (those connections that admit parallel volume forms), and Hessian structure (those connections that are dually flat)-they are progressively more restrictive: while any divergence function will induce a statistical manifold, only canonical divergence (i.e., Bregman divergence) will induce a Hessian manifold. Lying in-between these extremes is the equiaffine $\alpha$-Hessian geometry induced from, say, the class of $\mathcal{D}_{\Phi}$-divergence. The $\alpha$-Hessian structure has the advantage of the existence of biorthogonal coordinates, induced from the convex function $\Phi$ and its conjugate; these coordinates are convenient for computation. It should be noted that the above geometric structures, from statistical to Hessian, are all induced on the tangent bundle $\mathcal{T} \mathfrak{M}$ of the manifold $\mathfrak{M}$ on which the divergence function is defined.

On the cotangent bundle $\mathcal{T}^{*} \mathfrak{M}$ side, a divergence function can be viewed as a generating function for a symplectic structure on $\mathfrak{M} \times \mathfrak{M}$ that can be constructed in a "canonical" way. This imposes a "properness" condition on divergence function, stating that the mixed second derivatives of $\mathcal{D}(x, y)$ with respect to $x$ and $y$ must commute. For such divergence functions, a Riemannian structure on $\mathfrak{M} \times \mathfrak{M}$ can be constructed, which can be seen as an extension of the Riemannian structure on $\Delta_{\mathfrak{M}} \subset \mathfrak{M} \times \mathfrak{M}$. If a further condition on $\mathcal{D}$ is imposed, then $\mathfrak{M} \times \mathfrak{M}$ may be complexified, so it becomes a Kähler manifold. It was shown that $\mathcal{D}_{\Phi}$-divergence [23] satisfies this Kählerian condition, in addition to itself being proper-the Kähler potential is simply given by the real-valued convex function $\Phi$. These properties, along with the $\alpha$-Hessian structure it induces on the tangent bundle, makes $\mathcal{D}_{\Phi}$ a class of divergence functions that enjoy a special role with "nicest" geometric properties, extending the canonical (Bregman) divergence for dually flat manifolds. This will have implications for machine learning, convex optimization, geometric mechanics, etc.
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# Chapter 2 <br> Geometry on Positive Definite Matrices Deformed by V-Potentials and Its Submanifold Structure 
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#### Abstract

In this paper we investigate dually flat structure of the space of positive definite matrices induced by a class of convex functions called $V$-potentials, from a viewpoint of information geometry. It is proved that the geometry is invariant under special linear group actions and naturally introduces a foliated structure. Each leaf is proved to be a homogeneous statistical manifold with a negative constant curvature and enjoy a special decomposition property of canonically defined divergence. As an application to statistics, we finally give the correspondence between the obtained geometry on the space and the one on elliptical distributions induced from a certain Bregman divergence.
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### 2.1 Introduction

The space of positive definite matrices has been studied both geometrically and algebraically, e.g., as a Riemannian symmetric space and a cone of squares in Jordan algebra ( $[9,12,17,37,45]$ and many others), and the results have broad applications to analysis, statistics, physics and convex optimization and so on.

In the development of Riemannian geometry on the space of positive definite matrices $P$, the function $\varphi(P)=-k \log \operatorname{det} P$ with a positive constant $k$ plays a cen-

[^5]tral role. Important facts are that the function $\varphi$ is strictly convex, and that the Riemmanian metric defined as the Hessian of $\varphi$ and the associated Levi-Civita connection are invariant under automorphism group actions on the space, i.e., congruent transformations by general linear group [37, 45]. The group invariance, i.e, homogeneity of the space is also crucial in several applications such as multivariate statistical analysis [23] and mathematical program called the semidefinite program (SDP) [28, 46].

On the other hand, the space of positive definite matrices admits dualistic geometry (information geometry [1, 2], Hessian geometry [40]), which involves a certain pair of two affine connections instead of the single Levi-Civita connection. Then the geometry on the space not only maintains the group invariance but also reveals its abundant dualistic structure, e.g., Legendre transform, dual flatness, divergences and Pythagorean type relation and so on [34]. Such concepts and results have been proved very natural also in study of applications, e.g., structures of stable matrices [31], properties of means defined as midpoints of dual geodesics [30], or iteration complexity of interior point methods for SDP [15]. In this case, the function $\varphi$ is still an essential source of the structure and induces the dualistic geometry as a potential function.

The first purpose of this paper is to investigate the geometry of the space of positive definite matrices induced by a special class of convex functions, including $\varphi$, from the viewpoints of the dualistic geometry. We here consider the class of functions of the form $\varphi^{(V)}=V(\operatorname{det} P)$ with smooth functions $V$ on positive real numbers $\mathbf{R}_{++}$, and call $\varphi^{(V)}$ a $V$-potential [32]. ${ }^{1}$ While the dualistic geometry induced from the logpotential $\varphi=\varphi^{(-\log )}$ is standard in the sense that it is invariant for the action of the every automorphism group, the geometries induced from general $V$-potentials lose the prominent property. We, however, show that they still preserve the invariance for the special linear group actions. On the basis of this fact and by means of the affine hypersurface theory [29], we exploit a foliated structure and discuss the common properties of leaves as homogeneous submanifolds.

Another purpose is to show that the dualistic geometry on the space of positive definite matrices induced from $V$-potentials naturally corresponds to the geometry of fairly general class of multivariate statistical models:

For a given $n \times n$ positive definite matrix $P$ the $n$-dimensional Gaussian distribution with zero mean vector is defined by the density function

$$
f(x, P)=\exp \left\{-\frac{1}{2} x^{T} P x-\varphi(P)\right\}, \quad \varphi(P)=-\frac{1}{2} \log \operatorname{det} P+\frac{n}{2} \log 2 \pi,
$$

which has a wide variety of applications in the field of probability theory, statistics, physics and so forth. Information geometry successfully provides elegant geometric insight, such as the Fisher information metric, $e$-connection and $m$-connection, with the theory of exponential family of distributions including the Gaussian distribution family $[1,2,16,25]$. Note that in this geometry, the structure is derived from the

[^6]so-called Kullback-Leibler divergence (relative entropy) [18] and the log-potential $\varphi$ again plays a key role through the conjugate convexity.

The Gaussian distribution is naturally extended to a general non-exponential but symmetric distribution called an elliptical distribution [8, 23, 36] with a density function of the form

$$
f(x, P)=u\left(-\frac{1}{2} x^{T} P x-c_{U}(\operatorname{det} P)\right), \quad u(s)=\frac{d U(s)}{d s}
$$

where $U$ is a convex function on an interval in $\mathbf{R}$ with the positive derivative $u$ and $c_{U}(\operatorname{det} P)$ is the normalizing constant. On the family of such distributions we can introduce a new Bregman divergence called a $U$-divergence, yielding geometric counterparts that define natural dually flat geometry of the family. Refer to [4, 24, 33] for the detail of the $U$-divergence and its applications. Further, recent progress as for theory and applications of generalized Gaussian distributions in statistics or statistical physics can be found in, e.g., [3, 10, 26, 27, 42].

We prove that the geometry of elliptical distributions derived by the $U$-divergence coincides with the dualistic geometry on positive definite matrices induced from the corresponding $V$-potential. This implies that the various geometric properties of the family can be translated to those of dualistic geometry induced from the corresponding $V$-potential.

In addition to statistical applications it should be noted that the geometry induced from V-potentials can be applied to derive a class of quasi-Newton update formulas in the field of numerical optimization [14].

The paper is organized as follows:
Section 2.2 provides basic results on information geometry including the idea of statistical manifold.

In Sect.2.3, we introduce the $V$-potential function derive the corresponding Riemannian metric. The conditions for the $V$-potential to have the positive definite Hessian are given.

Section 2.4 focuses on the dual affine connections induced from the $V$-potential function. It is observed the particular class of potentials called the power potentials induce $G L(n, \mathbf{R})$-invariant dual connections while the others generally do not.

In Sect. 2.5, we introduce a foliated structure, which is naturally defined by the special linear group action, and discuss the geometric properties of its associated leaves of constant determinants. We show that each leaf is a Riemmanian symmetric space with respect to the induced Riemannian metric, and that the induced dual connection is independent of the choice of $V$-potentials. Further, on the basis of affine hypersurface theory, each leaf is proved to be a statistical submanifold with constant curvature. As a consequence, we demonstrate that a new decomposition theorem of the divergence holds for the leaf and a point outside it.

Section 2.6 gives the correspondence between two geometries induced by a $V$-potential and $U$-divergence, as an application to statistics.

### 2.2 Preliminary: Information Geometry and Statistical Manifolds

We recall the basic notions and results in information geometry [2], i.e., dualistic differential geometry of Hessian domain [40] and statistical manifolds [19-21].

For a torsion-free affine connection $\nabla$ and a pseudo-Riemannian metric $g$ on a manifold $\mathcal{M}$, the triple $(\mathcal{M}, \nabla, g)$ is called a statistical (Codazzi) manifold if it admits another torsion-free connection $\nabla^{*}$ satisfying

$$
\begin{equation*}
X g(Y, Z)=g\left(\nabla_{X} Y, Z\right)+g\left(Y, \nabla_{X}^{*} Z\right) \tag{2.1}
\end{equation*}
$$

for arbitrary $X, Y$ and $Z$ in $\mathcal{X}(\mathcal{M})$, where $\mathcal{X}(\mathcal{M})$ is the set of all tangent vector fields on $\mathcal{M}$. We call $\nabla$ and $\nabla^{*}$ duals of each other with respect to $g$ and $\left(g, \nabla, \nabla^{*}\right)$ is said dualistic structure on $\mathcal{M}$.

A statistical manifold $(\mathcal{M}, \nabla, g)$ is said to be of constant curvature $k$ if the curvature tensor $R$ of $\nabla$ satisfies

$$
R(X, Y) Z=k\{g(Y, Z) X-g(X, Z) Y\} .
$$

When the constant $k$ is zero, the statistical manifold is said to be flat, or dually flat, because the curvature tensor $R^{*}$ of $\nabla^{*}$ also vanishes automatically [2].

For $\alpha \in \mathbf{R}$, statistical manifolds $(\mathcal{M}, \nabla, g)$ and $\left(\mathcal{M}, \nabla^{\prime}, g^{\prime}\right)$ are said to be $\alpha$-conformally equivalent if there exists a function $\phi$ on $\mathcal{M}$ such that

$$
\begin{aligned}
g^{\prime}(X, Y)= & e^{\phi} g(X, Y) \\
g\left(\nabla_{X}^{\prime} Y, Z\right)= & g\left(\nabla_{X} Y, Z\right)-\frac{1+\alpha}{2} d \phi(Z) g(X, Y) \\
& +\frac{1-\alpha}{2}\{d \phi(X) g(Y, Z)+d \phi(Y) g(X, Z)\}
\end{aligned}
$$

Statistical manifolds $(\mathcal{M}, \nabla, g)$ and $\left(\mathcal{M}, \nabla^{\prime}, g^{\prime}\right)$ are $\alpha$-conformally equivalent if and only if $\left(\mathcal{M}, \nabla^{*}, g\right)$ and $\left(\mathcal{M}, \nabla^{\prime *}, g^{\prime}\right)$ are $-\alpha$-conformally equivalent [20]. A statistical manifold $(\mathcal{M}, \nabla, g)$ is called $\alpha$-conformally flat if it is locally $\alpha$-conformally equivalent to a flat statistical manifold.

Let $\left\{x^{1}, \ldots, x^{n}\right\}$ be an affine coordinate system of $\mathbf{R}^{n}$ with respect to certain basis vectors and $\nabla$ be the canonical flat affine connection, i.e., $\nabla_{\partial / \partial x^{i}} \partial / \partial x^{j}=0$. If the Hessian $g^{(\varphi)}=\sum\left(\partial^{2} \varphi / \partial x^{i} \partial x^{j}\right) d x^{i} d x^{j}$ of a function $\varphi$ on a domain $\Omega$ in $\mathbf{R}^{n}$ is non-degenerate, we call $\left(\Omega, \nabla, g^{(\varphi)}\right)$ a Hessian domain, which is a manifold with a pseudo-Riemannian metric $g^{(\varphi)}$ and an affine connection $\nabla$. A Hessian domain ( $\Omega, \nabla, g^{(\varphi)}$ ) is a flat statistical manifold. Conversely, a flat statistical manifold is locally a Hessian domain [2, 40].

We denote by $\left\langle y^{*}, x\right\rangle$ the pairing of $x$ in $\mathbf{R}^{n}$ and $y^{*}$ in the dual space denoted by $\mathbf{R}_{n}^{*}$, and define the gradient mapping $\operatorname{grad} \varphi$ at a point $p \in \Omega$ by $\langle\operatorname{grad} \varphi, X\rangle=d \varphi(X)$, identifying $X \in T_{p} \Omega$ with $X \in \mathbf{R}^{n}$. Since a Hessian domain $\left(\Omega, \nabla, g^{(\varphi)}\right)$ possesses
non-degenerate Hessian $g^{(\varphi)}$, the gradient mapping at $p=\left(x^{1}, \cdots, x^{n}\right)$, expressed in the dual coordinate system $\left\{x_{1}^{*}, \cdots, x_{n}^{*}\right\}$

$$
\operatorname{grad} \varphi: x \mapsto x^{*}=\left(x_{1}^{*}, \cdots, x_{n}^{*}\right), \quad x_{i}^{*}=\partial \varphi / \partial x^{i}
$$

on local neighborhood, is invertible on its image. The conjugate function $\varphi^{*}$ of $x^{*}$ is locally defined by

$$
\varphi^{*}\left(x^{*}\right)=\left\langle x^{*},\left(\operatorname{grad}^{\prime}\right)^{-1}\left(x^{*}\right)\right\rangle-\varphi\left(\left(\operatorname{grad}^{\prime}\right)^{-1}\left(x^{*}\right)\right)
$$

We call the mapping from $(x, \varphi)$ to $\left(x^{*}, \varphi^{*}\right)$ the Legendre transformation. Both functions $\varphi$ and $\varphi^{*}$ are said potentials. We regard $\left\{x_{1}^{*}, \cdots, x_{n}^{*}\right\}$ is another coordinate system on $\Omega$. For a Hessian domain ( $\Omega, \nabla, g^{(\varphi)}$ ), the dual connection for $\nabla$ denoted by ${ }^{*} \nabla^{(\varphi)}$ is characterized by the flat connection with the affine coordinate system $\left\{x_{1}^{*}, \cdots, x_{n}^{*}\right\}$. Further, the locally defined Hessian $g^{\left(\varphi^{*}\right)}=\sum\left(\partial^{2} \varphi^{*} / \partial x_{i}^{*} \partial x_{j}^{*}\right) d x_{i}^{*} d x_{j}^{*}$ is equal to $g^{(\varphi)}$, i.e., $\left(\Omega,{ }^{*} \nabla^{(\varphi)}, g^{(\varphi)}=g^{\left(\varphi^{*}\right)}\right)$ is locally a Hessian domain [2].

When the conjugate function $\varphi^{*}$ of $\varphi$ can be globally defined on $\Omega$, we define the canonical divergence $D^{(\varphi)}$ of ( $\Omega, \nabla, g^{(\varphi)}$ ) by

$$
D^{(\varphi)}(p, q)=\varphi(x(p))+\varphi^{*}\left(x^{*}(q)\right)-\left\langle x^{*}(q), x(p)\right\rangle
$$

for two points $p$ and $q$ on $\Omega$, where $x(\cdot)$ and $x^{*}(\cdot)$ respectively represent $x$ - and $x^{*}$ coordinates of a point $\cdot$. If $g^{(\varphi)}$ is positive definite and $\Omega$ is a convex domain, then

$$
\begin{equation*}
\text { (i) } D^{(\varphi)}(p, q) \geq 0 \text { and (ii) } D^{(\varphi)}(p, q)=0 \Leftrightarrow p=q \tag{2.2}
\end{equation*}
$$

hold because the unique maximum $\varphi^{*}\left(x^{*}(q)\right)$ of $\sup _{p \in \Omega}\left\{\left\langle x^{*}(q), x(p)\right\rangle-\varphi(x(p))\right\}$ is attained when $x(p)=(\operatorname{grad} \varphi)^{-1}\left(x^{*}(q)\right)$ holds.

Conversely, for a function $D: \mathcal{M} \times \mathcal{M} \rightarrow \mathbf{R}$ satisfying two conditions (2.2) for any points $p$ and $q$ in $\mathcal{M}$, define the positive semidefinite form $g^{(D)}$, and two affine connections $\nabla^{(D)}$ and ${ }^{*} \nabla^{(D)}$ by

$$
\begin{gather*}
g^{(D)}(X, Y)=-D(X \mid Y), \\
g^{(D)}\left(\nabla_{X}^{(D)} Y, Z\right)=-D(X Y \mid Z), \quad g^{(D)}\left({ }^{*} \nabla_{X}^{(D)} Y, Z\right)=-D(Z \mid X Y), \tag{2.3}
\end{gather*}
$$

for $X, Y$ and $Z \in \mathcal{X}(\mathcal{M})$, where the notation in the right-hand sides stands for

$$
D\left(X_{1} \cdots X_{n} \mid Y_{1} \cdots Y_{m}\right)(p)=\left.\left(X_{1}\right)_{p} \cdots\left(X_{n}\right)_{p}\left(Y_{1}\right)_{q} \cdots\left(Y_{m}\right)_{q} D(p, q)\right|_{p=q}
$$

for $X_{i}, Y_{j} \in \mathcal{X}(\mathcal{M})$. If $g^{(D)}$ is positive definite, then we call $D$ a divergence or a contrast function on $\mathcal{M}$. The following result is used in the Sect.2.6.

Proposition $1([2,4])$ If $D$ is a divergence on $\mathcal{M}$, then $\left(\mathcal{M}, \nabla^{(D)}, g^{(D)}\right)$ is a statistical manifold with the dual connection ${ }^{*} \nabla^{(D)}$.

### 2.3 V-Potential Function and Riemannian Metric

Consider the vector space of $n \times n$ real symmetric matrices, denoted by $\operatorname{Sym}(n, \mathbf{R})$, with an inner product $(X \mid Y)=\operatorname{tr}(X Y)$ for $X, Y \in \operatorname{Sym}(n, \mathbf{R})$. We identify an element $Y^{*}$ in the dual space $\operatorname{Sym}(n, \mathbf{R})^{*}$ with $Y^{*}$ (denoted by the same symbol) in $\operatorname{Sym}(n, \mathbf{R})$ via $\left\langle Y^{*}, X\right\rangle=\left(Y^{*} \mid X\right)$. Let $\left\{E_{1}, \ldots, E_{n(n+1) / 2}\right\}$ be basis matrices of $\operatorname{Sym}(n, \mathbf{R})$, and consider the affine coordinate system $\left\{x^{1}, \ldots, x^{n(n+1) / 2}\right\}$ with respect to them and the canonical flat affine connection $\nabla$. Denote by $\operatorname{PD}(n, \mathbf{R})$ the convex cone of positive definite matrices in $\operatorname{Sym}(n, \mathbf{R})$.

Let $\mathcal{X}(P D(n, \mathbf{R}))$ and $T_{P} P D(n, \mathbf{R})$ be the set of all tangent vector fields on $P D(n, \mathbf{R})$ and the tangent vector space at $P \in P D(n, \mathbf{R})$, respectively. By identifying $E_{i}$ and the natural basis $\left(\partial / \partial x^{i}\right)_{P}$, we represent $X_{P} \in T_{P} P D(n, \mathbf{R})$ by $X \in \operatorname{Sym}(n, \mathbf{R})$. Similarly we regard a $\operatorname{Sym}(n, \mathbf{R})$-valued smooth function $X$ on $P D(n, \mathbf{R})$ as $X \in \mathcal{X}(P D(n, \mathbf{R}))$ via the identification of constant function $E_{i}$ with $\partial / \partial x^{i}$.

Let $\tau_{G}$ denote the congruent transformation by matrices $G$, i.e., $\tau_{G} X=G X G^{T}$. The differential of $\tau_{G}$ is denoted by $\tau_{G *}$. If $G$ is nonsingular, the transformation $\tau_{G}$ is an element of automorphism group that acts transitively on $\operatorname{PD}(n, \mathbf{R})$.

In the Sects. 2.3 and 2.4, we consider the dually flat structure on $P D(n, \mathbf{R})$ as a Hessian domain induced from a certain class of potential functions.

Definition 1 Let $V(s)$ be a smooth function on positive real numbers $s \in \mathbf{R}_{++}$. The function defined by

$$
\begin{equation*}
\varphi^{(V)}(P)=V(\operatorname{det} P) \tag{2.4}
\end{equation*}
$$

is called a $V$-potential on $\operatorname{PD}(n, \mathbf{R})$.
Let $\nu_{i}(s), i=1,2,3$ be functions defined by

$$
\nu_{i}(s)=\frac{d \nu_{i-1}(s)}{d s} s, \quad i=1,2,3, \quad \text { where } \nu_{0}(s)=V(s)
$$

We assume that $V(s)$ satisfies the following two conditions:

$$
\begin{equation*}
\text { (i) } \nu_{1}(s)<0 \quad(s>0), \quad \text { (ii) } \beta^{(V)}(s)=\frac{\nu_{2}(s)}{\nu_{1}(s)}<\frac{1}{n} \quad(s>0) \text {, } \tag{2.5}
\end{equation*}
$$

which are later shown to ensure the convexity of $\varphi^{(V)}(P)$ on $P D(n, \mathbf{R})$. Note that the first condition $\nu_{1}(s)<0$ for all $s>0$ implies the function $V(s)$ is strictly decreasing on $s>0$. Important examples of $V(s)$ satisfying (2.5) are $-\log s$ or $c_{1}+c_{2} s^{\beta}$ for real parameters $c_{1}, c_{2}, \beta$ with $c_{2} \beta<0$ and $\beta<1 / n$. Another example $V(s)=c \log (c s+1)-\log s$ with $0 \leq c<1$ is proved useful for the quasi-Newton updates [14].

Using the formula grad $\operatorname{det} P=(\operatorname{det} P) P^{-1}$, we have the gradient mapping $\operatorname{grad} \varphi^{(V)}$ and the differential form $d \varphi^{(V)}$, respectively, as

$$
\begin{align*}
& \operatorname{grad} \varphi^{(V)}: P \mapsto P^{*}=\nu_{1}(\operatorname{det} P) P^{-1}  \tag{2.6}\\
& \quad d \varphi^{(V)}: X \mapsto d \varphi^{(V)}(X)=\nu_{1}(\operatorname{det} P) \operatorname{tr}\left(P^{-1} X\right) \tag{2.7}
\end{align*}
$$

The Hessian of $\varphi^{(V)}$ at $P \in P D(n, \mathbf{R})$, which we denote by $g_{P}^{(V)}$, is calculated as

$$
\begin{aligned}
g_{P}^{(V)}(X, Y) & =d\left(d \varphi^{(V)}(X)\right)(Y) \\
& =-\nu_{1}(\operatorname{det} P) \operatorname{tr}\left(P^{-1} X P^{-1} Y\right)+\nu_{2}(\operatorname{det} P) \operatorname{tr}\left(P^{-1} X\right) \operatorname{tr}\left(P^{-1} Y\right)
\end{aligned}
$$

Theorem 1 The Hessian $g^{(V)}$ is positive definite on $\operatorname{PD}(n, \mathbf{R})$ if and only if the conditions (2.5) hold.

The proof can be found in the Appendix A.
Remark 1 The Hessian $g^{(V)}$ is $S L(n, \mathbf{R})$-invariant, i.e., $g_{P^{\prime}}^{(V)}\left(X^{\prime}, Y^{\prime}\right)=g_{P}^{(V)}(X, Y)$ for any $G \in S L(n, \mathbf{R})$, where $P^{\prime}=\tau_{G} P, X^{\prime}=\tau_{G *} X$ and $Y^{\prime}=\tau_{G *} Y$.

The conjugate function of $\varphi^{(V)}$ denoted by $\varphi^{(V) *}$ is

$$
\begin{equation*}
\varphi^{(V) *}\left(P^{*}\right)=\sup _{P}\left\{\left\langle P^{*}, P\right\rangle-\varphi^{(V)}(P)\right\} . \tag{2.8}
\end{equation*}
$$

Since the extremal condition is

$$
P^{*}=\operatorname{grad} \varphi^{(V)}(P)=\nu_{1}(\operatorname{det} P) P^{-1}
$$

and $\operatorname{grad} \varphi^{(V)}$ is invertible by the positive definiteness of $g^{(V)}$, we have the following expression for $\varphi^{(V) *}$ with respect to $P$ :

$$
\begin{equation*}
\varphi^{(V) *}\left(P^{*}\right)=n \nu_{1}(\operatorname{det} P)-\varphi^{(V)}(P) \tag{2.9}
\end{equation*}
$$

Hence the canonical divergence $D^{(V)}$ of $\left(P D(n, \mathbf{R}), \nabla, g^{(V)}\right)$ is obtained as

$$
\begin{align*}
D^{(V)}(P, Q) & =\varphi^{(V)}(P)+\varphi^{(V) *}\left(Q^{*}\right)-\left\langle Q^{*}, P\right\rangle \\
& =V(\operatorname{det} P)-V(\operatorname{det} Q)+\left\langle Q^{*}, Q-P\right\rangle \tag{2.10}
\end{align*}
$$

### 2.4 Dual Affine Connection Induced from V-Potential

Let $\nabla$ be the canonical flat affine connection on $\operatorname{Sym}(n, \mathbf{R})$. To discuss dually flat structure on $P D(n, \mathbf{R})$ by regarding $g^{(V)}$ as positive definite Riemannian metric, we derive the dual connection ${ }^{*} \nabla^{(V)}$ with respect to $g^{(V)}$ introduced in the Sect. 2.2.

Consider a smooth curve $\gamma=\left\{P_{t} \mid-\epsilon<t<\epsilon\right\}$ in $P D(n, \mathbf{R})$ satisfying

$$
\left(P_{t}\right)_{t=0}=P \in P D(n, \mathbf{R}), \quad\left(\frac{d P_{t}}{d t}\right)_{t=0}=X \in T_{P} P D(n, \mathbf{R}) .
$$

Lemma 1 The differential of the gradient mapping $\operatorname{grad} \varphi^{(V)}$ is

$$
\left(\operatorname{grad} \varphi^{(V)}\right)_{*}: X \mapsto \nu_{2}(\operatorname{det} P) \operatorname{tr}\left(P^{-1} X\right) P^{-1}-\nu_{1}(\operatorname{det} P) P^{-1} X P^{-1}
$$

Proof Differentiate the Legendre transform $P_{t}^{*}=\operatorname{grad} \varphi^{(V)}\left(P_{t}\right)$ along the curve $\gamma$, then

$$
\begin{aligned}
\frac{d P_{t}^{*}}{d t} & =\frac{d \nu_{1}\left(\operatorname{det} P_{t}\right)}{d t} P_{t}^{-1}-\nu_{1}\left(\operatorname{det} P_{t}\right) P_{t}^{-1} \frac{d P_{t}}{d t} P_{t}^{-1} \\
& =\nu_{1}^{\prime}\left(\operatorname{det} P_{t}\right) \frac{d \operatorname{det} P_{t}}{d t} P_{t}^{-1}-\nu_{1}\left(\operatorname{det} P_{t}\right) P_{t}^{-1} \frac{d P_{t}}{d t} P_{t}^{-1} \\
& =\nu_{1}^{\prime}\left(\operatorname{det} P_{t}\right) \operatorname{det} P_{t} \operatorname{tr}\left(P_{t}^{-1} \frac{d P_{t}}{d t}\right) P_{t}^{-1}-\nu_{1}\left(\operatorname{det} P_{t}\right) P_{t}^{-1} \frac{d P_{t}}{d t} P_{t}^{-1}
\end{aligned}
$$

where $\nu_{1}^{\prime}=d \nu_{1} / d s$. By evaluating both sides at $t=0$, we see the statement holds.

Theorem 2 Let $\pi_{t}$ denote the parallel shift operator of the connection ${ }^{*} \nabla^{(V)}$. Then the parallel shift $\pi_{t}(Y)$ of the tangent vector $Y\left(=\pi_{0}(Y)\right) \in T_{P} P D(n, \mathbf{R})$ along the curve $\gamma$ satisfies

$$
\left(\frac{d \pi_{t}(Y)}{d t}\right)_{t=0}=X P^{-1} Y+Y P^{-1} X+\Phi(X, Y, P)+\Phi^{\perp}(X, Y, P)
$$

where

$$
\begin{gather*}
\Phi(X, Y, P)=\frac{\nu_{2}(s) \operatorname{tr}\left(P^{-1} X\right)}{\nu_{1}(s)} Y+\frac{\nu_{2}(s) \operatorname{tr}\left(P^{-1} Y\right)}{\nu_{1}(s)} X  \tag{2.11}\\
\Phi^{\perp}(X, Y, P)=\rho P  \tag{2.12}\\
\rho=\frac{\left\{\nu_{3}(s) \nu_{1}(s)-2 \nu_{2}^{2}(s)\right\} \operatorname{tr}\left(P^{-1} X\right) \operatorname{tr}\left(P^{-1} Y\right)+\nu_{2}(s) \nu_{1}(s) \operatorname{tr}\left(P^{-1} X P^{-1} Y\right)}{\nu_{1}(s)\left\{\nu_{1}(s)-n \nu_{2}(s)\right\}}
\end{gather*}
$$

and $s=\operatorname{det} P$.
The proof can be found in the Appendix B.
Remark 2 The denominator $\nu_{1}(s)\left\{\nu_{1}(s)-n \nu_{2}(s)\right\}$ in $\rho$ is always positive because (2.5) is assumed.

Corollary 1 Let $E_{i}$ be the matrix representation of the natural basis vector fields $\partial / \partial x^{i}$ described in the beginning of the Sect. 2.3. Then, their covariant derivatives at $P$ defined by the dual connection ${ }^{*} \nabla^{(V)}$ have the following matrix representations:

$$
\left({ }^{*} \nabla_{\frac{\partial}{\partial x^{i}}}^{(V)} \frac{\partial}{\partial x^{j}}\right)_{P}=-E_{i} P^{-1} E_{j}-E_{j} P^{-1} E_{i}-\Phi\left(E_{i}, E_{j}, P\right)-\Phi^{\perp}\left(E_{i}, E_{j}, P\right),
$$

Proof Recall the identification $\left(\partial / \partial x^{i}\right)_{P}=E_{i}$ for any $P \in P D(n, \mathbf{R})$. Then the statement follows from Theorem 2 and the definition of the covariant derivatives, i.e.,

$$
\left(\nabla_{\frac{\partial}{\partial x^{i}}}^{(V)} \frac{\partial}{\partial x^{j}}\right)_{P}=\left(\frac{d \pi_{-t}\left(\left(\partial / \partial x^{j}\right)_{P_{t}}\right)}{d t}\right)_{t=0}, \quad P_{t} \in P D(n, \mathbf{R}), P=P_{0}
$$

This completes the proof.
Remark 3 From Corollary 1 we observe that both of the connections $\nabla$ and ${ }^{*} \nabla^{(V)}$ are generally $S L(n, \mathbf{R})$-invariant, i.e.,

$$
\tau_{G *}\left(\nabla_{X} Y\right)_{P}=\left(\nabla_{X^{\prime}} Y^{\prime}\right)_{P^{\prime}}, \quad \tau_{G *}\left({ }^{*} \nabla_{X}^{(V)} Y\right)_{P}=\left({ }^{*} \nabla_{X^{\prime}}^{(V)} Y^{\prime}\right)_{P^{\prime}}
$$

holds for any $G \in \operatorname{SL}(n, \mathbf{R})$, where $P^{\prime}=\tau_{G} P, X^{\prime}=\tau_{G *} X$ and $Y^{\prime}=\tau_{G *} Y$. Particularly, both of the connections induced from the power potential $\varphi^{(V)}$, defined via $V(s)=c_{1}+c_{2} s^{\beta}$ with real constants $c_{1}, c_{2}$ and $\beta$, are $G L(n, \mathbf{R})$-invariant. In addition, so is the orthogonality with respect to $g^{(V)}$. Hence, we conclude that both $\nabla$ and ${ }^{*} \nabla^{(V)}$-projections $[1,2]$ are $G L(n, \mathbf{R})$-invariant for the power potentials, while so is not $g^{(V)}$.

The power potential function $\varphi^{(V)}$ with normalizing conditions $V(1)=0$ and $\nu_{1}(1)=-1$, i.e., $V(s)=\left(1-s^{\beta}\right) / \beta$ is called the beta potential. In this case, $\nu_{1}(s)=-s^{\beta}, \nu_{2}(s)=-\beta s^{\beta}, \nu_{3}(s)=-\beta^{2} s^{\beta}$ and $\beta^{(V)}(s)=\beta$. Note that setting $\beta$ to zero leads to $V(s)=-\log s$, which recovers the standard dualistic geometry induced by the logarithmic characteristic function $\varphi^{(-\log )}(P)=-\log \operatorname{det} P$ on $P D(n, \mathbf{R})$ [34]. See [7, 33] for detailed discussion related with the power potential function.

### 2.5 Foliated Structures and Their Geometry

When $V(s)=-k \log s$ for a positive constant $k$, we know the geometry induced by the corresponding $V$-potential function is standard in several senses [2, 34]. In particular it is invariant under the automorphism group action of $\tau_{G}$ where $G \in G L(n, \mathbf{R})$. On the other hand, for general $V(s)$ satisfying (2.5), we have observed in the previous sections that the dualistic structure $\left(g^{(V)}, \nabla,{ }^{*} \nabla^{(V)}\right)$ on $P D(n, \mathbf{R})$ is invariant under the action of $\tau_{G}$ only when $G \in S L(n, \mathbf{R})$.

In this section we are devoted to investigate the $\operatorname{SL}(n, \mathbf{R})$-invariant geometry on $P D(n, \mathbf{R})$ induced by $V$-potentials.

### 2.5.1 Foliated Structures

Define foliated structure of $\operatorname{PD}(n, \mathbf{R})$ specified by a real $s$ as follows (Fig. 2.1):

Fig. 2.1 Foliated structures of $P D(n, \mathbf{R})$


$$
\operatorname{PD}(n, \mathbf{R})=\bigcup_{s>0} \mathcal{L}_{s}, \quad \mathcal{L}_{s}=\{P \mid P>0, \operatorname{det} P=s\}
$$

The tangent vector space of $\mathcal{L}_{s}$ at $P$ is characterized as

$$
T_{P} \mathcal{L}_{s}=\left\{X \mid \operatorname{tr}\left(P^{-1} X\right)=0, X=X^{T}\right\}=\left\{P^{1 / 2} Y P^{1 / 2} \mid \operatorname{tr} Y=0, Y=Y^{T}\right\}
$$

Denote by $\mathcal{R}_{P}$ the ray through $P$ in the convex cone $P D(n, \mathbf{R})$, i.e, $\mathcal{R}_{P}=\{Q \mid Q=$ $\lambda P, 0<\lambda \in \mathbf{R}\}$. Another foliated structure we consider is

$$
P D(n, \mathbf{R})=\bigcup_{P \in \mathcal{L}_{s}} \mathcal{R}_{P}
$$

Proposition 2 Let $P$ be in $\mathcal{L}_{s}$. For any functions $V$ satisfying (2.5), each leaf $\mathcal{L}_{s}$ is orthogonal to the ray $\mathcal{R}_{P}$ at $P$ with respect to $g^{(V)}$.

Proof The tangent vectors of $\mathcal{R}_{P}$ are just $P$ multiplied by scalars. Hence for $X \in T_{P} \mathcal{L}_{s}$ we have

$$
g_{P}^{(V)}(X, P)=-\nu_{1}(s) \operatorname{tr}\left(P^{-1} X\right)+n \nu_{2}(s) \operatorname{tr}\left(P^{-1} X\right)=0 .
$$

This completes the proof.
Proposition 3 Every ray $\mathcal{R}_{P}$ is simultaneously a $\nabla$ - and ${ }^{*} \nabla^{(V)}$-geodesic for an arbitrary function $V$ satisfying (2.5).

Proof The statement follows from that $\mathcal{R}_{P}$ and its Legendre transform $\left\{Q^{*} \mid Q^{*}=\right.$ $\left.\lambda^{*} P^{*}, 0<\lambda^{*} \in \mathbf{R}\right\}$ are, respectively, straight lines with respect to the affine coordinate systems of $\nabla$ and ${ }^{*} \nabla^{(V)}$.

We know the mean of dual connections is metric and torsion-free [2], i.e.,

$$
\begin{equation*}
\hat{\nabla}^{(V)}=\frac{1}{2}\left(\nabla+{ }^{*} \nabla^{(V)}\right) \tag{2.13}
\end{equation*}
$$

is the Levi-Civita connection for $g^{(V)}$. Proposition 3 implies that every $\mathcal{R}_{P}$ is always $\hat{\nabla}^{(V)}$-geodesic for any $V$ satisfying (2.5). On the other hand, we have the following:

Proposition 4 Each leaf $\mathcal{L}_{s}$ is autoparallel with respect to the Levi-Civita connection $\hat{\nabla}^{(V)}$ if and only if $\nu_{2}(s)=0$, i.e, $V(s)=-k \log s$ for a positive constant $k$.

The proof can be found in the Appendix C.

### 2.5.2 Geometry of Submanifolds

Next, we further investigate the geometry of the submanifolds $\mathcal{L}_{s}$. Let $\left(\tilde{g}^{(V)}, \tilde{\nabla}\right.$, ${ }^{*} \tilde{\nabla}^{(V)}$ ) be the dualistic structure on $\mathcal{L}_{s}$ induced from $\left(g^{(V)}, \nabla,{ }^{*} \nabla^{(V)}\right)$ on $P D(n, \mathbf{R})$.

Since each transformation $\tau_{G}$ where $G \in S L(n, \mathbf{R})$ is an isometry of $\tilde{g}^{(V)}$ and an element of automorphism group acting on $\mathcal{L}_{s}$ transitively, the Riemannian manifold $\left(\mathcal{L}_{s}, \tilde{g}^{(V)}\right)$ is a homogeneous space. The isotropy group at $\lambda I$ consists of $\tau_{G}$ where $G \in S O(n)$. Hence $\mathcal{L}_{s}$ can be identified with $S L(n, \mathbf{R}) / S O(n)$. We have a slightly extended result of Proposition 6 in [38], which treated the case of the standard potential $V(s)=-\log s$ :

Proposition 5 Each manifold $\left(\mathcal{L}_{s}, \tilde{g}^{(V)}\right)$ is a globally Riemannian symmetric space for any $V$ satisfying (2.5).

Proof Define the mapping $\iota_{s}: \mathcal{L}_{s} \rightarrow \mathcal{L}_{s}$ by

$$
\iota_{s} P=-\left(\frac{s}{s^{*}}\right)^{\frac{1}{n}} \operatorname{grad} \varphi^{(V)}(P)=s^{\frac{2}{n}} P^{-1}, \quad s^{*}=\frac{\left(-\nu_{1}(s)\right)^{n}}{s} .
$$

It is seen that $\iota_{s}$ is the involutive isometry of $\left(\mathcal{L}_{s}, \tilde{g}^{(V)}\right)$ with the isolated fixed point $\lambda I \in \mathcal{L}_{s}$, where $\lambda=s^{1 / n}$. In particular, $-\operatorname{grad} \varphi^{(V)}(P)$ is the involutive isometry of $\left(\mathcal{L}_{s}, \tilde{g}^{(V)}\right)$ satisfying $s=s^{*}$. Since isometries $\tau_{G}$ where $G \in S L(n, \mathbf{R})$ act transitively on $\mathcal{L}_{s}$, each manifold $\left(\mathcal{L}_{s}, \tilde{g}^{(V)}\right)$ is globally Riemannian symmetric [12].

Proposition 6 For any $V(s)$ satisfying (2.5), the following statements hold:
(i) The metric $\tilde{g}^{(V)}$ on $\mathcal{L}_{S}$ is given by $\tilde{g}^{(V)}=-\nu_{1}(s) \tilde{g}^{(-l o g)}$,
(ii) For $P, Q \in \mathcal{L}_{s}$, it holds that $D^{(V)}(P, Q)=-\nu_{1}(s) D^{(-\log )}(P, Q)$,
(iii) The induced connections $* \tilde{\nabla}^{(V)}$ on $\mathcal{L}_{s}$ are actually independent of $V(s)$, i.e., $* \tilde{\nabla}^{(V)}={ }^{*} \tilde{\nabla}^{(-\log )}$ for all $V(s)$ (See the remark below).

The proof can be found in the Appendix D.
Remark 4 Since $\tilde{\nabla}$ is common, Proposition 6 demonstrates that the $V$-potential does not deform the submanifold geometry of $\mathcal{L}_{s}$ except a multiplicative constant for $\tilde{g}^{(V)}$. Hence, we simply write $\tilde{\nabla}^{*}$ instead of $* \tilde{\nabla}^{(-\log )}$ from now on.

### 2.5.3 Curvature of Each Leaf and Decomposition of Divergence

In $[11,40,43,44]$ level surfaces of the potential function in a Hessian domain were studied via the affine hypersurface theory [29]. Since the statistical submanifold $\left(\mathcal{L}_{s}, \tilde{\nabla}, \tilde{g}^{(V)}\right)$ is a level surface of $\varphi^{(V)}$ in a Hessian domain $\left(P D(n, \mathbf{R}), \nabla, g^{(V)}\right)$, the general results in the literature can be applied. The immediate consequences along our context are summarized as follows:

Consider the gradient vector field $E$ of $\varphi^{(V)}$ and a scaled gradient vector field $N$ respectively defined by

$$
g^{(V)}(X, E)=d \varphi^{(V)}(X), \quad \forall X \in \mathcal{X}(P D(n, \mathbf{R}))
$$

and

$$
N=-\frac{1}{d \varphi^{(V)}(E)} E .
$$

Straightforward calculation shows they are respectively represented at each $P \in P D(n, \mathbf{R})$ by

$$
\begin{equation*}
E=\frac{\nu_{1}(\operatorname{det} P)}{n \nu_{2}(\operatorname{det} P)-\nu_{1}(\operatorname{det} P)} P, \quad N=-\frac{1}{n \nu_{1}(\operatorname{det} P)} P . \tag{2.14}
\end{equation*}
$$

Using $N$ as the transversal vector field, the results in [11, 43] demonstrate that the geometry $\left(\mathcal{L}_{s}, \tilde{\nabla}, \tilde{g}^{(V)}\right)$ coincides with the one realized by the affine immersion [29] of $\mathcal{L}_{s}$ into $\operatorname{Sym}(n, \mathbf{R})$ with the canonical flat connection $\nabla$ :

$$
\begin{align*}
\nabla_{X} Y & =\tilde{\nabla}_{X} Y+h(X, Y) N,  \tag{2.15}\\
\nabla_{X} N & =-A(X)+\tau(X) N . \tag{2.16}
\end{align*}
$$

Here $h$ and $\tau$ are, respectively, the affine fundamental form and the transversal connection form satisfying the relation:

$$
\begin{equation*}
h=\tilde{g}^{(V)}, \quad \tau=0, \tag{2.17}
\end{equation*}
$$

for all $X, Y \in \mathcal{X}\left(\mathcal{L}_{s}\right)$ at each $P \in \mathcal{L}_{s}$. The affine shape operator $A$ is determined in the proof of Theorem 3. The condition (2.17) shows this affine immersion is nondegenerate and equiaffine. In addition the form of $N$ in (2.14) demonstrates that the immersion is centro-affine [29], which implies a $\tilde{\nabla}$-geodesic on $\mathcal{L}_{s}$ is the intersection of $\mathcal{L}_{S}$ and a two-dimensional subspace in $\operatorname{Sym}(n, \mathbf{R})$.

Further, via Proposition 2 and 3, the following results are proved for the level surface $\mathcal{L}_{s}$ of $\varphi^{(V)}$ (Proposition 8 can be also verified by direct calculations):
Proposition 7 ([43]) The statistical submanifold $\left(\mathcal{L}_{s}, \tilde{\nabla}, \tilde{g}^{(V)}\right)$ is 1-conformally flat.
Proposition 8 ([44]) Let points $P$ and $Q$ be in $\mathcal{L}_{s}$, and $R$ be in $\mathcal{R}_{Q}$, s.t. $R=\lambda Q, 0<$ $\lambda \in \mathbf{R}$. Then

$$
\begin{equation*}
D^{(V)}(P, R)=\mu D^{(V)}(P, Q)+D^{(V)}(Q, R) \tag{2.18}
\end{equation*}
$$

holds for $\mu \in \mathbf{R}$ satisfying $R^{*}=\mu Q^{*}$, i.e., $\mu=\lambda^{-1} \nu_{1}(\operatorname{det} R) / \nu_{1}(\operatorname{det} Q)>0$.
Using these preliminaries, we have the main result in this section as follows:
Theorem 3 The following two statements hold:
(i) The statistical submanifold $\left(\mathcal{L}_{s}, \tilde{\nabla}, \tilde{g}^{(V)}\right)$ is $\pm 1$-conformally flat.
(ii) The statistical submanifold $\left(\mathcal{L}_{s}, \tilde{\nabla}, \tilde{g}^{(V)}\right)$ has negative constant curvature $k_{s}=1 /\left(\nu_{1}(s) n\right)$.

Proof (i) Note that $\mathcal{L}_{s}$ is a level surface of not only $\varphi^{(V)}(P)$ but also $\varphi^{(V) *}\left(P^{*}\right)$ in (2.9), which implies both $\left(\mathcal{L}_{s}, \tilde{\nabla}, \tilde{g}^{(V)}\right)$ and $\left(\mathcal{L}_{s}, \tilde{\nabla}^{*}, \tilde{g}^{(V)}\right)$ are 1-conformally flat from Proposition 7. By the duality of $\alpha$-conformal equivalence, they are also - 1 -conformally flat.
(ii) For arbitrary $X \in \mathcal{X}\left(\mathcal{L}_{s}\right)$, the equalities

$$
\nabla_{X} N=-\frac{1}{\nu_{1}(s) n} \nabla_{X} P=-\frac{1}{\nu_{1}(s) n} X
$$

hold at each $P \in \mathcal{L}_{s}$. The second equality follows from that $\nabla$ is a canonical flat connection of the vector space $\operatorname{Sym}(n, \mathbf{R})$. Comparing this equation with (2.16) and (2.17), we have $A=k_{s} I$. By substituting into the Gauss equation for the affine immersion [29]:

$$
R(X, Y) Z=h(Y, Z) A(X)-h(X, Z) A(Y)
$$

we see that $\left(\mathcal{L}_{s}, \tilde{\nabla}, \tilde{g}^{(V)}\right)$ is of constant curvature $k_{s}$.
Remark 5 For a general statistical manifold $\mathcal{M}$ of $\operatorname{dim} \mathcal{M} \geq 3$, the equivalence of the statements (i) and (ii) in the above theorem is known [2, 19]. The theorem claims that the equivalence holds even when $n=2$, i.e, $\operatorname{dim} \mathcal{L}_{s}=2$

Kurose proved that a modified form of the Pythagorean relation holds for canonical divergences on statistical manifolds with constant curvature [20]. As a consequence of (ii) in Theorem 3, his result holds on each $\mathcal{L}_{s}$.

Proposition 9 ([20]) Suppose that points $P, Q$ and $R$ be in a statistical submanifold $\mathcal{L}_{s}$ with constant curvature $k_{s}$. Let $\tilde{\gamma}$ be the $\tilde{\nabla}$-geodesic joining $P$ and $Q$, and $\tilde{\gamma}^{*}$ the $\tilde{\nabla}^{*}$-geodesic joining $Q$ and $R$. If $\tilde{\gamma}$ and $\tilde{\gamma}^{*}$ are mutually orthogonal at $Q$ with respect to $\tilde{g}^{(V)}$, the divergence $D^{(V)}$ satisfies

$$
\begin{equation*}
D^{(V)}(P, R)=D^{(V)}(P, Q)+D^{(V)}(Q, R)-k_{s} D^{(V)}(P, Q) D^{(V)}(Q, R) \tag{2.19}
\end{equation*}
$$

The - 1 -conformal flatness of $\left(\mathcal{L}_{s}, \tilde{\nabla}, \tilde{g}^{(V)}\right)$ in Theorem 3 ensures another relation that is dual to Proposition 8:

Lemma 2 Suppose that three points $P, Q$ and $R$ and the parameter $\lambda$ meet the same assumptions in Proposition 8. Then, the following relation holds:

$$
\begin{equation*}
D^{(V)}(R, P)=D^{(V)}(R, Q)+\lambda D^{(V)}(Q, P) . \tag{2.20}
\end{equation*}
$$

Proof By direct calculation the right-hand side of (2.20) can be modified as

$$
\begin{aligned}
& V(\operatorname{det} R)-V(\operatorname{det} Q)+\left\langle Q^{*}, Q-R\right\rangle+\lambda\left\langle P^{*}, P-Q\right\rangle \\
& =V(\operatorname{det} R)-V(\operatorname{det} P)+\nu_{1}(s) n-\left\langle Q^{*}, \lambda Q\right\rangle+\lambda \nu_{1}(s) n-\lambda\left\langle P^{*}, Q\right\rangle \\
& =V(\operatorname{det} R)-V(\operatorname{det} P)+\nu_{1}(s) n-\left\langle P^{*}, R\right\rangle=D^{(V)}(R, P) .
\end{aligned}
$$

Remark 6 By duality the -1 -conformal flatness of $\left(\mathcal{L}_{s}, \tilde{\nabla}, \tilde{g}^{(V)}\right)$ implies 1-conformal flatness of $\left(\mathcal{L}_{s}, \tilde{\nabla}^{*}, \tilde{g}^{(V)}\right)$. Hence, introducing dual divergence [2] defined by

$$
{ }^{*} D^{(V)}(P, Q)=D^{(V)}(Q, P)=\varphi^{(V) *}\left(P^{*}\right)+\varphi^{(V)}(Q)-\left\langle P^{*}, Q\right\rangle,
$$

we see that the following dual result to Proposition 8 with respect to $\left(\mathcal{L}_{s}, \tilde{\nabla}^{*}, \tilde{g}^{(V)}\right)$ :

$$
{ }^{*} D^{(V)}(P, R)={ }^{*} D^{(V)}(Q, R)+\lambda^{*} D^{(V)}(P, Q)
$$

alternatively proves the above lemma.
Now we have the following new decomposing relation of the divergence for $P D(n, \mathbf{R})$ and its submanifold $\mathcal{L}_{s}$ (Fig. 2.2), which is an immediate consequence of Proposition 9 and Lemma 2:

Proposition 10 Suppose $P$ be in $P D(n, \mathbf{R})$, and $R$ and $S$ be on $\mathcal{L}_{s}$. Let $Q$ be the uniquely defined point by $P$ as $Q \in \mathcal{L}_{s} \cap \mathcal{R}_{P}$. If the $\tilde{\nabla}$-geodesic $\tilde{\gamma}$ joining $Q$ and $R$ and the $\tilde{\nabla}^{*}$-geodesic $\tilde{\gamma}^{*}$ joining $R$ and $S$ are mutually orthogonal at $R$ with respect to $\tilde{g}^{(V)}$, then the divergence $D^{(V)}$ satisfies

$$
\begin{equation*}
D^{(V)}(P, S)=D^{(V)}(P, R)+\kappa D^{(V)}(R, S), \quad \kappa=\lambda\left\{1-k_{s} D^{(V)}(Q, R)\right\}, \tag{2.21}
\end{equation*}
$$

where the constant $\lambda>0$ is defined by $Q=\lambda P$.
Proof From Lemma 2 and Proposition 9, we have the following relations:

$$
\begin{aligned}
& D^{(V)}(P, S)=D^{(V)}(P, Q)+\lambda D^{(V)}(Q, S) \\
& D^{(V)}(P, R)=D^{(V)}(P, Q)+\lambda D^{(V)}(Q, R) \\
& D^{(V)}(Q, S)=D^{(V)}(Q, R)+D^{(V)}(R, S)-k_{s} D^{(V)}(Q, R) D^{(V)}(R, S)
\end{aligned}
$$

Using these equations, we see the statement holds.
Owing to the negativity of the curvature $k_{s}$, we have the following application of the Proposition 10 on the minimality condition of $D^{(V)}(\bullet, \bullet)$ measured from a point $P \in P D(n, \mathbf{R})$ to a certain submanifold in $\mathcal{L}_{s}$.

Fig. 2.2 Decomposition of divergences when $R$ and $S$ are on a leaf $\mathcal{L}_{s}$ and $\tilde{\gamma}$ and $\tilde{\gamma}^{*}$ are orthogonal at $R$

$\mathcal{R}_{P}$

Corollary 2 Let $P$ be a point in $P D(n, \mathbf{R})$ and let $\mathcal{N}$ be a $\tilde{\nabla}^{*}$-autoparallel submanifold in $\mathcal{L}_{s}$. A point $R$ in $\mathcal{N}$ satisfies $D^{(V)}(P, R)=\min _{S \in \mathcal{N}} D^{(V)}(P, S)$ if and only if the $\tilde{\nabla}$-geodesic connecting $Q=\lambda P \in \mathcal{R}_{P} \cap \mathcal{L}_{S}$ and $R$ is orthogonal to $\mathcal{N}$ at $R$.

Proof For arbitrary point $S \in \mathcal{N}$ it follows from Proposition 10

$$
\begin{equation*}
D^{(V)}(P, S)=D^{(V)}(P, R)+\lambda\left\{1-k_{s} D^{(V)}(Q, R)\right\} D^{(V)}(R, S) \tag{2.22}
\end{equation*}
$$

where $Q$ and $\lambda$ are uniquely defined by $Q \in \mathcal{R}_{P} \cap \mathcal{L}_{s}$ and $Q=\lambda P$.
Since $1-k_{s} D^{(V)}(Q, R)$ and $\lambda$ are positive constants respectively, $D^{(V)}(P, S)$ takes the minimum value $D^{(V)}(P, R)$ if and only if $D^{(V)}(R, S)=0$, i.e., $S=R$.

Dual results for ${ }^{*} D^{(V)}$ to the above ones also hold.

### 2.6 Dualistic Geometries on U-Model and Positive Definite Matrices

We explore a close relation between the dualistic geometries induced from $U$-divergence and $V$-potential. In the field of statistical inference, the well-established method is the maximum likelihood method, which is based on the Kullback-Leibler divergence.

To improve robustness performance of the method maintaining its theoretical advantages, such as efficiency, the methods of minimizing general divergences have been recently proposed as alternatives to the maximum likelihood method, in robust statistical analysis for pattern recognition, machine learning, principal component analysis and so on $[4,6,13,22,24,41]$.

For example the beta-divergence

$$
\begin{equation*}
D_{\beta}(f, g)=\int \frac{g(x)^{\beta+1}-f(x)^{\beta+1}}{\beta+1}-\frac{f(x)\left\{g(x)^{\beta}-f(x)^{\beta}\right\}}{\beta} d x \tag{2.23}
\end{equation*}
$$

is utilized in the literature. As $\beta$ goes to 0 , it reduces to the Kullback-Leibler divergence; On the other hand, as $\beta$ goes to 1 , it reduces to the squared $L^{2}$-distance. Thus the efficiency increases as $\beta$ goes to 0 , while the robustness increases as $\beta$ goes to 1 $[5,39]$. In this sense we could find an appropriate $\beta$ between 0 and 1 as a trade-off between efficiency and robustness. The beta-divergence is strongly connected to the Tsallis entropy [42].

Let us make more general discussion on divergence functionals.
Definition 2 [4] Let $U(s)$ be a smooth convex function with the positive derivatives $u(s)=U^{\prime}(s)$ and $u^{\prime}(s)$ on $\mathbf{R}$ or its (semi-infinite) interval and $\xi$ be the inverse function of $u$ there. If the following functional for two functions $f(x)$ and $g(x)$ on $\mathbf{R}^{n}$

$$
D_{U}(f, g)=\int U(\xi(g))-U(\xi(f))-[\xi(g)-\xi(f)] f d x
$$

exists and converges, we call it the $U$-divergence.
It follows that $D_{U}(f, g) \geq 0$ and $D_{U}(f, g)=0$ if and only if $f=g$ because the integrand $U\left(\xi_{g}\right)-\left[U\left(\xi_{f}\right)+u\left(\xi_{f}\right)\left(\xi_{g}-\xi_{f}\right)\right]$, where $\xi_{f}=\xi(f)$ and $\xi_{g}=\xi(g)$, is interpreted as the difference of the convex function $U$ and its supporting function. While our $U$-divergence can be regarded as a dual expression [35] of the ordinary Bregman divergence, the expression is proved convenient in statistical inference from empirical data rather than the ordinary one [4, 24]. If we set $U(s)=\frac{1}{\beta+1}$ $(1+\beta s)^{(\beta+1) / \beta}, s>-1 / \beta$, then the corresponding $U$-divergence is the betadivergence defined in (2.23).

When we consider the family of functions parametrized by elements in a manifold $\mathcal{M}$, the $U$-divergence induces the dualistic structure on $\mathcal{M}$ in such a way as Proposition 1. Here, we confine our attention to the family of multivariate probability density functions specified by $P$ in $P D(n, \mathbf{R})$. The family is natural in the sense that it is a dually flat statistical manifold with respect to the dualistic geometry induced by the $U$-divergence.

Definition 3 [4] Let $U$ and $u$ be the functions given in Definition 2. The family of elliptical distributions with the following density functions

$$
\mathcal{M}_{U}=\left\{\left.f(x, P)=u\left(-\frac{1}{2} x^{T} P x-c_{U}(\operatorname{det} P)\right) \right\rvert\, P \in P D(n, \mathbf{R})\right\},
$$

is called the (zero-mean) $U$-model associated with the $U$-divergence. Here, we set $f(x, P)=0$ if the right-hand side of $f$ is undefined, and $c_{U}(\operatorname{det} P)$ is a normalizing constant satisfying

$$
\int f(x, P) d x=(\operatorname{det} P)^{-\frac{1}{2}} \int u\left(-\frac{1}{2} y^{T} y-c_{U}(\operatorname{det} P)\right) d y=1,
$$

where we assume that the integral converges for the specified $P$.

For the case when the support of $f$ is bounded, a straightforward computation shows that

$$
\int u\left(-\frac{1}{2} y^{T} y-c_{U}(\operatorname{det} P)\right) d y=\frac{\pi^{\frac{n}{2}}}{\Gamma\left(\frac{n}{2}\right)} \int_{0}^{\rho} u\left(-\frac{r}{2}-c_{U}(\operatorname{det} P)\right) r^{\frac{n}{2}-1} d r
$$

where $\rho$ satisfies $u\left(-\rho / 2-c_{U}(\operatorname{det} P)\right)=0$. Hence, the normalizing constant is given by

$$
c_{U}(\operatorname{det} P)=\Gamma_{\frac{n}{2}, u}^{-1}\left(\frac{\Gamma\left(\frac{n}{2}\right)(\operatorname{det} P)^{\frac{1}{2}}}{\pi^{\frac{n}{2}}}\right),
$$

with the inverse function of $\Gamma_{a, u}$, which is defined by

$$
\Gamma_{a, u}(c)=\int_{0}^{-2 c-2 \xi(0)} u\left(-\frac{r}{2}-c\right) r^{a-1} d r .
$$

A similar argument is also valid for the case of unbounded supports. See for examples of the calculation in [33].

Note that if the function $U(s)$ satisfies a sort of self-similarity [33], the density function $f$ in the $U$-model can be expressed in the usual form of an elliptical distribution [8, 23], i.e.,

$$
f(x, P)=c_{f}(\operatorname{det} P)^{\frac{1}{2}} u\left(-\frac{1}{2} x^{T} P x\right)
$$

with a constant $c_{f}$.
Now we consider the correspondence between the dualistic geometry induced by $D_{U}$ on the $U$-model and that on $\operatorname{PD}(n, \mathbf{R})$ induced by the $V$-potential function discussed in the Sects. 2.3 and 2.4.

Theorem 4 Define the $V$-potential function $\varphi^{(V)}$ via

$$
\begin{equation*}
V(s)=s^{-\frac{1}{2}} \int U\left(-\frac{1}{2} x^{T} x-c_{U}(s)\right) d x+c_{U}(s), \quad s>0 \tag{2.24}
\end{equation*}
$$

Assume that $V$ satisfies the conditions (2.5), then the dualistic structure $\left(g^{(V)}, \nabla\right.$, $\left.{ }^{*} \nabla^{(V)}\right)$ on $P D(n, \mathbf{R})$ coincides with that on the $U$-model induced by the $U$-divergence in such a way as Proposition 1.

The proof can be found in the Appendix E.
From the above theorem it follows that the geometry of $U$-model derived from $U$ divergence is completely characterized by the geometry associated with $V$-potential function defined via (2.24).

### 2.7 Conclusion

We have studied dualistic geometry on positive definite matrices induced from the $V$-potential instead of the standard characteristic function.

First, we have derived the associated Riemannian metric, mutually dual affine connections and the canonical divergence. The induced geometry is, in general, proved $S L(n, \mathbf{R})$-invariant while it is $G L(n, \mathbf{R})$-invariant in the case of the characteristic function $(V(s)=-\log s)$. However, when $V$ is of the power form, it is shown that orthogonality and a pair of mutually dual connections are $G L(n, \mathbf{R})$-invariant.

Next, we have investigated a foliated structure via the induced geometry. Each leaf (the set of positive definite matrices with a constant determinant) is proved to be a homogeneous statistical manifold with a constant curvature depending on $V$. As a consequence, we have given a new decomposition relation for the canonical divergence that would be useful to solve the nearest point on a specified leaf.

Finally, to apply the induced geometry to robust statistical inferences we have established a relation with geometry of $U$-model (or symmetric elliptical densities).

Further applications of such structures and investigation of the other form of potential functions are left in the future work.
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## Appendices

## A Proof of Theorem 1

It is observed that $-\nu_{1}(\operatorname{det} P) \neq 0$ on $P D(n, \mathbf{R})$ is necessary because the second term is not positive definite. Hence, the Hessian can be represented as

$$
\begin{aligned}
g_{P}^{(V)}(X, Y) & =-\nu_{1}(\operatorname{det} P)\left\{\operatorname{tr}\left(P^{-1} X P^{-1} Y\right)-\beta^{(V)}(\operatorname{det} P) \operatorname{tr}\left(P^{-1} X\right) \operatorname{tr}\left(P^{-1} Y\right)\right\} \\
& =-\nu_{1}(\operatorname{det} P) \operatorname{vec}^{T}(\tilde{X})\left(I_{n^{2}}-\beta^{(V)}(\operatorname{det} P) \operatorname{vec}\left(I_{n}\right) \operatorname{vec}^{T}\left(I_{n}\right)\right) \operatorname{vec}(\tilde{Y}) .
\end{aligned}
$$

Here $\tilde{X}=P^{-1 / 2} X P^{-1 / 2}, \tilde{Y}=P^{-1 / 2} Y P^{-1 / 2}, \operatorname{vec}(\bullet)$ is the operator that maps $A=$ $\left(a_{i j}\right) \in \mathbf{R}^{n \times n}$ to $\left[a_{11}, \cdots, a_{n 1}, a_{12}, \cdots, a_{n 2}, \cdots, a_{1 n}, \cdots, a_{n n}\right]^{T} \in \mathbf{R}^{n^{2}}$, and $I_{n}$ and $I_{n^{2}}$ denote the unit matrices of order $n$ and $n^{2}$, respectively. By congruently transforming the matrix $I_{n^{2}}-\beta^{(V)}(\operatorname{det} P) \operatorname{vec}\left(I_{n}\right) \mathrm{vec}^{T}\left(I_{n}\right)$ with a proper permutation matrix, we see the positive definiteness of $g^{(V)}$ is equivalent with $-\nu_{1}(\operatorname{det} P)>0$ and

$$
I_{n}-\beta^{(V)}(\operatorname{det} P) \mathbf{1 1}^{T}>0, \quad \text { where } \mathbf{1}=[1,1, \cdots, 1]^{T} \in \mathbf{R}^{n} .
$$

Let $W$ be an orthogonal matrix that has $\mathbf{1} / \sqrt{n}$ as the first column vector. Since the following eigen-decomposition

$$
I_{n}-\beta^{(V)}(\operatorname{det} P) \mathbf{1 1}^{T}=W\left(\begin{array}{cccc}
1-n \beta^{(V)}(\operatorname{det} P) & 0 & \cdots & 0 \\
0 & 1 & \ddots & \vdots \\
\vdots & \ddots & \ddots & 0 \\
0 & \cdots & 0 & 1
\end{array}\right) W^{T}
$$

holds, the conditions (2.5) are necessary and sufficient for positive definiteness of $g^{(V)}$. Thus, the statement follows.

## B Proof of Theorem 2

Since the components of $P^{*}$ is an affine coordinate for the connection ${ }^{*} \nabla^{(V)}$, the parallel shift $\pi_{t}(Y)$ along the curve $\gamma$ satisfies

$$
\left(\operatorname{grad} \varphi^{(V)}\right)_{*}(Y)=\left(\operatorname{grad} \varphi^{(V)}\right)_{*}\left(\pi_{t}(Y)\right)
$$

for any $t$.
From Lemma 1, this implies

$$
\frac{d}{d t}\left[\nu_{2}\left(\operatorname{det} P_{t}\right) \operatorname{tr}\left\{P_{t}^{-1} \pi_{t}(Y)\right\} P_{t}^{-1}-\nu_{1}\left(\operatorname{det} P_{t}\right) P_{t}^{-1} \pi_{t}(Y) P_{t}^{-1}\right]=0
$$

for any $t(-\epsilon<t<\epsilon)$.
By calculating the left-hand side, we get

$$
\begin{aligned}
& \nu_{3}\left(s_{t}\right) \operatorname{tr}\left(P_{t}^{-1} \frac{d P_{t}}{d t}\right) \operatorname{tr}\left(P_{t}^{-1} \pi_{t}(Y)\right) P_{t}^{-1}-\nu_{2}\left(s_{t}\right) \operatorname{tr}\left(P_{t}^{-1} \frac{d P_{t}}{d t} P_{t}^{-1} \pi_{t}(Y)\right) P_{t}^{-1} \\
& +\nu_{2}\left(s_{t}\right) \operatorname{tr}\left(P_{t}^{-1} \frac{d \pi_{t}(Y)}{d t}\right) P_{t}^{-1}-\nu_{2}\left(s_{t}\right) \operatorname{tr}\left(P_{t}^{-1} \pi_{t}(Y)\right) P_{t}^{-1} \frac{d P_{t}}{d t} P_{t}^{-1} \\
& -\nu_{2}\left(s_{t}\right) \operatorname{tr}\left(P_{t}^{-1} \frac{d P_{t}}{d t}\right) P_{t}^{-1} \pi_{t}(Y) P_{t}^{-1}+\nu_{1}\left(s_{t}\right) P_{t}^{-1} \frac{d P_{t}}{d t} P_{t}^{-1} \pi_{t}(Y) P_{t}^{-1} \\
& -\nu_{1}\left(s_{t}\right) P_{t}^{-1} \frac{d \pi_{t}(Y)}{d t} P_{t}^{-1}+\nu_{1}\left(s_{t}\right) P_{t}^{-1} \pi_{t}(Y) P_{t}^{-1} \frac{d P_{t}}{d t} P_{t}^{-1}=0
\end{aligned}
$$

where $s_{t}=\operatorname{det} P_{t}$. If $t=0$, then this equation implies that

$$
\begin{aligned}
& \nu_{3}(s) \operatorname{tr}\left(P^{-1} X\right) \operatorname{tr}\left(P^{-1} Y\right) P^{-1}-\nu_{2}(s) \operatorname{tr}\left(P^{-1} X P^{-1} Y\right) P^{-1} \\
& +\nu_{2}(s) \operatorname{tr}\left\{P^{-1}\left(\frac{d \pi_{t}(Y)}{d t}\right)_{t=0}\right\} P^{-1}-\nu_{2}(s) \operatorname{tr}\left(P^{-1} Y\right) P^{-1} X P^{-1}
\end{aligned}
$$

$$
\begin{aligned}
& -\nu_{2}(s) \operatorname{tr}\left(P^{-1} X\right) P^{-1} Y P^{-1}+\nu_{1}(s) P^{-1} X P^{-1} Y P^{-1} \\
& -\nu_{1}(s) P^{-1}\left(\frac{d \pi_{t}(Y)}{d t}\right)_{t=0} P^{-1}+\nu_{1}(s) P^{-1} Y P^{-1} X P^{-1}=0,
\end{aligned}
$$

where $s=\operatorname{det} P$. Hence we observe that

$$
\begin{align*}
& \nu_{1}(s) P^{-1}\left(\frac{d \pi_{t}(Y)}{d t}\right)_{t=0}  \tag{2.25}\\
& =\nu_{2}(s) \operatorname{tr}\left\{P^{-1}\left(\frac{d \pi_{t}(Y)}{d t}\right)_{t=0}\right\} I \\
& \quad+\nu_{1}(s)\left(P^{-1} X P^{-1} Y+P^{-1} Y P^{-1} X\right) \\
& \quad-\nu_{2}(s)\left\{\operatorname{tr}\left(P^{-1} Y\right) P^{-1} X+\operatorname{tr}\left(P^{-1} X\right) P^{-1} Y\right\} \\
& \quad+\nu_{3}(s) \operatorname{tr}\left(P^{-1} X\right) \operatorname{tr}\left(P^{-1} Y\right) I-\nu_{2}(s) \operatorname{tr}\left(P^{-1} Y P^{-1} X\right) I .
\end{align*}
$$

Taking the trace for both sides of (2.25), we get

$$
\begin{align*}
& \left(\nu_{1}(s)-n \nu_{2}(s)\right) \operatorname{tr}\left\{P^{-1}\left(\frac{d \pi_{t}(Y)}{d t}\right)_{t=0}\right\}  \tag{2.26}\\
= & \left(2 \nu_{1}(s)-n \nu_{2}(s)\right) \operatorname{tr}\left(P^{-1} X P^{-1} Y\right)+\left(n \nu_{3}(s)-2 \nu_{2}(s)\right) \operatorname{tr}\left(P^{-1} X\right) \operatorname{tr}\left(P^{-1} Y\right) .
\end{align*}
$$

From (2.25) and (2.26) it follows that

$$
\begin{aligned}
& P^{-1}\left(\frac{d \pi_{t}(Y)}{d t}\right)_{t=0} \\
& =P^{-1} X P^{-1} Y+P^{-1} Y P^{-1} X \\
& \quad-\frac{\nu_{2}(s)}{\nu_{1}(s)}\left\{\operatorname{tr}\left(P^{-1} X\right) P^{-1} Y+\operatorname{tr}\left(P^{-1} Y\right) P^{-1} X\right\} \\
& \quad+\frac{\left(\nu_{3}(s) \nu_{1}(s)-2 \nu_{2}(s)^{2}\right) \operatorname{tr}\left(P^{-1} X\right) \operatorname{tr}\left(P^{-1} Y\right)+\nu_{2}(s) \nu_{1}(s) \operatorname{tr}\left(P^{-1} X P^{-1} Y\right)}{\nu_{1}(s)\left(\nu_{1}(s)-n \nu_{2}(s)\right)} I .
\end{aligned}
$$

This completes the proof.

## C Proof of Proposition 4

Since geometric structure $\left(\mathcal{L}_{s}, g^{(V)}\right)$ is also invariant under the transformation $\tau_{G}$ where $G \in \operatorname{SL}(n, \mathbf{R})$, it suffices to consider at $\lambda I \in \mathcal{L}_{s}$, where $\lambda=s^{1 / n}$.

Let $\tilde{X} \in \mathcal{X}\left(\mathcal{L}_{s}\right)$ be a vector field defined at each $P \in \mathcal{L}_{s}$ by

$$
\tilde{X}=\sum_{i} \tilde{X}^{i}(P) \frac{\partial}{\partial x^{i}}=P^{1 / 2} X P^{1 / 2}, \quad X \in T_{I} \mathcal{L}_{1}=\left\{X \mid \operatorname{tr}(X)=0, X=X^{T}\right\}
$$

where $\tilde{X}^{i}$ are certain smooth functions on $\mathcal{L}_{s}$. Consider the curve $P_{t}=\lambda \exp X t \in \mathcal{L}_{s}$ starting at $t=0$ and a vector field $\tilde{Y}$ along $P_{t}$ defined by

$$
\tilde{Y}_{P_{t}}=P_{t}^{1 / 2} Y_{t} P_{t}^{1 / 2}=\sum_{i} \tilde{Y}^{i}\left(P_{t}\right) \frac{\partial}{\partial x^{i}},
$$

where $Y_{t}$ is an arbitrary smooth curve in $T_{I} \mathcal{L}_{1}$ with $Y_{0}=Y$ and $\tilde{Y}^{i}$ are smooth functions on $P_{t}$. We show that the $\left(T_{\lambda I} \mathcal{L}_{s}\right)^{\perp}$-component of $\left(\hat{\nabla}_{\tilde{X}}^{(V)} \tilde{Y}\right)_{\lambda I}$, i.e., the covariant derivative at $\lambda I$ orthogonal to $T_{\lambda I} \mathcal{L}_{s}$, vanishes for any $X$ and $Y \in T_{I} \mathcal{L}_{1}$ if and only if $\nu_{2}(s)=0$.

We see

$$
\left(P_{t}\right)_{t=0}=\lambda I, \quad\left(\frac{d P_{t}}{d t}\right)_{t=0}=\lambda X, \quad \tilde{Y}_{\lambda I}=\lambda Y
$$

hold. Note that

$$
\frac{d}{d t} \tilde{Y}_{P_{t}}=\frac{1}{2}\left(X \tilde{Y}_{P_{t}}+\tilde{Y}_{P_{t}} X\right)+P_{t}^{1 / 2} \frac{d Y_{t}}{d t} P_{t}^{1 / 2}
$$

then using (2.13) and corollary 1, we obtain

$$
\begin{aligned}
\left(\hat{\nabla}_{\tilde{X}}^{(V)} \tilde{Y}\right)_{\lambda I}= & \left(\frac{d}{d t} \tilde{Y}_{P_{t}}\right)_{t=0}+\left(\sum_{i, j} \tilde{X}^{i} \tilde{Y}^{j} \hat{\nabla}_{\frac{\partial}{\partial x^{i}}}^{(V)} \frac{\partial}{\partial x^{j}}\right)_{\lambda I} \\
= & \frac{\lambda}{2}(X Y+Y X)+\lambda\left(\frac{d}{d t} Y_{t}\right)_{t=0} \\
& -\frac{1}{2}\left\{\lambda(X Y+Y X)+\Phi(\lambda X, \lambda Y, \lambda I)+\Phi^{\perp}(\lambda X, \lambda Y, \lambda I)\right\} \\
= & \lambda\left(\frac{d}{d t} Y_{t}\right)_{t=0}-\frac{1}{2} \Phi^{\perp}(\lambda X, \lambda Y, \lambda I)
\end{aligned}
$$

For the third equality we have used that $\Phi(\lambda X, \lambda Y, \lambda I)=0$ for any $X$ and $Y \in T_{I} \mathcal{L}_{1}$.
Since it holds that

$$
g_{\lambda I}^{(V)}\left(\left(\hat{\nabla}_{\tilde{X}}^{(V)} \tilde{Y}\right)_{\lambda I}, I\right)=\lambda^{-1}\left(-\nu_{1}(s)+\nu_{2}(s) n\right) \operatorname{tr}\left(\hat{\nabla}_{\tilde{X}}^{(V)} \tilde{Y}\right)_{\lambda I}
$$

and $-\nu_{1}(s)+\nu_{2}(s) n \neq 0$ by (2.5), the $\left(T_{\lambda I} \mathcal{L}_{s}\right)^{\perp}$-component of $\left(\hat{\nabla}_{\tilde{X}}^{(V)} \tilde{Y}\right)_{\lambda I}$ vanishes for any $X$ and $Y \in T_{I} \mathcal{L}_{1}$ if and only if

$$
\operatorname{tr}\left(\hat{\nabla}_{\tilde{X}}^{(V)} \tilde{Y}\right)_{\lambda I}=-\frac{1}{2} \operatorname{tr} \Phi^{\perp}(\lambda X, \lambda Y, \lambda I)=0 .
$$

Here, we have used $\operatorname{tr}\left(\left(d Y_{t} / d t\right)_{t=0}\right)=0$. The above equality is equivalent to $\nu_{2}(s)=0$. Hence, we conclude that the statement holds.

## D Proof of Proposition 6

The statements (i) and (ii) follow from direct calculations. Since $\left({ }^{*} \tilde{\nabla}_{\tilde{X}}^{(V)} \tilde{Y}\right)_{P}$ is the orthogonal projection of $\left({ }^{*} \nabla_{\tilde{X}}^{(V)} \tilde{Y}\right)_{P}$ to $T_{P} \mathcal{L}_{s}$ with respect to $g_{P}^{(V)}$, it can be represented by

$$
\left({ }^{*} \tilde{\nabla}_{\tilde{X}}^{(V)} \tilde{Y}\right)_{P}=\left({ }^{*} \nabla_{\tilde{X}}^{(V)} \tilde{Y}\right)_{P}-\delta P, \quad \delta \in \mathbf{R},
$$

where $\delta$ is determined from the orthogonality condition

$$
g_{P}^{(V)}\left(\left({ }^{*} \tilde{\nabla}_{\tilde{X}}^{(V)} \tilde{Y}\right)_{P}, P\right)=0
$$

Similarly to the proof of Proposition 4 where $\lambda=s^{1 / n}$, we see that

$$
\begin{aligned}
\left({ }^{*} \nabla_{\tilde{X}}^{(V)} \tilde{Y}\right)_{\lambda I} & =\left(\frac{d}{d t} \tilde{Y}_{P_{t}}\right)_{t=0}+\left(\sum_{i, j} \tilde{X}^{i} \tilde{Y}^{j *} \nabla_{\frac{\partial}{\partial x^{i}}}^{(V)} \frac{\partial}{\partial x^{j}}\right)_{\lambda I} \\
& =\frac{\lambda}{2}(X Y+Y X)+\lambda\left(\frac{d}{d t} Y_{t}\right)_{t=0} \\
& -\left\{\lambda(X Y+Y X)+\Phi(\lambda X, \lambda Y, \lambda I)+\Phi^{\perp}(\lambda X, \lambda Y, \lambda I)\right\} \\
& =\lambda\left(\frac{d}{d t} Y_{t}\right)_{t=0}-\frac{\lambda}{2}(X Y+Y X)-\Phi^{\perp}(\lambda X, \lambda Y, \lambda I)
\end{aligned}
$$

Since $\Phi^{\perp}(\lambda X, \lambda Y, \lambda I) \in\left(T_{\lambda I} \mathcal{L}_{s}\right)^{\perp}$ and $\left(d Y_{t} / d t\right)_{t=0} \in T_{\lambda I} \mathcal{L}_{s}$, the orthogonal projection of $\left({ }^{*} \nabla_{\tilde{X}}^{(V)} \tilde{Y}\right)_{\lambda I}$ to $T_{\lambda I} \mathcal{L}_{s}$ is that of $\lambda\left(d Y_{t} / d t\right)_{t=0}-\lambda(Y X+X Y) / 2$. Thus, from the orthogonality condition we have

$$
\left({ }^{*} \tilde{\nabla}_{\tilde{X}}^{(V)} \tilde{Y}\right)_{\lambda I}=\lambda\left(\frac{d}{d t} Y_{t}\right)_{t=0}-\frac{\lambda}{2}(X Y+Y X)+\frac{\lambda}{n} \operatorname{tr}(X Y) I,
$$

which is independent of $V(s)$.

## E Proof of Theorem 4

For $P$ and $Q$ in $P D(n, \mathbf{R})$, we shortly write two density functions in a $U$-model as $f_{P}(x)=f(x, P)$ and $f_{Q}(x)=f(x, Q)$.

It suffices to show the dual canonical divergence ${ }^{*} D^{(V)}(P, Q)=D^{(V)}(Q, P)$ of $\left(P D(n, \mathbf{R}), \nabla, g^{(V)}\right)$ given by $(2.10)$ coincides with $D_{U}\left(f_{P}, f_{Q}\right)$. Note that an exchange of the order for two arguments in a divergence only causes that of the definitions of primal and dual affine connections in (2.3) but does not affect whole dualistic structure of the induced geometry.

Recalling (2.6), we have

$$
\operatorname{grad} \varphi^{(V)}(P)=\left(V^{\prime}(\operatorname{det} P) \operatorname{det} P\right) P^{-1}=\nu_{1}(\operatorname{det} P) P^{-1}
$$

where $V^{\prime}$ denotes the derivative of $V$ by $s$. On the other hand, we can directly differentiate $\varphi^{(V)}(P)$ defined via (2.24)

$$
\begin{aligned}
& \operatorname{grad} \varphi^{(V)}(P) \\
& =\operatorname{grad}\left\{\int U\left(-\frac{1}{2} x^{T} P x-c_{U}(\operatorname{det} P)\right) d x+c_{U}(\operatorname{det} P)\right\} \\
& =\int f_{P}(x)\left\{-\frac{1}{2} x x^{T}-\left(c_{U}^{\prime}(\operatorname{det} P) \operatorname{det} P\right) P^{-1}\right\} d x+\left(c_{U}^{\prime}(\operatorname{det} P) \operatorname{det} P\right) P^{-1} \\
& =-\frac{1}{2} \int f_{P}(x) x x^{T} d x=-\frac{1}{2} \mathrm{E}_{P}\left(x x^{T}\right)
\end{aligned}
$$

where $\mathrm{E}_{P}$ is the expectation operator with respect to $f_{P}(x)$. Thus, we have

$$
\begin{equation*}
\nu_{1}(\operatorname{det} P) P^{-1}=-\frac{1}{2} \mathrm{E}_{P}\left(x x^{T}\right) \tag{2.27}
\end{equation*}
$$

Note that

$$
\xi\left(f_{P}\right)=-\frac{1}{2} x^{T} P x-c_{U}(\operatorname{det} P), \quad \xi\left(f_{Q}\right)=-\frac{1}{2} x^{T} Q x-c_{U}(\operatorname{det} Q)
$$

because $\xi(u)$ is the identity. From the definition, $U$-divergence is

$$
\begin{aligned}
D_{U}\left(f_{P}, f_{Q}\right)= & \int U\left(-\frac{1}{2} x^{T} Q x-c_{U}(\operatorname{det} Q)\right)-U\left(-\frac{1}{2} x^{T} P x-c_{U}(\operatorname{det} P)\right) \\
& -f_{P}(x)\left\{-\frac{1}{2} x^{T} Q x-c_{U}(\operatorname{det} Q)+\frac{1}{2} x^{T} P x+c_{U}(\operatorname{det} P)\right\} d x \\
= & \varphi^{(V)}(\operatorname{det} Q)-\varphi^{(V)}(\operatorname{det} P)+\frac{1}{2} \mathrm{E}_{P}\left(x^{T} Q x-x^{T} P x\right)
\end{aligned}
$$

Using (2.27), the third term is expressed by

$$
\begin{aligned}
\frac{1}{2} \mathrm{E}_{P}\left(x^{T} Q x-x^{T} P x\right) & =\frac{1}{2} \operatorname{tr}\left\{\mathrm{E}_{P}\left(x x^{T}\right)(Q-P)\right\} \\
& =\nu_{1}(\operatorname{det} P) \operatorname{tr}\left(P^{-1}(P-Q)\right) .
\end{aligned}
$$

Hence, $D_{U}\left(f_{P}, f_{Q}\right)={ }^{*} D^{(V)}(P, Q)=D^{(V)}(Q, P)$.
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# Chapter 3 <br> Hessian Structures and Divergence Functions on Deformed Exponential Families 

Hiroshi Matsuzoe and Masayuki Henmi


#### Abstract

A Hessian structure $(\nabla, h)$ on a manifold is a pair of a flat affine connection $\nabla$ and a semi-Riemannian metric $h$ which is given by a Hessian of some function. In information geometry, it is known that an exponential family naturally has dualistic Hessian structures and their canonical divergences coincide with the Kullback-Leibler divergences, which are also called the relative entropies. A deformed exponential family is a generalization of exponential families. A deformed exponential family naturally has two kinds of dualistic Hessian structures and conformal structures of Hessian metrics. In this paper, geometry of such Hessian structures and conformal structures are summarized. In addition, divergence functions on these Hessian manifolds are constructed from the viewpoint of estimating functions. As an application of such Hessian structures to statistics, a generalization of independence and geometry of generalized maximum likelihood method are studied.
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### 3.1 Introduction

In information geometry, an exponential family is a useful statistical model and it is applied to various fields of statistical sciences (cf. [1]). For example, the set of Gaussian distributions is an exponential family. It is known that an exponential family can be naturally regarded as a Hessian manifold [28], which is also called a dually flat

[^7]space [1] or a flat statistical manifold [12]. A pair of dually flat affine connections has essential roles in geometric theory of statistical inferences. In addition, a Hessian manifold has an asymmetric squared-distance like function, called the canonical divergence. On an exponential family, the canonical divergence coincides with the Kullback-Leibler divergence or the relative entropy. (See Sect. 3.3.)

A deformed exponential family is a generalization of exponential families, which was introduced in anomalous statistical physics [22]. (See also [23, 32] and [33].) A deformed exponential family naturally has two kinds of dualistic Hessian structures, and such geometric structures are independently studied in machine learning theory [21] and statistical physics [3, 26], etc. For example, a $q$-exponential family is a typical example of deformed exponential families. One of Hessian structures on a $q$-exponential family is related to geometry of $\beta$-divergences (or density power divergences [5]). The other Hessian structure is related to geometry of $\alpha$-divergences. (In the $q$-exponential case, these geometry are studied in [18].) In addition, conformal structures of statistical manifolds play important roles in geometry of deformed exponential families.

In this paper, we summarize such Hessian structures and conformal structures on deformed exponential families. Then we construct a generalized relative entropy from the viewpoint of estimating functions. As an application, we consider generalization of independence of random variables, then elucidate geometry of the maximum $q$-likelihood estimator. This paper is written based on the proceeding [19].

### 3.2 Preliminaries

In this paper, we assume that all objects are smooth, and a manifold $M$ is an open domain in $\boldsymbol{R}^{n}$.

Let $(M, h)$ be a semi-Riemannian manifold, that is, $h$ is assumed to be nondegenerate, which is not necessary to be positive definite (e.g. the Lorentzian metric in relativity). Let $\nabla$ be an affine connection on $M$. We define the dual connection $\nabla^{*}$ of $\nabla$ with respect to $h$ by

$$
X h(Y, Z)=h\left(\nabla_{X} Y, Z\right)+h\left(Y, \nabla_{X}^{*} Z\right)
$$

where $X, Y$ and $Z$ are arbitrary vector fields on $M$. It is easy to check that $\left(\nabla^{*}\right)^{*}=\nabla$.
For an affine connection $\nabla$, we define the curvature tensor field $R$ and the torsion tensor field $T$ by

$$
\begin{aligned}
R(X, Y) Z & :=\nabla_{X} \nabla_{Y} Z-\nabla_{Y} \nabla_{X} Z-\nabla_{[X, Y]} Z, \\
T(X, Y) & :=\nabla_{X} Y-\nabla_{Y} X-[X, Y],
\end{aligned}
$$

where $[X, Y]:=X Y-Y X$. We say that $\nabla$ is curvature-free if $R$ vanishes everywhere on $M$, and the one is torsion-free if $T$ vanishes everywhere.

For pair of dual affine connections, the following proposition holds (cf. [16]).

## Proposition 1 Consider the conditions below:

1. $\nabla$ is torsion-free.
2. $\nabla^{*}$ is torsion-free.
3. $\nabla^{(0)}=\left(\nabla+\nabla^{*}\right) / 2$ is the Levi-Civita connection with respect to $h$.
4. $\nabla h$ is totally symmetric, where $\nabla h$ is the ( 0,3 )-tensor field defined by

$$
\left(\nabla_{X} h\right)(Y, Z):=X h(Y, Z)-h\left(\nabla_{X} Y, Z\right)-h\left(Y, \nabla_{X} Z\right)
$$

## Assume any two of the above conditions, then the others hold.

From now on, we assume that an affine connection $\nabla$ is torsion-free.
We say that an affine connection $\nabla$ is flat if $\nabla$ is curvature-free. For a flat affine connection $\nabla$, there exists a coordinate system $\left\{\theta^{i}\right\}$ on $M$ locally such that the connection coefficients $\left\{\Gamma_{i j}^{\nabla k}\right\}(i, j, k=1, \ldots, n)$ of $\nabla$ vanish on its coordinate neighbourhood. We call such a coordinate system $\left\{\theta^{i}\right\}$ an affine coordinate system.

Let $(M, h)$ be a semi-Riemannian manifold, and let $\nabla$ be a flat affine connection on $M$. We say that the pair $(\nabla, h)$ is a Hessian structure on $M$ if there exists a function $\psi$, at least locally, such that $h=\nabla d \psi$ [28]. In the coordinate form, the following formula holds:

$$
h_{i j}(p(\theta))=\frac{\partial^{2}}{\partial \theta^{i} \partial \theta^{j}} \psi(p(\theta)),
$$

where $p$ is an arbitrary point in $M$ and $\left\{\theta^{i}\right\}$ is a $\nabla$-affine coordinate system around $p$. Under the same assumption, we call the triplet $(M, \nabla, h)$ a Hessian manifold. For a Hessian manifold $(M, \nabla, h)$, we define a totally symmetric $(0,3)$-tensor field $C$ by $C:=\nabla h$. We call $C$ the cubic form for $(M, \nabla, h)$.

For a semi-Riemannian manifold $(M, h)$ with a torsion-free affine connection $\nabla$, the triplet $(M, \nabla, h)$ is said to be a statistical manifold if $\nabla h$ is totally symmetric [12]. Originally, the triplet $(M, g, C)$ is called a statistical manifold [14], where $(M, g)$ is a Riemannian manifold and $C$ is a totally symmetric ( 0,3 )-tensor field on $M$. From Proposition 1, these definitions are essentially equivalent. In fact, for a semiRiemannian manifold ( $M, h$ ) with a totally symmetric ( 0,3 )-tensor field $C$, we can define mutually dual torsion-free affine connections $\nabla$ and $\nabla^{*}$ by

$$
\begin{align*}
& h\left(\nabla_{X} Y, Z\right):=h\left(\nabla_{X}^{(0)} Y, Z\right)-\frac{1}{2} C(X, Y, Z),  \tag{3.1}\\
& h\left(\nabla_{X}^{*} Y, Z\right):=h\left(\nabla_{X}^{(0)} Y, Z\right)+\frac{1}{2} C(X, Y, Z), \tag{3.2}
\end{align*}
$$

where $\nabla^{(0)}$ is the Levi-Civita connection with respect to $h$. In this case, $\nabla h$ and $\nabla^{*} h$ are totally symmetric. Hence $(M, \nabla, h)$ and $\left(M, \nabla^{*}, h\right)$ are statistical manifolds.

A triplet $(M, \nabla, h)$ is a flat statistical manifold if and only if it is a Hessian manifold (cf. [28]). Suppose that $R$ and $R^{*}$ are curvature tensors of $\nabla$ and $\nabla^{*}$, respectively. Then we have

$$
h(R(X, Y) Z, V)=-h\left(Z, R^{*}(X, Y) V\right)
$$

Hence the condition that the triplet $(M, \nabla, h)$ is a Hessian manifold is equivalent to that the quadruplet $\left(M, h, \nabla, \nabla^{*}\right)$ is a dually flat space [1].

For a Hessian manifold $(M, \nabla, h)$, we suppose that $\left\{\theta^{i}\right\}$ is a $\nabla$-affine coordinate system on $M$. Then there exists a $\nabla^{*}$-affine coordinate system $\left\{\eta_{i}\right\}$ such that

$$
h\left(\frac{\partial}{\partial \theta^{i}}, \frac{\partial}{\partial \eta_{j}}\right)=\delta_{j}^{i} .
$$

We call $\left\{\eta_{i}\right\}$ the dual coordinate system of $\left\{\theta^{i}\right\}$ with respect to $h$.
Proposition 2 Let $(M, \nabla, h)$ be a Hessian manifold. Suppose that $\left\{\theta^{i}\right\}$ is a $\nabla$-affine coordinate system, and $\left\{\eta_{i}\right\}$ is the dual coordinate system of $\left\{\theta^{i}\right\}$. Then there exist functions $\psi$ and $\phi$ on $M$ such that

$$
\begin{align*}
& \frac{\partial \psi}{\partial \theta^{i}}=\eta_{i}, \quad \frac{\partial \phi}{\partial \eta_{i}}=\theta^{i}, \quad \psi(p)+\phi(p)-\sum_{i=1}^{n} \theta^{i}(p) \eta_{i}(p)=0, \quad(p \in M)  \tag{3.3}\\
& h_{i j}=\frac{\partial^{2} \psi}{\partial \theta^{i} \partial \theta^{j}}, \quad h^{i j}=\frac{\partial^{2} \phi}{\partial \eta_{i} \partial \eta_{j}}
\end{align*}
$$

where $\left(h_{i j}\right)$ is the component matrix of a semi-Riemannian metric $h$ with respect to $\left\{\theta^{i}\right\}$, and $\left(h^{i j}\right)$ is the inverse matrix of $\left(h_{i j}\right)$. Moreover,

$$
\begin{equation*}
C_{i j k}=\frac{\partial^{3} \psi}{\partial \theta^{i} \partial \theta^{j} \partial \theta^{k}} \tag{3.4}
\end{equation*}
$$

is the cubic form of $(M, \nabla, h)$.
For proof, see [1] and [28]. The functions $\psi$ and $\phi$ are called the $\theta$-potential and the $\eta$-potential, respectively. From the above proposition, the Hessians of $\theta$-potential and $\eta$-potential coincide with the semi-Riemannian metric $h$ :

$$
\begin{equation*}
\frac{\partial \eta_{i}}{\partial \theta^{j}}=\frac{\partial^{2} \psi}{\partial \theta^{i} \partial \theta^{j}}=h_{i j}, \quad \frac{\partial \theta^{i}}{\partial \eta_{j}}=\frac{\partial^{2} \phi}{\partial \eta_{i} \partial \eta_{j}}=h^{i j} \tag{3.5}
\end{equation*}
$$

In addition, we obtain the original flat connection $\nabla$ and its dual $\nabla^{*}$ from the potential function $\psi$. From Eq. (3.4), we have the cubic form of $\operatorname{Hessian}$ manifold ( $M, \nabla, h$ ). Then we obtain two affine connections $\nabla$ and $\nabla^{*}$ by Eqs. (3.1), (3.2) and (3.4).

Under the same assumptions as in Proposition 2, we define a function $D$ on $M \times M$ by

$$
D(p, r):=\psi(p)+\phi(r)-\sum_{i=1}^{n} \theta^{i}(p) \eta_{i}(r), \quad(p, r \in M)
$$

We call $D$ the canonical divergence of $(M, \nabla, h)$. The definition is independent of choice of an affine coordinate system. The canonical divergence is an asymmetric
squared distance like function on $M$. In particular, the canonical divergence $D$ is non-negative if the metric $h$ is positive definite. However, we assumed that $h$ is a semi-Riemannian metric, hence $D$ can take negative values. (cf. [12] and [15].)

We remark that the canonical divergence induces the original Hessian manifold $(M, \nabla, h)$ by Eguchi's relation [7]. Suppose that $D$ is a function on $M \times M$. We define a function on $M$ by the following formula:

$$
D\left[X_{1}, \ldots, X_{i} \mid Y_{1}, \ldots, Y_{j}\right](p):=\left.\left(X_{1}\right)_{p} \cdots\left(X_{i}\right)_{p}\left(Y_{1}\right)_{r} \cdots\left(Y_{j}\right)_{r} D(p, r)\right|_{p=r}
$$

where $X_{1}, \ldots, X_{i}$ and $Y_{1}, \cdots, Y_{j}$ are vector fields on $M$. We say that $D$ is a contrast function on $M \times M$ if

> 1. $D[\mid](p)=D(p, p)=0$,
> 2. $D[X \mid](p)=D[\mid X](p)=0$,
> 3. $h(X, Y):=-D[X \mid Y]$
is a semi-Riemannian metric on $M$.

For a contrast function $D$ on $M \times M$, we define a pair of affine connections by

$$
\begin{aligned}
h\left(\nabla_{X} Y, Z\right) & =-D[X Y \mid Z], \\
h\left(Y, \nabla_{X}^{*} Z\right) & =-D[Y \mid X Z] .
\end{aligned}
$$

By differentiating Eq. (3.6), two affine connections $\nabla$ and $\nabla^{*}$ are mutually dual with respect to $h$. We can check that $\nabla$ and $\nabla^{*}$ are torsion-free, and $\nabla h$ and $\nabla^{*} h$ are totally symmetric. Hence triplets $(M, \nabla, h)$ and $\left(M, \nabla^{*}, h\right)$ are statistical manifolds. We call $(M, \nabla, h)$ the induced statistical manifold from a contrast function $D$. If $(M, \nabla, h)$ is a Hessian manifold, we say that $(M, \nabla, h)$ is the induced Hessian manifold from $D$.

Proposition 3 Suppose that D is the canonical divergence on a Hessian manifold $(M, \nabla, h)$. Then $D$ is a contrast function on $M \times M$ which induces the original Hessian manifold ( $M, \nabla, h$ ).

Proof From the definition and Eq.(3.3), we have $D[\mid]=0$ and $D[X \mid]=D[\mid X]=0$. Let $\left\{\theta^{i}\right\}$ be a $\nabla$-affine coordinate and $\left\{\eta_{j}\right\}$ the dual affine coordinate of $\left\{\theta^{j}\right\}$. Set $\partial_{i}=\partial / \partial \theta^{i}$. From Eqs. (3.3) and (3.5), we have

$$
\begin{aligned}
D\left[\partial_{i} \mid \partial_{j}\right](p) & =\left.\left(\partial_{i}\right)_{p}\left(\partial_{j}\right)_{r} D(p, q)\right|_{p=r}=\left.\left(\partial_{j}\right)_{r}\left\{\eta_{i}(p)-\eta_{i}(r)\right\}\right|_{p=r} \\
& =-\left.\left(\partial_{j}\right)_{r} \eta_{i}(r)\right|_{p=r}=-h_{i j}(p)
\end{aligned}
$$

This implies that the canonical divergence $D$ is a contrast function on $M \times M$. Induced affine connections are given by

$$
\begin{aligned}
\Gamma_{i j, k} & =-D\left[\partial_{i} \partial_{j} \mid \partial_{k}\right]=\left.\left(\partial_{i}\right)_{p}\left(\partial_{k}\right)_{r}\left\{\eta_{j}(p)-\eta_{j}(r)\right\}\right|_{p=r} \\
& =-\left.\left(\partial_{i}\right)_{p}\left(\partial_{k}\right)_{r} \eta_{j}(r)\right|_{p=r}=0
\end{aligned}
$$

$$
\begin{aligned}
\Gamma_{i k, j}^{*} & =-D\left[\partial_{j} \mid \partial_{i} \partial_{k}\right]=\left.\left(\partial_{i}\right)_{r}\left(\partial_{k}\right)_{r}\left\{\eta_{j}(p)-\eta_{j}(r)\right\}\right|_{p=r} \\
& =-\left.\left(\partial_{i}\right)_{r}\left(\partial_{k}\right)_{r} \eta_{j}(r)\right|_{p=r}=-\left.\left(\partial_{i}\right)_{r}\left(\partial_{k}\right)_{r}\left(\partial_{j}\right)_{r} \psi(r)\right|_{p=r} \\
& =C_{i k j},
\end{aligned}
$$

where $\Gamma_{i j, k}$ and $\Gamma_{i k, j}^{*}$ are Christoffel symbols of the first kind of $\nabla$ and $\nabla^{*}$, respectively. From Eqs. (3.1) and (3.2), since $h$ is nondegenerate, the affine connection $\nabla$ coincides with the original one of $(M, \nabla, h)$.

At the end of this section, we review generalized conformal equivalence for statistical manifolds. Fix a number $\alpha \in \boldsymbol{R}$. We say that two statistical manifolds $(M, \nabla, h)$ and $(M, \bar{\nabla}, \bar{h})$ are $\alpha$-conformally equivalent if there exists a function $\varphi$ on $M$ such that

$$
\begin{aligned}
\bar{h}(X, Y) & =e^{\varphi} h(X, Y), \\
\bar{\nabla}_{X} Y & =\nabla_{X} Y-\frac{1+\alpha}{2} h(X, Y) \operatorname{grad}_{h} \varphi+\frac{1-\alpha}{2}\{d \varphi(Y) X+d \varphi(X) Y\},
\end{aligned}
$$

where $\operatorname{grad}_{h} \varphi$ is the gradient vector field of $\varphi$ with respect to $h$, that is,

$$
h\left(\operatorname{grad}_{h} \varphi, X\right):=X \varphi .
$$

(The vector field $\operatorname{grad}_{h} \varphi$ is often called the natural gradient of $\varphi$ in neurosciences, etc.) We say that a statistical manifold $(M, \nabla, h)$ is $\alpha$-conformally flat if it is locally $\alpha$-conformally equivalent to some Hessian manifold [12].

Suppose that $D$ and $\bar{D}$ are contrast functions on $M \times M$. We say that $D$ and $\bar{D}$ are $\alpha$-conformally equivalent if there exists a function $\varphi$ on $M$ such that

$$
\bar{D}(p, r)=\exp \left[\frac{1+\alpha}{2} \varphi(p)\right] \exp \left[\frac{1-\alpha}{2} \varphi(r)\right] D(p, r)
$$

In this case, induced statistical manifolds $(M, \nabla, h)$ and $(M, \bar{\nabla}, \bar{h})$ from $D$ and $\bar{D}$, respectively, are $\alpha$-conformally equivalent.

Historically, conformal equivalence of statistical manifolds was introduced in asymptotic theory of sequential estimation [27]. (See also [11].) Then it is generalized in affine differential geometry (e.g. [10, 12, 13] and [17]). As we will see in Sects. 3.5 and 3.6, conformal structures on a deformed exponential family play important roles. (See also [2, 20, 24] and [25].)

### 3.3 Statistical Models

Let $(\Omega, \mathcal{F}, P)$ be a probability space, that is, $\Omega$ is a sample space, $\mathcal{F}$ is a completely additive class on $\Omega$, and $P$ is a probability measure on $\Omega$. Let $\Xi$ be an open subset in $\boldsymbol{R}^{n}$. We say that $S$ is a statistical model if $S$ is a set of probability density functions on $\Omega$ with parameter $\xi={ }^{t}\left(\xi^{1}, \ldots, \xi^{n}\right) \in \Xi$ such that

$$
S:=\left\{p(x ; \xi) \mid \int_{\Omega} p(x ; \xi) d x=1, p(x ; \xi)>0, \xi \in \Xi \subset \boldsymbol{R}^{n}\right\} .
$$

Under suitable conditions, $S$ can be regarded as a manifold with local coordinate system $\left\{\xi^{i}\right\}$ [1]. In particular, we assume that we can interchange differentials and integrals. Hence, the equation below holds

$$
\int_{\Omega}\left(\frac{\partial}{\partial \xi^{i}} p(x ; \xi)\right) d x=\frac{\partial}{\partial \xi^{i}} \int_{\Omega} p(x ; \xi) d x=\frac{\partial}{\partial \xi^{i}} 1=0 .
$$

For a statistical model $S$, we define the Fisher information matrix $g^{F}(\xi)=\left(g_{i j}^{F}(\xi)\right)$ by

$$
\begin{align*}
g_{i j}^{F}(\xi) & :=\int_{\Omega}\left(\frac{\partial}{\partial \xi^{i}} \log p(x ; \xi)\right)\left(\frac{\partial}{\partial \xi^{j}} \log p(x ; \xi)\right) p(x ; \xi) d x  \tag{3.7}\\
& =E_{p}\left[\partial_{i} l_{\xi} \partial_{j} l_{\xi}\right]
\end{align*}
$$

where $\partial_{i}=\partial / \partial \xi^{i}, l_{\xi}=l(x ; \xi)=\log p(x ; \xi)$, and $E_{p}[f]$ is the expectation of $f(x)$ with respect to $p(x ; \xi)$. The Fisher information matrix $g^{F}$ is semi-positive definite in general. Assuming that $g^{F}$ is positive definite and all components are finite, then $g^{F}$ can be regarded as a Riemannian metric on $S$. We call $g^{F}$ the Fisher metric on $S$. The Fisher metric $g^{F}$ has the following representations:

$$
\begin{align*}
g_{i j}^{F}(\xi) & =\int_{\Omega}\left(\frac{\partial}{\partial \xi^{i}} p(x ; \xi)\right)\left(\frac{\partial}{\partial \xi^{j}} \log p(x ; \xi)\right) d x  \tag{3.8}\\
& =\int_{\Omega} \frac{1}{p(x ; \xi)}\left(\frac{\partial}{\partial \xi^{i}} p(x ; \xi)\right)\left(\frac{\partial}{\partial \xi^{j}} p(x ; \xi)\right) d x . \tag{3.9}
\end{align*}
$$

Next, let us define an affine connection on $S$. For a fixed $\alpha \in \boldsymbol{R}$, an $\alpha$ connection $\nabla^{(\alpha)}$ on $S$ is defined by

$$
\Gamma_{i j, k}^{(\alpha)}(\xi):=E_{p}\left[\left(\partial_{i} \partial_{j} l_{\xi}+\frac{1-\alpha}{2} \partial_{i} l_{\xi} \partial_{j} l_{\xi}\right)\left(\partial_{k} l_{\xi}\right)\right]
$$

where $\Gamma_{i j, k}^{(\alpha)}$ is the Christoffel symbol of the first kind of $\nabla^{(\alpha)}$.
We remark that $\nabla^{(0)}$ is the Levi-Civita connection with respect to the Fisher metric $g^{F}$. The connection $\nabla^{(e)}:=\nabla^{(1)}$ is called the the exponential connection and $\nabla^{(m)}:=\nabla^{(-1)}$ is called the mixture connection. Two connections $\nabla^{(e)}$ and $\nabla^{(m)}$ are expressed as follows:

$$
\begin{align*}
\Gamma_{i j, k}^{(e)} & =E_{p}\left[\left(\partial_{i} \partial_{j} l_{\xi}\right)\left(\partial_{k} l_{\xi}\right)\right]=\int_{\Omega} \partial_{i} \partial_{j} \log p(x ; \xi) \partial_{k} p(x ; \xi) d x  \tag{3.10}\\
\Gamma_{i j, k}^{(m)} & =E_{p}\left[\left(\left(\partial_{i} \partial_{j} l_{\xi}+\partial_{i} l_{\xi} \partial_{j} l_{\xi}\right)\left(\partial_{k} l_{\xi}\right)\right]=\int_{\Omega} \partial_{i} \partial_{j} p(x ; \xi) \partial_{k} \log p(x ; \xi) d x\right. \tag{3.11}
\end{align*}
$$

We can check that the $\alpha$-connection $\nabla^{(\alpha)}$ is torsion-free and $\nabla^{(\alpha)} g^{F}$ is totally symmetric. These imply that $\left(S, \nabla^{(\alpha)}, g^{F}\right)$ forms a statistical manifold. In addition, it is known that the Fisher metric $g^{F}$ and the $\alpha$-connection $\nabla^{(\alpha)}$ are independent of choice of dominating measures on $\Omega$. Hence we call the triplet $\left(S, \nabla^{(\alpha)}, g^{F}\right)$ an invariant statistical manifold. The cubic form $C^{F}$ of the invariant statistical manifold $\left(S, \nabla^{(e)}, g^{F}\right)$ is given by

$$
C_{i j k}^{F}=\Gamma_{i j, k}^{(m)}-\Gamma_{i j, k}^{(e)} .
$$

A statistical model $S_{e}$ is said to be an exponential family if

$$
S_{e}:=\left\{p(x ; \theta) \mid p(x ; \theta)=\exp \left[\sum_{i=1}^{n} \theta^{i} F_{i}(x)-\psi(\theta)\right], \theta \in \Theta \subset \boldsymbol{R}^{n}\right\}
$$

under a choice of suitable dominating measure, where $F_{1}(x), \ldots, F_{n}(x)$ are functions on the sample space $\Omega, \theta=\left(\theta^{1}, \ldots, \theta^{n}\right)$ is a parameter, and $\psi(\theta)$ is a function of $\theta$ for normalization. The following proposition is well-known in information geometry [1].

Theorem 1 (cf. [1]) For an exponential family $S_{e}$, the following hold:

1. $\left(S_{e}, \nabla^{(e)}, g^{F}\right)$ and $\left(S_{e}, \nabla^{(m)}, g^{F}\right)$ are mutually dual Hessian manifolds, that is, $\left(S_{e}, g^{F}, \nabla^{(e)}, \nabla^{(m)}\right)$ is a dually flat space.
2. $\left\{\theta^{i}\right\}$ is a $\nabla^{(e)}$-affine coordinate system on $S_{e}$.
3. For the Hessian structure $\left(\nabla^{(e)}, g^{F}\right)$ on $S_{e}, \psi(\theta)$ is the potential of $g^{F}$ and $C^{F}$ with respect to $\left\{\theta^{i}\right\}$ :

$$
\begin{aligned}
g_{i j}^{F}(\theta) & =\partial_{i} \partial_{j} \psi(\theta), \quad\left(\partial_{i}=\partial / \partial \theta^{i}\right), \\
C_{i j k}^{F}(\theta) & =\partial_{i} \partial_{j} \partial_{k} \psi(\theta)
\end{aligned}
$$

4. Set the expectation of $F_{i}(x)$ by $\eta_{i}:=E_{p}\left[F_{i}(x)\right]$. Then $\left\{\eta_{i}\right\}$ is the dual affine coordinate system of $\left\{\theta^{i}\right\}$ with respect to $g^{F}$.
5. Set $\phi(\eta):=E_{p}[\log p(x ; \theta)]$. Then $\phi(\eta)$ is the potential of $g^{F}$ with respect to $\left\{\eta_{i}\right\}$.

Since $\left(S_{e}, \nabla^{(e)}, g^{F}\right)$ is a Hessian manifold, the formulas in Proposition 2 hold.
For a statistical model $S$, we define a Kullback-Leibler divergence (or a relative entropy) by

$$
\begin{aligned}
D_{K L}(p, r) & :=\int_{\Omega} p(x) \log \frac{p(x)}{r(x)} d x \\
& =E_{p}[\log p(x)-\log r(x)], \quad(p(x), r(x) \in S)
\end{aligned}
$$

The Kullback-Leibler divergence $D_{K L}$ on an exponential family $S_{e}$ coincides with the canonical divergence $D$ on $\left(S_{e}, \nabla^{(m)}, g^{F}\right)$.

We define an $\boldsymbol{R}^{n}$ valued function $s(x ; \xi)=\left(s^{1}(x ; \xi), \ldots, s^{n}(x ; \xi)\right)^{T}$ by

$$
s^{i}(x ; \xi):=\frac{\partial}{\partial \xi^{i}} \log p(x ; \xi)
$$

We call $s(x ; \xi)$ the score function of $p(x ; \xi)$ with respect to $\xi$. In information geometry, $s^{i}(x ; \xi)$ is called the $e$-(exponential) representation of $\partial / \partial \xi^{i}$, and $\partial / \partial \xi^{i} p(x ; \xi)$ is called the $m$-(mixture) representation. The duality of $e$ - and $m$-representations is important. In fact, Eq. (3.8) implies that the Fisher metric $g^{F}$ is nothing but an $L^{2}$ inner product of $e$ - and $m$-representations.

Construction of the Kullback-Leibler divergence is as follows. We define a cross entropy $d_{K L}(p, r)$ by

$$
d_{K L}(p, r):=-E_{p}[\log r(x)] .
$$

A cross entropy $d_{K L}(p, r)$ gives a bias of information $-\log r(x)$ with respect to $p(x)$. A cross entropy is also called a yoke on $S$ [4]. Intuitively, a yoke measures a dissimilarity of two probability density functions on $S$. We should also note that the cross entropy is obtained by taking the expectation with respect to $p(x)$ of the integrated score function at $r(x)$. Then we have the Kullback-Leibler divergence by

$$
\begin{aligned}
D_{K L}(p, r) & =-d_{K L}(p, p)+d_{K L}(p, r) \\
& =E_{p}[\log p(x)-\log r(x)] .
\end{aligned}
$$

The Kullback-Leibler divergence $D_{K L}$ is a normalized yoke on $S$, which satisfies $D_{K L}(p, p)=0$. This argument suggests how to construct divergence functions. Once a function like the cross entropy is defined, we can construct divergence functions in the same way.

### 3.4 The Deformed Exponential Family

In this section, we review the deformed exponential family. For more details, see [3,22,23] and [26]. Geometry of deformed exponential families relates to so-called $U$-geometry [21].

Let $\chi$ be a strictly increasing function from $(0, \infty)$ to $(0, \infty)$. We define a deformed logarithm function (or a $\chi$-logarithm function) by

$$
\log _{\chi}(s):=\int_{1}^{s} \frac{1}{\chi(t)} d t
$$

We remark that $\log _{\chi}(s)$ is strictly increasing and satisfies $\log _{\chi}(1)=0$. The domain and the target of $\log _{\chi}(s)$ depend on the function $\chi(t)$. Set $U=\{s \in$ $(0, \infty)\left|\left|\log _{\chi}(s)\right|<\infty\right\}$ and $V=\left\{\log _{\chi}(s) \mid s \in U\right\}$. Then $\log _{\chi}(s)$ is a function from $U$ to $V$. We also remark that the deformed logarithm is usually called the $\phi$-logarithm [23]. However, we use $\phi$ as the dual potential on a Hessian manifold.

A deformed exponential function (or a $\chi$-exponential function) is defined by the inverse of the deformed logarithm function $\log _{\chi}(s)$ :

$$
\exp _{\chi}(t):=1+\int_{0}^{t} \lambda(s) d s
$$

where $\lambda(s)$ is defined by the relation $\lambda\left(\log _{\chi}(s)\right):=\chi(s)$.
When $\chi(s)$ is a power function $\chi(s)=s^{q},(q>0, q \neq 1)$, the deformed logarithm and the deformed exponential are given by

$$
\begin{array}{ll}
\log _{q}(s):=\frac{s^{1-q}-1}{1-q} & (s>0) \\
\exp _{q}(t):=(1+(1-q) t)^{\frac{1}{1-q}}, & (1+(1-q) t>0)
\end{array}
$$

The function $\log _{q}(s)$ is called the $q$-logarithm and $\exp _{q}(t)$ the $q$-exponential. Taking the limit $q \rightarrow 1$, the standard logarithm and the standard exponential are recovered, respectively.

A statistical model $S_{\chi}$ is said to be a deformed exponential family (or a $\chi$ exponential family) if

$$
S_{\chi}:=\left\{p(x ; \theta) \mid p(x ; \theta)=\exp _{\chi}\left[\sum_{i=1}^{n} \theta^{i} F_{i}(x)-\psi(\theta)\right], \theta \in \Theta \subset \boldsymbol{R}^{n}\right\}
$$

under a choice of suitable dominating measure, where $F_{1}(x), \ldots, F_{n}(x)$ are functions on the sample space $\Omega, \theta=\left\{\theta^{1}, \ldots, \theta^{n}\right\}$ is a parameter, and $\psi(\theta)$ is the function of $\theta$ for normalization. We assume that $S_{\chi}$ is a statistical model in the sense of [1]. That is, $p(x ; \theta)$ has support entirely on $\Omega$, there exits a one-to-one correspondence between the parameter $\theta$ and the probability distribution $p(x ; \theta)$, and differentiation and integration are interchangeable. In addition, functions $\left\{F_{i}(x)\right\}, \psi(\theta)$ and parameters $\left\{\theta^{i}\right\}$ must satisfy the anti-exponential condition. For example, in the $q$-exponential case, these functions satisfy

$$
\sum_{i=1}^{n} \theta^{i} F_{i}(x)-\psi(\theta)<\frac{1}{q-1}
$$

Then we can regard that $S_{\chi}$ is a manifold with local coordinate system $\left\{\theta^{i}\right\}$. We also assume that the function $\psi$ is strictly convex since we consider Hessian metrics on $S_{\chi}$ later. A deformed exponential family has several different definitions. See [30] and [34], for example.

For a deformed exponential probability density $p(x ; \theta) \in S_{\chi}$, we define the escort distribution $P_{\chi}(x ; \theta)$ of $p(x ; \theta)$ by

$$
P_{\chi}(x ; \theta):=\frac{1}{Z_{\chi}(\theta)} \chi\{p(x ; \theta)\}
$$

where $Z_{\chi}(\theta)$ is the normalization defined by

$$
Z_{\chi}(\theta):=\int_{\Omega} \chi\{p(x ; \theta)\} d x
$$

The $\chi$-expectation $E_{\chi, p}[f]$ of $f(x)$ with respect to $P_{\chi}(x ; \theta)$ is defined by

$$
E_{\chi, p}[f]:=\int_{\Omega} f(x) P_{\chi}(x ; \theta) d x=\frac{1}{Z_{\chi}(\theta)} \int_{\Omega} f(x) \chi\{p(x ; \theta)\} d x
$$

When $\chi$ is a power function $\chi(s)=s^{q},(q>0, q \neq 0)$, we denote the escort distribution of $p(x ; \theta)$ by $P_{q}(x ; \theta)$, and the $\chi$-expectation with respect to $p(x ; \theta)$ by $E_{q, p}[*]$.

Example 1 (discrete distributions [3]) The set of discrete distributions $S_{n}$ is a deformed exponential family for an arbitrary $\chi$. Suppose that $\Omega$ is a finite set: $\Omega=\left\{x_{0}, x_{1}, \ldots, x_{n}\right\}$. Then the statistical model $S_{n}$ is given by

$$
S_{n}:=\left\{p(x ; \eta) \mid \eta_{i}>0, p(x ; \eta)=\sum_{i=0}^{n} \eta_{i} \delta_{i}(x), \sum_{i=0}^{n} \eta_{i}=1\right\}
$$

where $\eta_{0}:=1-\sum_{i=1}^{n} \eta_{i}$ and

$$
\delta_{i}(x):=\left\{\begin{array}{l}
1\left(x=x_{i}\right), \\
0\left(x \neq x_{i}\right)
\end{array}\right.
$$

Set $\theta^{i}=\log _{\chi} p\left(x_{i}\right)-\log _{\chi} p\left(x_{0}\right)=\log _{\chi} \eta_{i}-\log _{\chi} \eta_{0}, F_{i}(x)=\delta_{i}(x)$ and $\psi(\theta)=$ $-\log _{\chi} \eta_{0}$. Then the $\chi$-logarithm of $p(x) \in S_{n}$ is written by

$$
\begin{aligned}
\log _{\chi} p(x) & =\sum_{i=1}^{n}\left(\log _{\chi} \eta_{i}-\log _{\chi} \eta_{0}\right) \delta_{i}(x)+\log _{\chi}\left(\eta_{0}\right) \\
& =\sum_{i=1}^{n} \theta^{i} F_{i}(x)-\psi(\theta)
\end{aligned}
$$

This implies that $S_{n}$ is a deformed exponential family.
Example 2 ( $q$-normal distributions [20]) A $q$-normal distribution is the probability distribution defined by the following formula:

$$
p_{q}(x ; \mu, \sigma):=\frac{1}{Z_{q}(\sigma)}\left[1-\frac{1-q}{3-q} \frac{(x-\mu)^{2}}{\sigma^{2}}\right]_{+}^{\frac{1}{1-q}},
$$

where $[*]_{+}:=\max \{0, *\},\{\mu, \sigma\}$ are parameters $-\infty<\mu<\infty, 0<\sigma<\infty$, and $Z_{q}(\sigma)$ is the normalization defined by

$$
Z_{q}(\sigma):= \begin{cases}\frac{\sqrt{3-q}}{\sqrt{1-q}} \mathrm{~B}\left(\frac{2-q}{1-q}, \frac{1}{2}\right) \sigma, & (-\infty<q<1), \\ \frac{\sqrt{3-q}}{\sqrt{q-1}} \mathrm{~B}\left(\frac{3-q}{2(q-1)}, \frac{1}{2}\right) \sigma, & (1 \leq q<3) .\end{cases}
$$

Here, $\mathrm{B}(*, *)$ is the beta function. We restrict ourselves to consider the case $q \geq 1$. Then the probability distribution $p_{q}(x ; \mu, \sigma)$ has its support entirely on $\boldsymbol{R}$ and the set of $q$-normal distributions $S_{q}$ is a statistical model. Set

$$
\begin{aligned}
\theta^{1} & :=\frac{2}{3-q}\left\{Z_{q}(\sigma)\right\}^{q-1} \frac{\mu}{\sigma^{2}}, \quad \theta^{2}:=-\frac{1}{3-q}\left\{Z_{q}(\sigma)\right\}^{q-1} \frac{1}{\sigma^{2}} \\
\psi(\theta) & :=-\frac{\left(\theta^{1}\right)^{2}}{4 \theta^{2}}-\frac{\left\{Z_{q}(\sigma)\right\}^{q-1}-1}{1-q}
\end{aligned}
$$

then we have

$$
\begin{aligned}
\log _{q} p_{q}(x ; \theta)= & \frac{1}{1-q}\left(\left\{p_{q}(x ; \theta)\right\}^{1-q}-1\right) \\
= & \frac{1}{1-q}\left\{\frac{1}{\left\{Z_{q}(\sigma)\right\}^{1-q}}\left(1-\frac{1-q}{3-q} \frac{(x-\mu)^{2}}{\sigma^{2}}\right)-1\right\} \\
= & \frac{2 \mu\left\{Z_{q}(\sigma)\right\}^{q-1}}{(3-q) \sigma^{2}} x-\frac{\left\{Z_{q}(\sigma)\right\}^{q-1}}{(3-q) \sigma^{2}} x^{2} \\
& -\frac{\left\{Z_{q}(\sigma)\right\}^{q-1}}{3-q} \cdot \frac{\mu^{2}}{\sigma^{2}}+\frac{\left\{Z_{q}(\sigma)\right\}^{q-1}-1}{1-q} \\
= & \theta^{1} x+\theta^{2} x^{2}-\psi(\theta) .
\end{aligned}
$$

This implies that the set of $q$-normal distributions $S_{q}$ is a $q$-exponential family. For a $q$-normal distribution $p_{q}(x ; \mu, \sigma)$, the $q$-expectation $\mu_{q}$ and a $q$-variance $\sigma_{q}^{2}$ are given by

$$
\begin{aligned}
\mu_{q} & =E_{q, p}[x]=\mu \\
\sigma_{q}^{2} & =E_{q, p}\left[(x-\mu)^{2}\right]=\sigma^{2}
\end{aligned}
$$

We remark that a $q$-normal distribution is nothing but a three-parameter version of Student's $t$-distribution when $q \geq 1$. In fact, if $q=1$, then the $q$-normal distribution is the normal distribution. If $q=2$, then the distribution is the Cauchy distribution. We also remark that mathematical properties of $q$-normal distributions have been obtained by several authors. See [29, 31], for example.

### 3.5 Geometry of Deformed Exponential Families Derived from the Standard Expectation

In this section, we consider geometry of deformed exponential families by generalizing the $e$-representation with the deformed logarithm function. For more details, see [21, 26].

Let $S_{\chi}$ be a deformed exponential family. We define an $\boldsymbol{R}^{n}$ valued function $s^{\chi}(x ; \theta)=\left(\left(s^{\chi}\right)^{1}(x ; \theta), \ldots,\left(s^{\chi}\right)^{n}(x ; \theta)\right)^{T}$ by

$$
\begin{equation*}
\left(s^{\chi}\right)^{i}(x ; \theta):=\frac{\partial}{\partial \theta^{i}} \log _{\chi} p(x ; \theta), \quad(i=1, \ldots, n) . \tag{3.12}
\end{equation*}
$$

We call $s^{\chi}(x ; \theta)$ the $\chi$-score function of $p(x ; \theta)$. Using the $\chi$-score function, we define a $(0,2)$-tensor field $g^{M}$ on $S_{\chi}$ by

$$
\begin{equation*}
g_{i j}^{M}(\theta):=\int_{\Omega} \partial_{i} p(x ; \theta) \partial_{j} \log _{\chi} p(x ; \theta) d x, \quad\left(\partial_{i}=\frac{\partial}{\partial \theta^{i}}\right) \tag{3.13}
\end{equation*}
$$

Lemma 1 The tensor field $g^{M}$ on $S_{\chi}$ is semi-positive definite.
Proof From the definitions of $g^{M}$ and $\log _{\chi}$, the tensor field $g^{M}$ is written as

$$
\begin{equation*}
g_{i j}^{M}(\theta)=\int_{\Omega} \chi(p(x ; \theta))\left(F_{i}(x)-\partial_{i} \psi(\theta)\right)\left(F_{j}(x)-\partial_{j} \psi(\theta)\right) d x \tag{3.14}
\end{equation*}
$$

Since $\chi$ is strictly increasing, $g^{M}$ is semi-positive definite.

From now on, we assume that $g^{M}$ is positive definite. Hence $g^{M}$ is a Riemannian metric on $S_{\chi}$. This assumption is same as in the case of Fisher metric. The Riemannian metric $g^{M}$ is a generalization of the Fisher metric in terms of the representation (3.8).

We can consider other types of generalizations of the Fisher metric as follows.

$$
\begin{aligned}
g_{i j}^{E}(\theta) & :=\int_{\Omega}\left(\partial_{i} \log _{\chi} p(x ; \theta)\right)\left(\partial_{j} \log _{\chi} p(x ; \theta)\right) P_{\chi}(x ; \theta) d x \\
& =E_{\chi, p}\left[\partial_{i} l_{\chi}(\theta) \partial_{j} l_{\chi}(\theta)\right], \\
g_{i j}^{N}(\theta) & :=\int_{\Omega} \frac{1}{P_{\chi}(x ; \theta)}\left(\partial_{i} p(x ; \theta)\right)\left(\partial_{j} p(x ; \theta)\right) d x,
\end{aligned}
$$

where $l_{\chi}(\theta)=\log _{\chi} p(x ; \theta)$. Obviously, $g^{E}$ and $g^{N}$ are generalizations of the Fisher metic with respect to the representations (3.7) and (3.9), respectively.

Proposition 4 Let $S_{\chi}$ be a deformed exponential family. Then Riemannian metrics $g^{E}, g^{M}$ and $g^{N}$ are mutually conformally equivalent. In particular, the following formulas hold:

$$
Z_{\chi}(\theta) g^{E}(\theta)=g^{M}(\theta)=\frac{1}{Z_{\chi}(\theta)} g^{N}(\theta),
$$

where $Z_{\chi}(\theta)$ is the normalization of the escort distribution $P_{\chi}(x ; \theta)$.
Proof For a deformed exponential family $S_{\chi}$, the differentials of probability density functions are given as follows:

$$
\begin{aligned}
\frac{\partial}{\partial \theta^{i}} p(x ; \theta) & =\chi(p(x ; \theta))\left(F_{i}(x)-\frac{\partial}{\partial \theta^{i}} \psi(\theta)\right) \\
\frac{\partial}{\partial \theta^{i}} \log _{\chi} p(x ; \theta) & =F_{i}(x)-\frac{\partial}{\partial \theta^{i}} \psi(\theta)
\end{aligned}
$$

From the above formula and the definitions of Riemannian metrics $g^{E}$ and $g^{N}$, we have

$$
\begin{aligned}
& g_{i j}^{E}(\theta)=\frac{1}{Z_{\chi}(\theta)} \int_{\Omega} \chi(p(x ; \theta))\left(F_{i}(x)-\partial_{i} \psi(\theta)\right)\left(F_{j}(x)-\partial_{j} \psi(\theta)\right) d x, \\
& g_{i j}^{N}(\theta)=Z_{\chi}(\theta) \int_{\Omega} \chi(p(x ; \theta))\left(F_{i}(x)-\partial_{i} \psi(\theta)\right)\left(F_{j}(x)-\partial_{j} \psi(\theta)\right) d x .
\end{aligned}
$$

These equations and Eq.(3.14) imply that Riemannian metrics $g^{E}, g^{M}$ and $g^{N}$ are mutually conformally equivalent.

Among the three possibilities of generalizations of the Fisher metric, $g^{M}$ is especially associated with a Hessian structure on $S_{\chi}$, as we will see below. Although the
meaning of $g^{E}$ is unknown, $g^{N}$ gives a kind of Cramér-Rao lower bound in statistical inferences. (See [22, 23].)

By differentiating Eq.(3.13), we can define mutually dual affine connections $\nabla^{M(e)}$ and $\nabla^{M(m)}$ on $S_{\chi}$ by

$$
\begin{aligned}
\Gamma_{i j, k}^{M(e)}(\theta) & :=\int_{\Omega} \partial_{k} p(x ; \theta) \partial_{i} \partial_{j} \log _{\chi} p(x ; \theta) d x \\
\Gamma_{i j, k}^{M(m)}(\theta) & :=\int_{\Omega} \partial_{i} \partial_{j} p(x ; \theta) \partial_{k} \log _{\chi} p(x ; \theta) d x
\end{aligned}
$$

From the definitions of the deformed exponential family and the deformed logarithm function, $\Gamma_{i j, k}^{M(e)}$ vanishes identically. Hence the connection $\nabla^{M(e)}$ is flat, and $\left(\nabla^{M(e)}, g^{M}\right)$ is a Hessian structure on $S_{\chi}$. Denote by $C^{M}$ the cubic form of $\left(S_{\chi}, \nabla^{M(e)}, g^{M}\right)$, that is,

$$
C_{i j k}^{M}=\Gamma_{i j, k}^{M(m)}-\Gamma_{i j, k}^{M(e)}=\Gamma_{i j, k}^{M(m)} .
$$

For $t>0$, set a function $V_{\chi}(t)$ by

$$
V_{\chi}(t):=\int_{1}^{t} \log _{\chi}(s) d s
$$

We assume that $V_{\chi}(0)=\lim _{t \rightarrow+0} V_{\chi}(t)$ is finite. Then the generalized entropy functional $I_{\chi}$ and the generalized Massieu potential $\Psi$ are defined by

$$
\begin{aligned}
I_{\chi}\left(p_{\theta}\right) & :=-\int_{\Omega}\left\{V_{\chi}(p(x ; \theta))+(p(x ; \theta)-1) V_{\chi}(0)\right\} d x \\
\Psi(\theta) & :=\int_{\Omega} p(x ; \theta) \log _{\chi} p(x ; \theta) d x+I_{\chi}\left(p_{\theta}\right)+\psi(\theta)
\end{aligned}
$$

respectively, where $\psi$ is the normalization of the deformed exponential family.
Theorem 2 (cf. [21, 26]) For a deformed exponential family $S_{\chi}$, the following hold:

1. $\left(S_{\chi}, \nabla^{M(e)}, g^{M}\right)$ and $\left(S_{\chi}, \nabla^{M(m)}, g^{M}\right)$ are mutually dual Hessian manifolds, that is, $\left(S_{\chi}, g^{M}, \nabla^{M(e)}, \nabla^{M(m)}\right)$ is a dually flat space.
2. $\left\{\theta^{i}\right\}$ is a $\nabla^{M(e)}$-affine coordinate system on $S_{\chi}$.
3. $\Psi(\theta)$ is the potential of $g^{M}$ and $C^{M}$ with respect to $\left\{\theta^{i}\right\}$, that is,

$$
\begin{aligned}
g_{i j}^{M}(\theta) & =\partial_{i} \partial_{j} \Psi(\theta), \\
C_{i j k}^{M}(\theta) & =\partial_{i} \partial_{j} \partial_{k} \Psi(\theta) .
\end{aligned}
$$

4. Set the expectation of $F_{i}(x)$ by $\eta_{i}:=E_{p}\left[F_{i}(x)\right]$. Then $\left\{\eta_{i}\right\}$ is a $\nabla^{M(m)}$-affine coordinate system on $S_{\chi}$ and the dual of $\left\{\theta^{i}\right\}$ with respect to $g^{M}$.
5. Set $\Phi(\eta):=-I_{\chi}\left(p_{\theta}\right)$. Then $\Phi(\eta)$ is the potential of $g^{M}$ with respect to $\left\{\eta_{i}\right\}$.

Let us construct a divergence function which induces the Hessian manifold $\left(S_{\chi}, \nabla^{M(e)}, g^{M}\right)$. We define the bias corrected $\chi$-score function $u_{p}^{\chi}(x ; \theta)$ of $p(x ; \theta)$ by

$$
\left(u_{p}^{\chi}\right)^{i}(x ; \theta):=\frac{\partial}{\partial \theta^{i}} \log _{\chi} p(x ; \theta)-E_{p}\left[\frac{\partial}{\partial \theta^{i}} \log _{\chi} p(x ; \theta)\right] .
$$

Set a function $U_{\chi}(t)$ by

$$
U_{\chi}(s):=\int_{0}^{s} \exp _{\chi}(t) d t
$$

Then we have

$$
\begin{aligned}
V_{\chi}(s) & =s \log _{\chi}(s)-\int_{1}^{s} t\left(\frac{d}{d t} \log _{\chi}(t)\right) d t \\
& =s \log _{\chi}(s)-\int_{0}^{\log _{\chi}(s)} \exp _{\chi}(u) d u \\
& =s \log _{\chi}(s)-U_{\chi}\left(\log _{\chi}(s)\right)
\end{aligned}
$$

Since $\partial / \partial \theta^{i} V_{\chi}(p(x ; \theta))=\left(\partial / \partial \theta^{i} p(x ; \theta)\right) \log _{\chi} p(x ; \theta)$, we have

$$
p(x ; \theta)\left(\frac{\partial}{\partial \theta^{i}} \log _{\chi} p(x ; \theta)\right)=\frac{\partial}{\partial \theta^{i}} U_{\chi}\left(\log _{\chi} p(x ; \theta)\right) .
$$

Hence, by integrating the bias corrected $\chi$-score function at $r(x ; \theta) \in S_{\chi}$ with respect to $\theta$, and by taking the standard expectation with respect to $p(x ; \theta)$, we define a $\chi$-cross entropy of Bregman type by

$$
d_{\chi}^{M}(p, r)=-\int_{\Omega} p(x) \log _{\chi} r(x) d x+\int_{\Omega} U_{\chi}\left(\log _{\chi} r(x)\right) d x
$$

Then we obtain the $\chi$-divergence (or $U$-divergence) by

$$
\begin{aligned}
D_{\chi}(p, r)= & -d_{\chi}^{M}(p, p)+d_{\chi}^{M}(p, r) \\
= & \int_{\Omega}\left\{U_{\chi}\left(\log _{\chi} r(x)\right)-U_{\chi}\left(\log _{\chi} p(x)\right)\right. \\
& \left.\quad-p(x)\left(\log _{\chi} r(x)-\log _{\chi} p(x)\right)\right\} d x .
\end{aligned}
$$

In the $q$-exponential case, the bias corrected $q$-score function is given by

$$
\begin{aligned}
u_{q}^{i}(x ; \theta) & =\frac{\partial}{\partial \theta^{i}} \log _{q} p(x ; \theta)-E_{p}\left[\frac{\partial}{\partial \theta^{i}} \log _{q} p(x ; \theta)\right] \\
& =\frac{\partial}{\partial \theta^{i}}\left\{\frac{1}{1-q} p(x ; \theta)^{1-q}-\frac{1}{2-q} \int_{\Omega} p(x ; \theta)^{2-q} d x\right\} \\
& =p(x ; \theta)^{1-q} s^{i}(x ; \theta)-E_{p}\left[p(x ; \theta)^{1-q} S^{i}(x ; \theta)\right] .
\end{aligned}
$$

This score function is nothing but a weighted score function in robust statistics. The $\chi$-divergence constructed from the bias corrected $q$-score function coincides with the $\beta$-divergence $(\beta=1-q)$ :

$$
\begin{aligned}
D_{1-q}(p, r)= & -d_{1-q}(p, p)+d_{1-q}(p, r) \\
= & \frac{1}{(1-q)(2-q)} \int_{\Omega} p(x)^{2-q} d x \\
& -\frac{1}{1-q} \int_{\Omega} p(x) r(x)^{1-q} d x+\frac{1}{2-q} \int_{\Omega} r(x)^{2-q} d x .
\end{aligned}
$$

### 3.6 Geometry of Deformed Exponential Families Derived from the $\chi$-Expectation

Since $S_{\chi}$ is linearizable by the deformed logarithm function, we can naturally define geometric structures from the potential function $\psi$.

A $\chi$-Fisher metric $g^{\chi}$ and a $\chi$-cubic form $C^{\chi}$ are defined by

$$
\begin{aligned}
g_{i j}^{\chi}(\theta) & :=\partial_{i} \partial_{j} \psi(\theta), \\
C_{i j k}^{\chi}(\theta) & :=\partial_{i} \partial_{j} \partial_{k} \psi(\theta),
\end{aligned}
$$

respectively [3]. In the $q$-exponential case, we denote the $\chi$-Fisher metric by $g^{q}$, and the $\chi$-cubic form by $C^{q}$. We call $g^{q}$ and $C^{q}$ a $q$-Fisher metric and a $q$-cubic form, respectively.

Let $\nabla{ }^{(0)}$ be the Levi-Civita connection with respect to the $\chi$-Fisher metric $g^{\chi}$. Then a $\chi$-exponential connection $\nabla^{\chi(e)}$ and a $\chi$-mixture connection $\nabla^{\chi(m)}$ are defined by

$$
\begin{aligned}
g^{\chi}\left(\nabla_{X}^{\chi(e)} Y, Z\right) & :=g^{\chi}\left(\nabla_{X}^{\chi(0)} Y, Z\right)-\frac{1}{2} C^{\chi}(X, Y, Z), \\
g^{\chi}\left(\nabla_{X}^{\chi(m)} Y, Z\right) & :=g^{\chi}\left(\nabla_{X}^{\chi(0)} Y, Z\right)+\frac{1}{2} C^{\chi}(X, Y, Z),
\end{aligned}
$$

respectively. The following theorem is known in [3].
Theorem 3 (cf. [3]) For a deformed exponential family $S_{\chi}$, the following hold:

1. $\left(S_{\chi}, \nabla^{\chi(e)}, g^{\chi}\right)$ and $\left(S_{\chi}, \nabla^{\chi(m)}, g^{\chi}\right)$ are mutually dual Hessian manifolds, that is, $\left(S_{\chi}, g^{\chi}, \nabla^{\chi(e)}, \nabla^{\chi(m)}\right)$ is a dually flat space.
2. $\left\{\theta^{i}\right\}$ is a $\nabla^{\chi(e)}$-affine coordinate system on $S_{\chi}$.
3. $\psi(\theta)$ is the potential of $g^{\chi}$ and $C^{\chi}$ with respect to $\left\{\theta^{i}\right\}$.
4. Set the $\chi$-expectation of $F_{i}(x)$ by $\eta_{i}:=E_{\chi, p}\left[F_{i}(x)\right]$. Then $\left\{\eta_{i}\right\}$ is a $\nabla \chi(m)$-affine coordinate system on $S_{\chi}$ and the dual of $\left\{\theta^{i}\right\}$ with respect to $g^{\chi}$.
5. Set $\phi(\eta):=E_{\chi, p}\left[\log _{\chi} p(x ; \theta)\right]$. Then $\phi(\eta)$ is the potential of $g^{\chi}$ with respect to $\left\{\eta_{i}\right\}$.
Proof Statements 1, 2 and 3 are easily obtained from the definitions of $\chi$-Fisher metric and $\chi$-cubic form. From Eq. (3.3) and $\eta_{i}=E_{\chi, p}\left[F_{i}(x)\right]$, Statements 4 and 5 follow from the fact that

$$
E_{\chi, p}\left[\log _{\chi} p(x ; \theta)\right]=E_{\chi, p}\left[\sum_{i=1}^{n} \theta^{i} F_{i}(x)-\psi(\theta)\right]=\sum_{i=1}^{n} \theta^{i} \eta_{i}-\psi(\theta) .
$$

Suppose that $s^{\chi}(x ; \theta)$ is the $\chi$-score function defined by (3.12). The $\chi$-score is unbiased with respect to $\chi$-expectation, that is, $E_{\chi, p}\left[\left(s^{\chi}\right)^{i}(x ; \theta)\right]=0$. Hence we regard that $s^{\chi}(x ; \theta)$ is a generalization of unbiased estimating functions.

By integrating a $\chi$-score function, we define the $\chi$-cross entropy by

$$
\begin{aligned}
d^{\chi}(p, r) & :=-E_{\chi, p}\left[\log _{\chi} r(x)\right] \\
& =-\int_{\Omega} P(x) \log _{\chi} r(x) d x .
\end{aligned}
$$

Then we obtain the generalized relative entropy $D^{\chi}(p, r)$ by

$$
\begin{align*}
D^{\chi}(p, r) & :=-d^{\chi}(p, p)+d^{\chi}(p, r) \\
& =E_{\chi, p}\left[\log _{\chi} p(x)-\log _{\chi} r(x)\right] . \tag{3.15}
\end{align*}
$$

The generalized relative entropy $D^{\chi}(p, r)$ coincides with the canonical divergence $D(r, p)$ for $\left(S_{\chi}, \nabla^{\chi(e)}, g^{\chi}\right)$. In fact, from (3.15), we can check that

$$
\begin{aligned}
D^{\chi}\left(p(\theta), p\left(\theta^{\prime}\right)\right) & =E_{\chi, p}\left[\left(\sum_{i=1}^{n} \theta^{i} F_{i}(x)-\psi(\theta)\right)-\left(\sum_{i=1}^{n}\left(\theta^{\prime}\right)^{i} F_{i}(x)-\psi\left(\theta^{\prime}\right)\right)\right] \\
& =\psi\left(\theta^{\prime}\right)+\sum_{i=1}^{n} \theta^{i} \eta_{i}-\psi(\theta)-\sum_{i=1}^{n}\left(\theta^{\prime}\right)^{i} \eta_{i}=D\left(p\left(\theta^{\prime}\right), p(\theta)\right)
\end{aligned}
$$

Let us consider the $q$-exponential case. We assume that a $q$-exponential family $S_{q}$ admits an invariant statistical manifold structure $\left(S_{q}, \nabla^{(\alpha)}, g^{F}\right)$.

Theorem 4 ([20]) For a q-exponential family $S_{q}$, the invariant statistical manifold $\left(S_{q}, \nabla^{(2 q-1)}, g^{F}\right)$ and the Hessian manifold $\left(S_{q}, \nabla^{q(e)}, g^{q}\right)$ are 1-conformally equivalent. In this case, the invariant statistical manifold $\left(S_{q}, \nabla^{(2 q-1)}, g^{F}\right)$ is 1-conformally flat.

Divergence functions for $\left(S_{q}, \nabla^{q(e)}, g^{q}\right)$ and $\left(S_{q}, \nabla^{(2 q-1)}, g^{F}\right)$ are given as follows. The $\alpha$-divergence $D^{(\alpha)}(p, r)$ with $\alpha=1-2 q$ is defined by

$$
D^{(1-2 q)}(p, r):=\frac{1}{q(1-q)}\left\{1-\int_{\Omega} p(x)^{q} r(x)^{1-q} d x\right\}
$$

On the other hand, the normalized Tsallis relative entropy $D_{q}^{T}(p, r)$ is defined by

$$
\begin{aligned}
D_{q}^{T}(p, r) & :=\int_{\Omega} P_{q}(x)\left(\log _{q} p(x)-\log _{q} r(x)\right) d x \\
& =E_{q, p}\left[\log _{q} p(x)-\log _{q} r(x)\right]
\end{aligned}
$$

We remark that the invariant statistical manifold $\left(S_{q}, \nabla^{(1-2 q)}, g^{F}\right)$ is induced from the $\alpha$-divergence with $\alpha=1-2 q$, and that the Hessian manifold ( $S_{q}, \nabla^{q(e)}, g^{q}$ ) is induced from the dual of the normalized Tsallis relative entropy. In fact, for a $q$-exponential family $S_{q}$, divergence functions have the following relations:

$$
\begin{aligned}
D(r, p) & =D_{q}^{T}(p, r) \\
& =\int_{\Omega} \frac{p(x)^{q}}{Z_{q}(p)}\left(\log _{q} p(x)-\log _{q} r(x)\right) d x \\
& =\frac{1}{Z_{q}(p)} \int_{\Omega}\left(\frac{p(x)-p(x)^{q}}{1-q}-\frac{p(x)^{q} r(x)^{1-q}-p(x)^{q}}{1-q}\right) d x \\
& =\frac{1}{(1-q) Z_{q}(p)}\left\{1-\int_{\Omega} p(x)^{q} r(x)^{1-q} d x\right\} \\
& =\frac{q}{Z_{q}(r)} D^{(1-2 q)}(p, r),
\end{aligned}
$$

where $D$ is the canonical divergence of the Hessian manifold $\left(S_{q}, \nabla^{q(e)}, g^{q}\right)$.

### 3.7 Maximum $q$-Likelihood Estimators

In this section, we generalize the maximum likelihood method from the viewpoint of generalized independence. To avoid complicated arguments, we restrict ourselves to consider the $q$-exponential case. However, we can generalize it to the $\chi$-exponential case (cf. [8, 9]).

Let $X$ and $Y$ be random variables which follow probability distributions $p_{1}(x)$ and $p_{2}(y)$, respectively. We say that two random variables $X$ and $Y$ are independent if the joint probability $p(x, y)$ is decomposed by a product of marginal distributions $p_{1}(x)$ and $p_{2}(Y)$ :

$$
p(x, y)=p_{1}(x) p_{2}(y) .
$$

When $p_{1}(x)>0$ and $p_{2}(y)>0$, the independence can be written with an exponential function and a logarithm function by

$$
p(x, y)=\exp \left[\log p_{1}(x)+\log p_{2}(x)\right]
$$

We generalize the notion of independence using the $q$-exponential and $q$-logarithm. Suppose that $x>0, y>0$ and $x^{1-q}+y^{1-q}-1>0(q>0)$. We say that $x \otimes_{q} y$ is a $q$-product [6] of $x$ and $y$ if

$$
\begin{aligned}
x \otimes_{q} y & :=\left[x^{1-q}+y^{1-q}-1\right]^{\frac{1}{1-q}} \\
& =\exp _{q}\left[\log _{q} x+\log _{q} y\right] .
\end{aligned}
$$

In this case, the following low of exponents holds:

$$
\exp _{q} x \otimes_{q} \exp _{q} y=\exp _{q}(x+y)
$$

in other words,

$$
\log _{q}\left(x \otimes_{q} y\right)=\log _{q} x+\log _{q} y
$$

Let $X_{i}$ be a random variable on $\mathcal{X}_{i}$ which follows $p_{i}(x)(i=1,2, \ldots, N)$. We say that $X_{1}, X_{2}, \ldots, X_{N}$ are $q$-independent with m-normalization (mixture normalization) if

$$
p\left(x_{1}, x_{2}, \ldots, x_{N}\right)=\frac{p_{1}\left(x_{1}\right) \otimes_{q} p_{2}\left(x_{2}\right) \otimes_{q} \cdots \otimes_{q} p_{N}\left(x_{N}\right)}{Z_{p_{1}, p_{2}, \cdots, p_{N}}}
$$

where $p\left(x_{1}, x_{2}, \ldots, x_{N}\right)$ is the joint probability density of $X_{1}, X_{2}, \ldots, X_{N}$ and $Z_{p_{1}, p_{2}, \cdots, p_{N}}$ is the normalization of $p_{1}\left(x_{1}\right) \otimes_{q} p_{2}\left(x_{2}\right) \otimes_{q} \cdots \otimes_{q} p_{N}\left(x_{N}\right)$ defined by

$$
Z_{p_{1}, p_{2}, \cdots, p_{N}}:=\int \cdots \int_{\mathcal{X}_{1} \cdots \mathcal{X}_{N}} p_{1}\left(x_{1}\right) \otimes_{q} p_{2}\left(x_{2}\right) \otimes_{q} \cdots \otimes_{q} p_{N}\left(x_{N}\right) d x_{1} \cdots d x_{N}
$$

Let $S_{q}=\{p(x ; \xi) \mid \xi \in \Xi\}$ be a $q$-exponential family, and let $\left\{x_{1}, \ldots, x_{N}\right\}$ be $N$-observations from $p(x ; \xi) \in S_{q}$. We define a $q$-likelihood function $L_{q}(\xi)$ by

$$
L_{q}(\xi)=p\left(x_{1} ; \xi\right) \otimes_{q} p\left(x_{2} ; \xi\right) \otimes_{q} \cdots \otimes_{q} p\left(x_{N} ; \xi\right)
$$

Equivalently, a $q$-log-likelihood function is given by

$$
\log _{q} L_{q}(\xi)=\sum_{i=1}^{N} \log _{q} p\left(x_{i} ; \xi\right)
$$

In the case $q \rightarrow 1, L_{q}$ is the standard likelihood function on $\Xi$.
The maximum $q$-likelihood estimator $\hat{\xi}$ is the maximizer of the $q$-likelihood functions, which is defined by

$$
\hat{\xi}:=\underset{\xi \in \Xi}{\operatorname{argmax}} L_{q}(\xi) \quad\left(=\underset{\xi \in \Xi}{\operatorname{argmax}} \log _{q} L_{q}(\xi)\right)
$$

Let us consider geometry of maximum $q$-likelihood estimators. Let $S_{q}$ be a $q$-exponential family. Suppose that $\left\{x_{1}, \ldots, x_{N}\right\}$ are $N$-observations generated from $p(x ; \theta) \in S_{q}$.

The $q$-log-likelihood function is calculated as

$$
\begin{aligned}
\log _{q} L_{q}(\theta) & =\sum_{j=1}^{N} \log _{q} p\left(x_{j} ; \theta\right)=\sum_{j=1}^{N}\left\{\sum_{i=1}^{n} \theta^{i} F_{i}\left(x_{j}\right)-\psi(\theta)\right\} \\
& =\sum_{i=1}^{n} \theta^{i} \sum_{j=1}^{N} F_{i}\left(x_{j}\right)-N \psi(\theta)
\end{aligned}
$$

The $q$-log-likelihood equation is

$$
\partial_{i} \log _{q} L_{q}(\theta)=\sum_{j=1}^{N} F_{i}\left(x_{j}\right)-N \partial_{i} \psi(\theta)=0
$$

Thus, the maximum $q$-likelihood estimator for $\eta$ is given by

$$
\hat{\eta}_{i}=\frac{1}{N} \sum_{j=1}^{N} F_{i}\left(x_{j}\right) .
$$

On the other hand, the canonical divergence for $\left(S_{q}, \nabla^{q(e)}, g^{q}\right)$ can be calculated as

$$
\begin{aligned}
D_{q}^{T}(p(\hat{\eta}), p(\theta)) & =D(p(\theta), p(\hat{\eta})) \\
& =\psi(\theta)+\phi(\hat{\eta})-\sum_{i=1}^{n} \theta^{i} \hat{\eta}_{i} \\
& =\phi(\hat{\eta})-\frac{1}{N} \log _{q} L_{q}(\theta)
\end{aligned}
$$

This implies that the $q$-likelihood attains the maximum if and only if the normalized Tsallis relative entropy attains the minimum.

Let $M$ be a curved $q$-exponential family in $S_{q}$, that is, $M$ is a submanifold in $S_{q}$ and is a statistical model itself. Suppose that $\left\{x_{1}, \ldots, x_{N}\right\}$ are $N$-observations generated from $p(x ; u)=p(x ; \theta(u)) \in M$. The above arguments implies that the maximum $q$ likelihood estimator for $M$ is given by the orthogonal projection of data with respect to the normalized Tsallis relative entropy.

We remark that the maximum $q$-likelihood estimator can be generalized by $U$-geometry. (See [8, 9] by Fujimoto and Murata.) However, their approach and ours are slightly different. They applied the $\chi$-divergence ( $U$-divergence) projection for a parameter estimation, whereas we applied the generalized relative entropy. As we discussed in this paper, the induced Hessian structures from those divergences are different.

### 3.8 Conclusion

In this paper, we considered two Hessian structures from the viewpoints of the standard expectation and the $\chi$-expectation. Though the former and the later are known as $U$-geometry ( $[21,26]$ ) and $\chi$-geometry ([3]), respectively, they turn out to be different Hessian structures in the same deformed exponential family through a comparison of each other.

We note that, from the viewpoint of estimating functions, the former is geometry of bias-corrected $\chi$-score functions with the standard expectation, whereas the later is geometry of unbiased $\chi$-score functions with the $\chi$-expectation.

As an application to statistics, we considered generalization of maximum likelihood method for $q$-exponential family. We used the normalized Tsallis relative entropy for orthogonal projection, whereas the previous results used $\chi$-divergences of Bregman type.
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# Chapter 4 <br> Harmonic Maps Relative to $\boldsymbol{\alpha}$-Connections 

Keiko Uohashi


#### Abstract

In this paper, we study harmonic maps relative to $\alpha$-connections, but not necessarily relative to Levi-Civita connections, on Hessian domains. For the purpose, we review the standard harmonic map and affine harmonic maps, and describe the conditions for harmonicity of maps between level surfaces of a Hessian domain in terms of the parameter $\alpha$ and the dimension $n$. To illustrate the theory, we describe harmonic maps between the level surfaces of convex cones.


### 4.1 Introduction

Harmonic maps are important objects in certain branches of geometry and physics. Geodesics on Riemannian manifolds and holomorphic maps between Kähler manifolds are typical examples of harmonic maps. In addition a harmonic map has a variational characterization by the energy of smooth maps between Riemannian manifolds and several existence theorems for harmonic maps are already known. On the other hand the notion of a Hermitian harmonic map from a Hermitian manifold to a Riemannian manifold was introduced and investigated by [4, 8, 10]. It is not necessary a harmonic map if the domain Hermitian manifold is non-Kähler. The similar results are pointed out for affine harmonic maps, which is analogy to Hermitian harmonic maps [7].

Statistical manifolds have mainly been studied in terms of their affine geometry, information geometry, and statistical mechanics [1]. For example, Shima established conditions for harmonicity of gradient mappings of level surfaces on a Hessian domain, which is a typical example of a dually flat statistical manifold [14]. Level surfaces on a Hessian domain are known as 1- and ( -1 )-conformally flat statistical

[^8]manifolds for primal and dual connections, respectively [17, 19]. The gradient mappings are then considered to be harmonic maps relative to the dual connection, i.e., the ( -1 )-connection [13].

In this paper, we review the notions of harmonic maps, affine harmonic maps and $\alpha$-affine harmonic maps, and investigate different kinds of harmonic maps relative to $\alpha$-connections. In Sect.4.2, we give definitions of an affine harmonic map, a harmonic map and the standard Laplacian. In Sect. 4.3, we explain the generalized Laplacian which defines a harmonic map relative to an affine connection. In Sect. 4.4, we present the Laplacian of a gradient mapping on a Hessian domain, as an example of the generalized Laplacian. Moreover, we compare the harmonic map defined by Shima with an affine harmonic map defined in Sect.4.2. In Sect. 4.5, $\alpha$-connections of statistical manifolds are explained. In Sect. 4.6, we define $\alpha$-affine harmonic maps which are generalization of affine harmonic maps and also a generalization of harmonic maps defined by Shima. In Sect.4.7, we describe the $\alpha$-conformal equivalence of statistical manifolds and a harmonic map relative to two $\alpha$-connections. In Sect.4.8, we review $\alpha$-conformal equivalence of level surfaces of a Hessian domain. In Sect.4.9, we study harmonic maps of level surfaces relative to two $\alpha$-connections, for examples of a harmonic map in Sect.4.7, and provide examples on level surfaces of regular convex cones.

Shima [13] investigated harmonic maps of $n$-dimensional level surfaces into an $(n+1)$-dimensional dual affine space, rather than onto other level surfaces. Although Nomizu and Sasaki calculated the Laplacian of centro-affine immersions into an affine space, which generate projectively flat statistical manifolds (i.e. ( -1 )-conformally flat statistical manifolds), they did not discuss any harmonic maps between two centro-affine hypersurfaces [12]. Then, we study harmonic maps between hypersurfaces with the same dimension relative to general $\alpha$-connections that may not satisfy $\alpha=-1$ or 0 (where the 0 -connection implies the Levi-Civita connection). In particular, we demonstrate the existence of non-trivial harmonic maps between level surfaces of a Hessian domain with $\alpha$-parameters and the dimension $n$.

### 4.2 Affine Harmonic Maps and Harmonic Maps

First, we recall definitions of an affine harmonic map and a harmonic map.
Let $M$ an $m$-dimensional affine manifold and $\left\{x^{1}, \ldots, x^{m}\right\}$ a local affine coordinate system of $M$. If there exist a symmetric tensor field of degree 2

$$
g=g_{i j} d x^{i} d x^{j}
$$

on $M$ satisfying locally

$$
\begin{equation*}
g_{i j}=\frac{\partial^{2} \varphi}{\partial x^{i} \partial x^{j}} \tag{4.1}
\end{equation*}
$$

for a convex function $\varphi, M$ is said to be a Kähler affine manifold [2, 7]. A matrix [ $\left.g_{i j}\right]$ is positive definite and defines a Riemannian metric. Then for the Kähler affine manifold $M,(M, D, g)$ is a Hessian manifold, where $D$ is a canonical flat affine connection for $\left\{x^{1}, \ldots, x^{m}\right\}$. We will mention details of Hessian manifolds and Hessian domains in later sections of this paper.

The Kähler affine structure (4.1) defines an affinely invariant operator $L$ by

$$
\begin{equation*}
L=\sum_{i, j=1}^{m} g_{i j} \frac{\partial^{2}}{\partial x^{i} \partial x^{j}} . \tag{4.2}
\end{equation*}
$$

A smooth function $f: M \rightarrow \mathbf{R}$ is said to be affine harmonic if

$$
L f=0 .
$$

For a Kähler affine manifold $(M, g)$ and a Riemannian manifold $(N, h)$, a smooth map $\phi: M \rightarrow N$ is said to be affine harmonic if

$$
\begin{equation*}
\sum_{i, j=1}^{m} g^{i j}\left(\frac{\partial^{2} \phi^{\gamma}}{\partial x^{i} \partial x^{j}}+\sum_{\delta, \beta=1}^{n} \hat{\Gamma}_{\delta \beta}^{\gamma} \frac{\partial \phi^{\delta}}{\partial x^{i}} \frac{\partial \phi^{\beta}}{\partial x^{j}}\right)=0, \quad \gamma=1, \ldots, n, \tag{4.3}
\end{equation*}
$$

where $\hat{\Gamma}$ is the Christoffel symbol of the Levi-Civita connection for a Riemannian metric $h$, and $n=\operatorname{dim} N$.

Let us compare an affine harmonic map with a harmonic map. For this purpose, we give a definition of a harmonic function at first. For a Riemannian manifold $(M, g)$, a smooth function $f: M \rightarrow \mathbf{R}$ is said to be a harmonic function if

$$
\Delta f=0,
$$

where $\Delta$ is the standard Laplacian, i.e.,

$$
\begin{align*}
\Delta f=\operatorname{div} \operatorname{grad} f & =\frac{1}{\sqrt{g}} \sum_{i, j=1}^{m} \frac{\partial}{\partial x^{i}}\left(\sqrt{g} g^{i j} \frac{\partial f}{\partial x^{j}}\right)  \tag{4.4}\\
& =\sum_{i, j=1}^{m} g^{i j}\left(\frac{\partial^{2} f}{\partial x^{i} \partial x^{j}}-\sum_{k=1}^{m} \Gamma_{i j}^{k} \frac{\partial f}{\partial x^{k}}\right)  \tag{4.5}\\
& =\sum_{i=1}^{m}\left\{e_{i}\left(e_{i} f\right)-\left(\nabla_{e_{i}}^{L C} e_{i}\right) f\right\}, \\
g & =\operatorname{det}\left[g_{i j}\right],
\end{align*}
$$

$\left\{e_{1}, \ldots, e_{m}\right\}$ is a local orthogonal frame on a neighborhood of $x \in M$, and $\nabla^{L C}, \Gamma$ are the Levi-Civita connection, the Christoffel symbol of $\nabla^{L C}$, respectively. Remark that the sign of definition (4.4) is inverse to the sign of the Laplacian in [3, 21].

For Riemannian manifolds $(M, g),(N, h)$, a smooth map $\phi: M \rightarrow N$ is said to be a harmonic map if

$$
\tau(\phi) \equiv 0 ; \quad \text { the Euler-Lagrange equation }
$$

where $\tau(\phi) \in \Gamma\left(\phi^{-1} T N\right)$ is the standard tension field of $\phi$ defined by

$$
\begin{align*}
\tau(\phi)(x) & =\sum_{i=1}^{m}\left(\tilde{\nabla}_{e_{i}}^{L C} \phi_{*} e_{i}-\phi_{*} \nabla_{e_{i}}^{L C} e_{i}\right)(x), \quad x \in M,  \tag{4.6}\\
\tilde{\nabla}_{e_{i}}^{L C} \phi_{*} e_{i} & =\hat{\nabla}_{\phi_{*} e_{i}}^{L C} \phi_{*} e_{i} ; \quad \text { the pull-back connection },
\end{align*}
$$

and $\nabla^{L C}, \hat{\nabla}^{L C}$ are the Levi-Civita connections for $g, h$, respectively. For local coordinate systems $\left\{x^{1}, \ldots, x^{m}\right\}$ and $\left\{y^{1}, \ldots, y^{n}\right\}$ on $M$ and $N$, the $\gamma$-th component of $\tau(\phi)$ at $x \in M$ is described by

$$
\begin{align*}
\tau(\phi)^{\gamma}(x) & =\sum_{i, j=1}^{m} g^{i j}\left\{\frac{\partial^{2} \phi^{\gamma}}{\partial x^{i} \partial x^{j}}-\sum_{k=1}^{m} \Gamma_{i j}^{k}(x) \frac{\partial \phi^{\gamma}}{\partial x^{k}}+\sum_{\delta, \beta=1}^{n} \hat{\Gamma}_{\delta \beta}^{\gamma}(\phi(x)) \frac{\partial \phi^{\delta}}{\partial x^{i}} \frac{\partial \phi^{\beta}}{\partial x^{j}}\right\}  \tag{4.7}\\
& =\Delta \phi^{\gamma}+\sum_{i, j=1}^{m} \sum_{\delta, \beta=1}^{n} g^{i j} \hat{\Gamma}_{\delta \beta}^{\gamma}(\phi(x)) \frac{\partial \phi^{\delta}}{\partial x^{i}} \frac{\partial \phi^{\beta}}{\partial x^{j}}, \\
\phi^{\delta} & =y^{\delta} \circ \phi, \quad \gamma=1, \ldots, n,
\end{align*}
$$

where

$$
\tau(\phi)(x)=\sum_{\gamma=1}^{n} \tau(\phi)^{\gamma}(x) \frac{\partial}{\partial y^{\gamma}}
$$

and $\Gamma_{i j}^{k}, \hat{\Gamma}_{\delta \beta}^{\gamma}$ are the Christoffel symbols of $\nabla^{L C}, \hat{\nabla}^{L C}$, respectively. The original definition of a harmonic map is described in [3,21], and so on.

Remark 1 Term (4.5) is not equal to the definition (4.2). Hence an affine harmonic function is not necessary a harmonic function.

Remark 2 Term (4.7) is not equal to the definition (4.3). Hence an affine harmonic map is not necessary a harmonic map.

### 4.3 Affine Harmonic Maps and Generalized Laplacians

In Sect.4.2, the Laplacian is defined for a function on a Riemannian manifold. In this section, we treat Laplacians for maps between Riemannian manifolds.

For Riemannian manifolds $(M, g)$ and $(N, h)$, a tension field of a smooth map $\phi: M \rightarrow N$ is defined by

$$
\begin{align*}
\tau(\phi) & =\sum_{i=1}^{m}\left(\hat{\nabla}_{e_{i}}\left(\phi_{*} e_{i}\right)-\phi_{*}\left(\nabla_{e_{i}}^{L C} e_{i}\right)\right) \quad \in \Gamma\left(\phi^{-1} T N\right)  \tag{4.8}\\
& =\sum_{i, j=1}^{m} g^{i j}\left\{\hat{\nabla}_{\frac{\partial}{\partial x^{i}}}\left(\phi_{*} \frac{\partial}{\partial x^{j}}\right)-\phi_{*}\left(\nabla_{\frac{\partial}{\partial x^{i}}}^{L C} \frac{\partial}{\partial x^{j}}\right)\right\},
\end{align*}
$$

where $\left\{e_{1}, \ldots, e_{m}\right\}$ is a local orthonormal frame for $g,\left\{x^{1}, \ldots, x^{m}\right\}$ is a local coordinate system on $M, \nabla^{L C}$ is the Levi-Civita connection of $g$, and $\hat{\nabla}$ is a torsion free affine connection on $N$ [12]. The affine connection $\hat{\nabla}$ does not need to be the LeviCivita connection. We also denote by $\hat{\nabla}$ the pull-back connection of $\hat{\nabla}$ to $M$. Then $\phi$ is said to be a harmonic map relative to $(g, \hat{\nabla})$ if

$$
\tau(\phi)=\sum_{i=1}^{m}\left(\hat{\nabla}_{e_{i}}\left(\phi_{*} e_{i}\right)-\phi_{*}\left(\nabla_{e_{i}}^{L C} e_{i}\right)\right) \equiv 0 .
$$

If a Riemannian manifold $N$ is an finite dimensional real vector space $V$, the tension field $\tau(\phi)$ is said to be a Laplacian of a $\operatorname{map} \phi: M \rightarrow V$. Then a notation $\Delta$ for the standard Laplacian is often used for the Laplacian of a map as the following;

$$
\begin{equation*}
\Delta \phi=\Delta_{(g, \hat{\nabla})} \phi=\tau(\phi): M \rightarrow V . \tag{4.9}
\end{equation*}
$$

For $V=\mathbf{R}, \Delta \phi$ defined by Eqs. (4.8) and (4.9) coincides with the standard Laplacian for a function defined by (4.4).

See in [12] for an affine immersion and the Laplacian of a map, and see in [13, 14] for the gradient mapping and the Laplacian on a Hessian domain.

### 4.4 Gradient Mappings and Affine Harmonic Maps

In this section, we investigate the Laplacian of a gradient mapping in view of geometry of affine harmonic maps.

Let $D$ be the canonical flat affine connection on an $(n+1)$-dimensional real affine space $\mathbf{A}^{n+1}$ and let $\left\{x^{1}, \ldots, x^{n+1}\right\}$ be the canonical affine coordinate system on $\mathbf{A}^{n+1}$, i.e., $D d x^{i}=0$. If the Hessian $D d \varphi=\sum_{i, j=1}^{n+1}\left(\partial^{2} \varphi / \partial x^{i} \partial x^{j}\right) d x^{i} d x^{j}$ of a function $\varphi$ is
non-degenerate on a domain $\Omega$ in $\mathbf{A}^{n+1}$, then $(\Omega, D, g=D d \varphi)$ is a Hessian domain [14].

For the dual affine space $\mathbf{A}_{n+1}^{*}$ and the dual affine coordinate system $\left\{x_{1}^{*}, \ldots, x_{n+1}^{*}\right\}$ of $\mathbf{A}^{n+1}$, the gradient mapping $\iota$ from a Hessian domain $(\Omega, D, g=D d \varphi)$ into $\left(\mathbf{A}_{n+1}^{*}, D^{*}\right)$ is defined by

$$
x_{i}^{*} \circ \iota=-\frac{\partial \varphi}{\partial x^{i}} .
$$

The dually flat affine connection $D^{\prime}$ on $\Omega$ is given by

$$
\begin{equation*}
\iota_{*}\left(D_{X}^{\prime} Y\right)=D_{X}^{*} \iota_{*}(Y) \text { for } X, Y \in \Gamma(T \Omega) \tag{4.10}
\end{equation*}
$$

where $D_{X}^{*} \iota_{*}(Y)$ denotes the covariant derivative along $\iota$ induced by the canonical flat affine connection $D^{*}$ on $\mathbf{A}_{n+1}^{*}$.

The Laplacian of $\iota$ with respect to $\left(g, D^{*}\right)$ is given by

$$
\begin{align*}
\Delta_{\left(g, D^{*}\right) \iota} & =\sum_{i, j} g^{i j}\left\{D_{\frac{\partial}{\partial x^{i}}}^{*}\left(\iota_{*} \frac{\partial}{\partial x^{j}}-\iota_{*}\left(\nabla_{\frac{\partial}{\partial x^{i}}}^{L C} \frac{\partial}{\partial x^{j}}\right)\right)\right\} \\
& =\iota_{*}\left\{\sum_{i, j} g^{i j}\left(D^{\prime}-\nabla^{L C}\right)_{\frac{\partial}{\partial x^{i}}} \frac{\partial}{\partial x^{j}}\right\}  \tag{4.11}\\
& =\iota_{*}\left\{\sum_{i, j} g^{i j}\left(\nabla^{L C}-D\right)_{\frac{\partial}{\partial x^{i}}} \frac{\partial}{\partial x^{j}}\right\}  \tag{4.12}\\
& =\iota_{*}\left(\sum_{i} \alpha^{K i} \frac{\partial}{\partial x^{i}}\right)
\end{align*}
$$

where $\nabla^{L C}$ is the Levi-Civita connection for $g$ and $\Gamma$ is the Christoffel symbol of $\nabla^{L C}$, and where $\alpha^{K}$ is the Koszul form, i.e.,

$$
\alpha^{K}=d \log \left|\operatorname{det}\left[g_{i j}\right]\right|^{\frac{1}{2}}, \quad \alpha_{i}^{K}=\sum_{r} \Gamma_{r i}^{r}, \alpha^{K i}=\sum_{j} g^{i j} \alpha_{j}^{K}
$$

([13], p. 93 in [14]). We have the deformation from (4.11) to (4.12) by

$$
\frac{D+D^{\prime}}{2}=\nabla^{L C}
$$

Details of dual affine connections are described in later sections.
Let $\nabla^{L C *}$ be the Levi-Civita connection for the Hessian metric $g^{*}=D^{*} d \varphi^{*}$ on the dual domain $\Omega^{*}=\iota(\Omega)$, where $\varphi^{*}=\sum_{i} x^{i}\left(\partial \varphi / \partial x^{i}\right)-\varphi$ is the Legendre transform of $\varphi$. Then the term (4.12) is described as the follows:

$$
\Delta_{\left(g, D^{*}\right)} \iota=\sum_{i, j} g^{i j}\left\{\nabla_{\frac{\partial}{\partial x^{i}}}^{L C *}\left(\iota_{*} \frac{\partial}{\partial x^{j}}\right)-\iota_{*}\left(D_{\frac{\partial}{\partial x^{i}}} \frac{\partial}{\partial x^{j}}\right)\right\} .
$$

Moreover the $\gamma$-th component of $\Delta_{\left(g, D^{*}\right) \iota}$ is

$$
\left(\Delta_{\left(g, D^{*}\right) \iota}\right)^{\gamma}=\sum_{i, j} g^{i j}\left(\frac{\partial^{2} \iota^{\gamma}}{\partial x^{i} \partial x^{j}}+\sum_{\delta, \beta} \Gamma_{\delta \beta}^{\gamma} \frac{\partial \iota^{\delta}}{\partial x^{i}} \frac{\partial \iota^{\beta}}{\partial x^{j}}\right), \quad \gamma=1, \ldots, n+1
$$

where $\iota^{i}(x)=x_{i}^{*} \circ \iota(x)$. Therefore, if the gradient mapping $\iota$ is a harmonic map with respect to $\left(g, D^{*}\right)$, i.e., if $\Delta_{\left(g, D^{*}\right)} \doteq 0$, we have

$$
\begin{equation*}
\sum_{i, j} g^{i j}\left(\frac{\partial^{2} \iota^{\gamma}}{\partial x^{i} \partial x^{j}}+\sum_{\delta, \beta} \Gamma_{\delta \beta}^{\gamma} \frac{\partial \iota^{\delta}}{\partial x^{i}} \frac{\partial \iota^{\beta}}{\partial x^{j}}\right)=0, \quad \gamma=1, \ldots, n+1 \tag{4.13}
\end{equation*}
$$

Equation (4.13) is obtained by putting $\iota$ on $\phi$ of Eq. (4.3). Thus considering a Hessian domain $\Omega$ as a Kähler affine manifold, we have the next proposition.

Proposition 1 The followings are equivalent:
(i) the gradient mapping $\iota$ is a harmonic map with respect to $\left(g, D^{*}\right)$;
(ii) the gradient mapping $\iota:(\Omega, D) \rightarrow\left(\mathbf{A}_{n+1}^{*}, \nabla^{L C *}\right)$ is an affine harmonic map.

In [13, 14], Shima studied an affine harmonic map with the restriction of the gradient mapping $\iota$ to a level surface of a convex function $\varphi$.

The author does not clearly distinguish a phrase "relative to something" with a phrase "with respect to something".

## $4.5 \alpha$-Connections of Statistical Manifolds

We recall some definitions that are essential to the theory of statistical manifolds and relate $\alpha$-connections to Hessian domains.

Given a torsion-free affine connection $\nabla$ and a pseudo-Riemannian metric $h$ on a manifold $N$, the triple ( $N, \nabla, h$ ) is said to be a statistical manifold if $\nabla h$ is symmetric. If the curvature tensor $R$ of $\nabla$ vanishes, $(N, \nabla, h)$ is said to be flat.

Let $(N, \nabla, h)$ be a statistical manifold and let $\nabla^{\prime}$ be an affine connection on $N$ such that

$$
X h(Y, Z)=h\left(\nabla_{X} Y, Z\right)+h\left(Y, \nabla_{X}^{\prime} Z\right) \text { for } X, Y \text { and } Z \in \Gamma(T N),
$$

where $\Gamma(T N)$ is the set of smooth tangent vector fields on $N$. The affine connection $\nabla^{\prime}$ is torsion free and $\nabla^{\prime} h$ is symmetric. Then $\nabla^{\prime}$ is called the dual connection of
$\nabla$. The triple $\left(N, \nabla^{\prime}, h\right)$ is the dual statistical manifold of $(N, \nabla, h)$, and $\left(\nabla, \nabla^{\prime}, h\right)$ defines the dualistic structure on $N$. The curvature tensor of $\nabla^{\prime}$ vanishes if and only if the curvature tensor of $\nabla$ also vanishes. Under these conditions, $\left(\nabla, \nabla^{\prime}, h\right)$ becomes a dually flat structure.

Let $N$ be a manifold with a dualistic structure $\left(\nabla, \nabla^{\prime}, h\right)$. For any $\alpha \in \mathbf{R}$, an affine connection defined by

$$
\begin{equation*}
\nabla^{(\alpha)}:=\frac{1+\alpha}{2} \nabla+\frac{1-\alpha}{2} \nabla^{\prime} \tag{4.14}
\end{equation*}
$$

is called an $\alpha$-connection of $(N, \nabla, h)$. The triple $\left(N, \nabla^{(\alpha)}, h\right)$ is also a statistical manifold, and $\nabla^{(-\alpha)}$ is the dual connection of $\nabla^{(\alpha)}$. The 1-connection $\nabla^{(1)}$, the $(-1)$-connection $\nabla^{(-1)}$, and the 0 -connection $\nabla^{(0)}$ correspond to the $\nabla, \nabla^{\prime}$, and the Levi-Civita connection of ( $N, h$ ), respectively. An $\alpha$-connection does not need to be flat.

A Hessian domain is a flat statistical manifold. Conversely, a local region of a flat statistical manifold is a Hessian domain. For the dual connection $D^{\prime}$ defined by (4.10), $\left(\Omega, D^{\prime}, g\right)$ is the dual statistical manifold of $(\Omega, D, g)$ if a Hessian domain ( $\Omega, D^{\prime}, g$ ) is a statistical manifold $[1,13,14]$.

## $4.6 \alpha$-Affine Harmonic Maps

In this section, we give a generalization of an affine harmonic map.
Considering a Hessian domain ( $\Omega, D, g$ ) as a statistical manifold, we have the $\alpha$-connection of ( $\Omega, D, g$ ) by

$$
D^{(\alpha)}=\frac{1+\alpha}{2} D+\frac{1-\alpha}{2} D^{\prime}
$$

for each $\alpha \in \mathbf{R}$. Let $D^{(\alpha) *}$ be an $\alpha$-connection of ( $\Omega^{*}, D^{*}, g^{*}$ ) which is the dual statistical manifold of ( $\Omega, D, g$ ). Then the Laplacian of the gradient mapping $\iota$ with respect to $\left(g, D^{(\alpha) *}\right)$ is given by

$$
\begin{aligned}
\Delta_{\left(g, D^{(\alpha) *}\right)} \iota & =\sum_{i, j} g^{i j}\left\{D_{\frac{\partial}{\partial x^{i}}}^{(\alpha) *}\left(\iota_{*} \frac{\partial}{\partial x^{j}}\right)-\iota_{*}\left(\nabla_{\frac{\partial}{\partial x^{i}}}^{L C} \frac{\partial}{\partial x^{j}}\right)\right\} \\
& =\iota_{*}\left\{\sum_{i, j} g^{i j}\left(D^{(-\alpha)}-\nabla^{L C}\right) \frac{\partial}{\partial x^{i}} \frac{\partial}{\partial x^{j}}\right\} \\
& =\iota_{*}\left\{\sum_{i, j} g^{i j}\left(\nabla^{L C}-D^{(\alpha)}\right) \frac{\partial}{\partial x^{i}} \frac{\partial}{\partial x^{j}}\right\}
\end{aligned}
$$

$$
=\sum_{i, j} g^{i j}\left\{\underset{\frac{\partial}{\partial x^{i}}}{\nabla^{L C *}}\left(\iota_{*} \frac{\partial}{\partial x^{j}}\right)-\iota_{*}\left(D_{\frac{\partial}{\partial x^{i}}}^{(\alpha)} \frac{\partial}{\partial x^{j}}\right)\right\} .
$$

If $\Delta_{\left(g, D^{(\alpha) *)}\right.} \iota \equiv 0$, we have

$$
\begin{gathered}
\sum_{i, j} g^{i j}\left\{\frac{\partial^{2} \iota^{\gamma}}{\partial x^{i} \partial x^{j}}-(1-\alpha) \sum_{k} \Gamma_{i j}^{k} \frac{\partial \iota^{\gamma}}{\partial x^{k}}+\sum_{\delta, \beta} \hat{\Gamma}_{\delta \beta}^{\gamma} \frac{\partial \iota^{\delta}}{\partial x^{i}} \frac{\partial \iota^{\beta}}{\partial x^{j}}\right\}=0, \\
\gamma=1, \ldots, n+1 .
\end{gathered}
$$

In general, we define the notion of $\alpha$-affine harmonic maps as follows:
Definition 1 For a Kähler affine manifold $(M, g)$ and a Riemannian manifold $(N, h)$, a map $\phi: M \rightarrow N$ is said to be an $\alpha$-affine harmonic map if

$$
\begin{gather*}
\sum_{i, j} g^{i j}\left(\frac{\partial^{2} \phi^{\gamma}}{\partial x^{i} \partial x^{j}}-(1-\alpha) \sum_{k} \Gamma_{i j}^{k} \frac{\partial \phi^{\gamma}}{\partial x^{k}}+\sum_{\delta, \beta} \hat{\Gamma}_{\delta \beta}^{\gamma} \frac{\partial \phi^{\delta}}{\partial x^{i}} \frac{\partial \phi^{\beta}}{\partial x^{j}}\right)=0,  \tag{4.15}\\
\gamma=1, \ldots, \operatorname{dim} N
\end{gather*}
$$

Then we obtain that the gradient mapping $\iota$ is a harmonic map with respect to $\left(g, D^{(\alpha) *}\right)$ if and only if the map $\iota:\left(\Omega, D^{(\alpha)}\right) \rightarrow\left(\mathbf{A}_{n+1}^{*}, \nabla^{*}\right)$ is an $\alpha$-affine harmonic map.

Remark 3 For $\alpha=$ 1, a 1-affine harmonic map is an affine harmonic map.
Remark 4 For $\alpha=0$, a 0 -affine harmonic map is a harmonic map in the standard sense.

They are problems to find applications of $\alpha$-affine harmonic maps and to investigate them.

### 4.7 Harmonic Maps for $\alpha$-Conformal Equivalence

In this section, we describe harmonic maps with respect to $\alpha$-conformal equivalence of statistical manifolds.

For a real number $\alpha$, statistical manifolds $(N, \nabla, h)$ and $(N, \bar{\nabla}, \bar{h})$ are regarded as $\alpha$-conformally equivalent if there exists a function $\phi$ on $N$ such that

$$
\begin{align*}
\bar{h}(X, Y)= & e^{\phi} h(X, Y)  \tag{4.16}\\
h\left(\bar{\nabla}_{X} Y, Z\right)= & h\left(\nabla_{X} Y, Z\right)-\frac{1+\alpha}{2} d \phi(Z) h(X, Y) \\
& +\frac{1-\alpha}{2}\{d \phi(X) h(Y, Z)+d \phi(Y) h(X, Z)\} \tag{4.17}
\end{align*}
$$

for $X, Y$ and $Z \in \Gamma(T N)$. Two statistical manifolds $(N, \nabla, h)$ and $(N, \bar{\nabla}, \bar{h})$ are $\alpha$-conformally equivalent if and only if the dual statistical manifolds $\left(N, \nabla^{\prime}, h\right)$ and $\left(N, \bar{\nabla}^{\prime}, \bar{h}\right)$ are $(-\alpha)$-conformally equivalent. A statistical manifold $(N, \nabla, h)$ is said to be $\alpha$-conformally flat if $(N, \nabla, h)$ is locally $\alpha$-conformally equivalent to a flat statistical manifold [19].

Let $(N, \nabla, h)$ and $(N, \bar{\nabla}, \bar{h})$ be $\alpha$-conformally equivalent statistical manifolds of $\operatorname{dim} n \geq 2$, and $\left\{x^{1}, \ldots x^{n}\right\}$ a local coordinate system on $N$. Suppose that $h$ and $\bar{h}$ are Riemannian metrices. We set $h_{i j}=h\left(\partial / \partial x^{i}, \partial / \partial x^{j}\right)$ and $\left[h^{i j}\right]=\left[h_{i j}\right]^{-1}$. Let $\pi_{i d}:(N, \nabla, h) \rightarrow(N, \bar{\nabla}, \bar{h})$ be the identity map, i.e., $\pi_{i d}(x)=x$ for $x \in N$, and $\pi_{i d *}$ the differential of $\pi_{i d}$.

We define a harmonic map relative to $(h, \nabla, \bar{\nabla})$ as follows:
Definition 2 ([16, 18]) If a tension field $\tau_{(h, \nabla, \bar{\nabla})}\left(\pi_{i d}\right)$ vanishes on $N$, i.e.,

$$
\tau_{(h, \nabla, \bar{\nabla})}\left(\pi_{i d}\right) \equiv 0
$$

the map $\pi_{i d}:(N, \nabla, h) \rightarrow(N, \bar{\nabla}, \bar{h})$ is said to be a harmonic map relative to $(h, \nabla, \bar{\nabla})$, where the tension field is defined by

$$
\begin{align*}
\tau_{(h, \nabla, \bar{\nabla})}\left(\pi_{i d}\right): & =\sum_{i, j=1}^{n} h^{i j}\left\{\bar{\nabla}_{\frac{\partial}{\partial x^{i}}}\left(\pi_{i d *}\left(\frac{\partial}{\partial x^{j}}\right)\right)-\pi_{i d *}\left(\nabla_{\frac{\partial}{\partial x^{i}}} \frac{\partial}{\partial x^{j}}\right)\right\} \in \Gamma\left(\pi_{i d}^{-1} T N\right) \\
& =\sum_{i, j=1}^{n} h^{i j}\left(\bar{\nabla}_{\frac{\partial}{\partial x^{i}}} \frac{\partial}{\partial x^{j}}-\nabla_{\frac{\partial}{\partial x^{i}}} \frac{\partial}{\partial x^{j}}\right) \in \Gamma(T N) . \tag{4.18}
\end{align*}
$$

Then the next theorem holds.
Theorem 1 ( $[16,18])$ For $\alpha$-conformally equivalent statistical manifolds $(N, \nabla, h)$ and $(N, \bar{\nabla}, \bar{h})$ of $\operatorname{dim} N \geq 2$ satisfying Eqs. (4.16) and (4.17), if $\alpha=-(n-2) /(n+2)$ or $\phi$ is a constant function on $N$, the identity map $\pi_{i d}:(N, \nabla, h) \rightarrow(N, \bar{\nabla}, \bar{h})$ is a harmonic map relative to $(h, \nabla, \bar{\nabla})$.

Proof By Eqs. (4.17) and (4.18), for $k \in\{1, \ldots, n\}$ we have

$$
\begin{aligned}
& h\left(\tau_{(h, \nabla, \bar{\nabla})}\left(\pi_{i d}\right), \frac{\partial}{\partial x^{k}}\right) \\
& =h\left(\sum_{i, j=1}^{n} h^{i j}\left(\bar{\nabla}_{\frac{\partial}{\partial x^{i}}} \frac{\partial}{\partial x^{j}}-\nabla_{\frac{\partial}{\partial x^{i}}} \frac{\partial}{\partial x^{j}}\right), \frac{\partial}{\partial x^{k}}\right)
\end{aligned}
$$

$$
\begin{aligned}
= & \sum_{i, j=1}^{n} h^{i j}\left\{-\frac{1+\alpha}{2} d \phi\left(\frac{\partial}{\partial x^{k}}\right) h\left(\frac{\partial}{\partial x^{i}}, \frac{\partial}{\partial x^{j}}\right)\right. \\
& +\frac{1-\alpha}{2}\left\{d \phi\left(\frac{\partial}{\partial x^{i}}\right) h\left(\frac{\partial}{\partial x^{j}}, \frac{\partial}{\partial x^{k}}\right)\right. \\
& \left.\left.+d \phi\left(\frac{\partial}{\partial x^{j}}\right) h\left(\frac{\partial}{\partial x^{i}}, \frac{\partial}{\partial x^{k}}\right)\right\}\right\} \\
= & \sum_{i, j=1}^{n} h^{i j}\left\{-\frac{1+\alpha}{2} \frac{\partial \phi}{\partial x^{k}} h_{i j}+\frac{1-\alpha}{2}\left(\frac{\partial \phi}{\partial x^{i}} h_{j k}+\frac{\partial \phi}{\partial x^{j}} h_{i k}\right)\right\} \\
= & \left\{-\frac{1+\alpha}{2} \cdot n \cdot \frac{\partial \phi}{\partial x^{k}}+\frac{1-\alpha}{2}\left(\sum_{i=1}^{n} \frac{\partial \phi}{\partial x^{i}} \delta_{i k}+\sum_{j=1}^{n} \frac{\partial \phi}{\partial x^{j}} \delta_{j k}\right)\right\} \\
= & \left(-\frac{1+\alpha}{2} \cdot n+\frac{1-\alpha}{2} \cdot 2\right) \frac{\partial \phi}{\partial x^{k}} \\
= & -\frac{1}{2}\{(n+2) \alpha+(n-2)\} \frac{\partial \phi}{\partial x^{k}},
\end{aligned}
$$

where $\delta_{i j}$ is the Kronecker's delta. Therefore, if $\tau_{(h, \nabla, \bar{\nabla})}\left(\pi_{i d}\right) \equiv 0$, it holds that $(n+2) \alpha+(n-2)=0$ or $\partial \phi / \partial x^{k}=0$ for all $k \in\{1, \ldots, n\}$ at each point in $N$. Thus we obtain Theorem 1.

## $4.8 \alpha$-Conformal Equivalence of Level Surfaces

We show our previous results of $\alpha$-conformal equivalence of level surfaces.
The next theorem holds for a 1-conformally flat statistical submanifold.
Theorem 2 ([19]) Let $M$ be a simply connected n-dimensional level surface of $\varphi$ on an $(n+1)$-dimensional Hessian domain $(\Omega, D, g=D d \varphi)$ with a Riemannian metric $g$, and suppose that $n \geq 2$. If $(\Omega, D, g)$ is a flat statistical manifold, then $\left(M, D^{M}, g^{M}\right)$ is a 1-conformally flat statistical submanifold of $(\Omega, D, g)$, where $D^{M}$ and $g^{M}$ are the connection and the Riemannian metric on $M$ induced by $D$ and $g$, respectively.

See in $[15,17-19]$ for realization problems related with $\alpha$-conformal equivalence.
We now consider two simply connected level surfaces of $\operatorname{dim} n \geq 2(M, D, g)$ and $(\hat{M}, \hat{D}, \hat{g})$, which are 1-conformally flat statistical submanifolds of $(\Omega, D, g)$. Let $\lambda$ be a function on $M$ such that $e^{\lambda(p)} \iota(p) \in \hat{\iota}(\hat{M})$ for $p \in M$, where $\hat{\iota}$ is the restriction of the gradient mapping $\iota$ to $\hat{M}$, and set $\left(e^{\lambda}\right)(p)=e^{\lambda(p)}$. Note that the function $e^{\lambda}$ projects $M$ to $\hat{M}$ with respect to the dual affine coordinate system on $\Omega$.

We define a mapping $\pi: M \rightarrow \hat{M}$ by

$$
\hat{\iota} \circ \pi=e^{\lambda} \iota,
$$

where $\iota$ (as denoted above) is the restriction of the gradient mapping $\iota$ to $M$. Let $\bar{D}^{\prime}$ be an affine connection on $M$ defined by

$$
\pi_{*}\left(\bar{D}_{X}^{\prime} Y\right)=\hat{D}_{\pi_{*}(X)}^{\prime} \pi_{*}(Y) \text { for } X, Y \in \Gamma(T M),
$$

and $\bar{g}$ be a Riemannian metric on $M$ such that

$$
\bar{g}(X, Y)=e^{\lambda} g(X, Y)=\hat{g}\left(\pi_{*}(X), \pi_{*}(Y)\right)
$$

The following theorem has been proposed elsewhere (cf. [9, 11]).
Theorem 3 ([20]) For affine connections $D^{\prime}$ and $\bar{D}^{\prime}$ on $M$, the following are true:
(i) $D^{\prime}$ and $\bar{D}^{\prime}$ are projectively equivalent.
(ii) $\left(M, D^{\prime}, g\right)$ and $\left(M, \bar{D}^{\prime}, \bar{g}\right)$ are (-1)-conformally equivalent.

Let $\bar{D}$ be an affine connection on $M$ defined by

$$
\pi_{*}\left(\bar{D}_{X} Y\right)=\hat{D}_{\pi_{*}(X)} \pi_{*}(Y) \text { for } X, Y \in \Gamma(T M)
$$

From the duality of $\hat{D}$ and $\hat{D}^{\prime}, \bar{D}$ is the dual connection of $\bar{D}^{\prime}$ on $M$. Then the next theorem holds (cf. [6, 9]).

Theorem 4 ([20]) For affine connections $D$ and $\bar{D}$ on $M$, we have that
(i) $D$ and $\bar{D}$ are dual-projectively equivalent.
(ii) $(M, D, g)$ and $(M, \bar{D}, \bar{g})$ are 1-conformally equivalent.

For $\alpha$-connections $D^{(\alpha)}$ and $\bar{D}^{(\alpha)}=D^{(-\alpha)}$ defined similarly to (4.14), we obtain the following corollary by Theorem 3, Theorem 4, and Eq. (4.17) with $\phi=\lambda$ [15].

Corollary 1 For affine connections $D^{(\alpha)}$ and $\bar{D}^{(\alpha)}$ on $M,\left(M, D^{(\alpha)}, g\right)$ and $\left(M, \bar{D}^{(\alpha)}\right.$, $\bar{g}$ ) are $\alpha$-conformally equivalent.

### 4.9 Harmonic Maps Relative to $\alpha$-Connections on Level Surfaces

We denote $\hat{D}_{\pi_{*}(X)}^{(\alpha)} \pi_{*}(Y)$ by $\hat{D}_{X}^{(\alpha)} \pi_{*}(Y)$, considering it in the inverse-mapped section $\Gamma\left(\pi^{-1} T \hat{M}\right)$. Let $\left\{x^{1}, \ldots, x^{n}\right\}$ be a local coordinate system on $M$. The notion of a harmonic map between two level surfaces $\left(M, D^{(\alpha)}, g\right)$ and $\left(\hat{M}, \hat{D}^{(\alpha)}, \hat{g}\right)$ is defined as follows:

Definition 3 ([16, 18]) If a tension field $\tau_{\left(g, D^{(\alpha)}, \hat{D}^{(\alpha)}\right)}(\pi)$ vanishes on $M$, i.e.,

$$
\tau_{\left(g, D^{(\alpha)}, \hat{D}^{(\alpha)}\right)}(\pi) \equiv 0,
$$

the map $\pi:\left(M, D^{(\alpha)}, g\right) \rightarrow\left(\hat{M}, \hat{D}^{(\alpha)}, \hat{g}\right)$ is said to be a harmonic map relative to $\left(g, D^{(\alpha)}, \hat{D}^{(\alpha)}\right)$, where the tension field is defined by

$$
\begin{equation*}
\tau_{\left(g, D^{(\alpha)}, \hat{D}^{(\alpha)}\right)}(\pi):=\sum_{i, j=1}^{n} g^{i j}\left\{\hat{D}_{\frac{\partial}{\partial x^{i}}}^{(\alpha)}\left(\pi_{*}\left(\frac{\partial}{\partial x^{j}}\right)\right)-\pi_{*}\left(D_{\frac{\partial}{\partial x^{i}}}^{(\alpha)} \frac{\partial}{\partial x^{j}}\right)\right\} \in \Gamma\left(\pi^{-1} T \hat{M}\right) . \tag{4.19}
\end{equation*}
$$

We now specify the conditions for harmonicity of a map $\pi: M \rightarrow \hat{M}$ relative to $\left(g, D^{(\alpha)}, \hat{D}^{(\alpha)}\right)$.

Theorem 5 ( $[16,18])$ Let $\left(M, D^{(\alpha)}, g\right)$ and $\left(\hat{M}, \hat{D}^{(\alpha)}, \hat{g}\right)$ be simply connected $n$-dimensional level surfaces of an $(n+1)$-dimensional Hessian domain $(\Omega, D, g)$ with $n \geq 2$. If $\alpha=-(n-2) /(n+2)$ or $\lambda$ is a constant function on $M$, a map $\pi:\left(M, D^{(\alpha)}, g\right) \rightarrow\left(\hat{M}, \hat{D}^{(\alpha)}, \hat{g}\right)$ is a harmonic map relative to $\left(g, D^{(\alpha)}, \hat{D}^{(\alpha)}\right)$, where

$$
\hat{\iota} \circ \pi=e^{\lambda} \iota,\left(e^{\lambda}\right)(p)=e^{\lambda(p)}, \quad e^{\lambda(p)} \iota(p) \in \hat{\iota}(\hat{M}), p \in M,
$$

and $\iota, \hat{\iota}$ are the restrictions of the gradient mappings on $\Omega$ to $M$ and $\hat{M}$, respectively.
Proof The tension field of the map $\pi$ relative to $\left(g, D^{(\alpha)}, \hat{D}^{(\alpha)}\right)$ is described by the pull-back of $\left(\hat{M}, \hat{D}^{(\alpha)}, \hat{g}\right)$, namely $\left(M, \bar{D}^{(\alpha)}, \bar{g}\right)$, as follows:

$$
\begin{aligned}
\tau_{\left(g, D^{(\alpha)}, \hat{D}^{(\alpha)}\right)}(\pi) & =\sum_{i, j=1}^{n} g^{i j}\left\{\hat{D}_{\frac{\partial}{\partial x^{i}}}^{(\alpha)}\left(\pi_{*}\left(\frac{\partial}{\partial x^{j}}\right)\right)-\pi_{*}\left(D_{\frac{\partial}{\partial x^{i}}}^{(\alpha)} \frac{\partial}{\partial x^{j}}\right)\right\} \\
& =\sum_{i, j=1}^{n} g^{i j}\left\{\pi_{*}\left(\bar{D}_{\frac{\partial}{\partial x^{i}}}^{(\alpha)} \frac{\partial}{\partial x^{j}}\right)-\pi_{*}\left(D_{\frac{\partial}{\partial x^{i}}}^{(\alpha)} \frac{\partial}{\partial x^{j}}\right)\right\} \\
& =\pi_{*}\left(\sum_{i, j=1}^{n} g^{i j}\left(\bar{D}_{\frac{\partial}{\partial x^{i}}}^{(\alpha)} \frac{\partial}{\partial x^{j}}-D_{\frac{\partial}{\partial x^{i}}}^{(\alpha)} \frac{\partial}{\partial x^{j}}\right)\right)
\end{aligned}
$$

Identifying $T_{\pi(x)} M$ with $T_{x} M$ and considering the definition of $\pi$, we obtain

$$
\tau_{\left(g, D^{(\alpha)}, \hat{D}^{(\alpha)}\right)}(\pi)=e^{\lambda} \sum_{i, j=1}^{n} g^{i j}\left(\bar{D}_{\frac{\partial}{\partial x^{i}}}^{(\alpha)} \frac{\partial}{\partial x^{j}}-D_{\frac{\partial}{\partial x^{i}}}^{(\alpha)} \frac{\partial}{\partial x^{j}}\right) .
$$

By Corollary $1,\left(M, D^{(\alpha)}, g\right)$ and $\left(M, \bar{D}^{(\alpha)}, \bar{g}\right)$ are $\alpha$-conformally equivalent, so that Eq. (4.17) holds with $\phi=\lambda, h=g, \nabla=D^{(\alpha)}$, and $\bar{\nabla}=\bar{D}^{(\alpha)}$ for $X, Y$ and $Z \in \Gamma(T M)$. Thus, for all $k \in\{1, \ldots, n\}$,

$$
g\left(\tau_{\left(g, D^{(\alpha)}, \hat{D}^{(\alpha)}\right)}(\pi), \frac{\partial}{\partial x^{k}}\right)
$$

$$
\begin{aligned}
= & g\left(e^{\lambda} \sum_{i, j=1}^{n} g^{i j}\left(\bar{D}_{\frac{\partial}{\partial x^{i}}}^{(\alpha)} \frac{\partial}{\partial x^{j}}-D_{\frac{\partial}{\partial x^{i}}}^{(\alpha)} \frac{\partial}{\partial x^{j}}\right), \frac{\partial}{\partial x^{k}}\right) \\
= & e^{\lambda} \sum_{i, j=1}^{n} g^{i j}\left\{-\frac{1+\alpha}{2} d \lambda\left(\frac{\partial}{\partial x^{k}}\right) g\left(\frac{\partial}{\partial x^{i}}, \frac{\partial}{\partial x^{j}}\right)\right. \\
& \quad+\frac{1-\alpha}{2}\left\{d \lambda\left(\frac{\partial}{\partial x^{i}}\right) g\left(\frac{\partial}{\partial x^{j}}, \frac{\partial}{\partial x^{k}}\right)\right. \\
& \left.\left.\quad+d \lambda\left(\frac{\partial}{\partial x^{j}}\right) g\left(\frac{\partial}{\partial x^{i}}, \frac{\partial}{\partial x^{k}}\right)\right\}\right\} \\
= & e^{\lambda} \sum_{i, j=1}^{n} g^{i j}\left\{-\frac{1+\alpha}{2} \frac{\partial \lambda}{\partial x^{k}} g_{i j}+\frac{1-\alpha}{2}\left(\frac{\partial \lambda}{\partial x^{i}} g_{j k}+\frac{\partial \lambda}{\partial x^{j}} g_{i k}\right)\right\} \\
= & e^{\lambda}\left\{-\frac{1+\alpha}{2} \cdot n \cdot \frac{\partial \lambda}{\partial x^{k}}+\frac{1-\alpha}{2}\left(\sum_{i=1}^{n} \frac{\partial \lambda}{\partial x^{i}} \delta_{i k}+\sum_{j=1}^{n} \frac{\partial \lambda}{\partial x^{j}} \delta_{j k}\right)\right\} \\
= & \left(-\frac{1+\alpha}{2} \cdot n+\frac{1-\alpha}{2} \cdot 2\right) e^{\lambda} \frac{\partial \lambda}{\partial x^{k}} \\
= & -\frac{1}{2}\{(n+2) \alpha+(n-2)\} e^{\lambda} \frac{\partial \lambda}{\partial x^{k}} .
\end{aligned}
$$

Therefore, if $\tau_{\left(g, D^{(\alpha)}, \hat{D}^{(\alpha)}\right)}(\pi) \equiv 0$, then $(n+2) \alpha+(n-2)=0$ or $\partial \lambda / \partial x^{k}=0$ for all $k \in\{1, \ldots, n\}$ at each point in $N$. Thus we obtain Theorem 5 .

Remark 5 If $n=2$, harmonic maps $\pi$ with non-constant functions $\lambda$ exist if and only if $\alpha=0$.

Remark 6 If $n \geq 3$, and a map $\pi$ is a harmonic map with a non-constant function $\lambda$, then $-1<\alpha<0$.

Remark 7 For $\alpha \leq-1$ and $\alpha>0$, harmonic maps $\pi$ with non-constant functions $\lambda$ do not exist.

Definition 3 and Theorem 5 are special cases of harmonic maps between $\alpha$-conformally equivalent statistical manifolds discussed in our previous study [16].

We now provide specific examples of harmonic maps between level surfaces relative to $\alpha$-connections.

Example 1 (Regular convex cone) Let $\Omega$ and $\psi$ be a regular convex cone and its characteristic function, respectively. On the Hessian domain ( $\Omega, D, g=D d \log \psi$ ), $d \log \psi$ is invariant under a 1 -parameter group of dilations at the vertex $p$ of $\Omega$, i.e., $x \longrightarrow e^{t}(x-p)+p, t \in \mathbf{R}[5,14]$. Then, under these dilations, each map between level surfaces of $\log \psi$ is also a dilated map in the dual coordinate system. Hence, each dilated map between level surfaces of $\log \psi$ in the primal coordinate system is a harmonic map relative to an $\alpha$-connection for any $\alpha \in \mathbf{R}$.

Example 2 (Symmetric cone) Let $\Omega$ and $\psi=$ Det be a symmetric cone and its characteristic function, respectively, where Det is the determinant of the Jordan algebra that generates the symmetric cone. Then, similar to Example 1, each dilated map at the origin between level surfaces of $\log \psi$ on the Hessian domain ( $\Omega, D, g=$ $D d \log \psi)$ is a harmonic map relative to an $\alpha$-connection for any $\alpha \in \mathbf{R}$

It is an important problem to find applications of non-trivial harmonic maps relative to $\alpha$-connections.

Acknowledgments The author thanks the referees for their helpful comments.
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# Chapter 5 <br> A Riemannian Geometry in the $\boldsymbol{q}$-Exponential Banach Manifold Induced by $\boldsymbol{q}$-Divergences 

Héctor R. Quiceno, Gabriel I. Loaiza and Juan C. Arango


#### Abstract

In this chapter we consider a deformation of the nonparametric exponential statistical models, using the Tsalli's deformed exponentials, to construct a Banach manifold modelled on spaces of essentially bounded random variables. As a result of the construction, this manifold recovers the exponential manifold given by Pistone and Sempi up to continuous embeddings on the modeling space. The $q$-divergence functional plays two important roles on the manifold; on one hand, the coordinate mappings are in terms of the $q$-divergence functional; on the other hand, this functional induces a Riemannian geometry for which the Amari's $\alpha$-connections and the Levi-Civita connections appears as special cases of the $q$-connections induced, $\nabla^{(q)}$. The main result is the flatness (zero curvature) of the manifold.


### 5.1 Introduction

The study of differential geometry structure of statistical models, specially its Riemannian structure, has been developed in two ways, the finite and infinite dimensional cases. The former due to Rao [20], and Jeffreys [11], where the Fisher information is given as a metric for a parametric statistical model $\left\{p(x, \theta), \theta=\left(\theta^{1}, \ldots, \theta^{n}\right)\right\}$ together with the non-flat Levi-Civita connection. Efron [7], introduced the concept of statistical curvature and implicitly used a new connection, known as the exponential connection which was deeply studied by Dawid [6]. The study on the finite dimensional case culminated with Amari [1] who defined a one-parameter family of $\alpha$-connections which specializing to the exponential connection when $\alpha \rightarrow 1$, the essential concept of duality, and the notions of statistical divergence among others. This geometry is characterized by the facts that the exponential connection for the exponential family has vanishing components and zero curvature.

[^9]The infinite-dimensional case, was initially developed by Pistone and Sempi [19], constructing a manifold for the exponential family with the use of Orlicz spaces as coordinate space. Gibilisco and Pistone [10] defined the exponential connection as the natural connection induced by the use of Orlicz spaces and show that the exponential and mixture connections are in duality relationship with the $\alpha$-connections just as in the parametric case. In these structures, every point of the manifold is a probability density on some sample measurable space, with particular focus on the exponential family since almost every model of the non-extensive physics belongs to this family. Nevertheless, some models (complex models, see [4]) do not fit in this representations so a new family of distributions must be defined to contain those models, one of these families is the $q$-exponential family based on a deformation of the exponential function which has been used in several applications using the Tsalli's index $q$, for references see [4, 21].

In order to give a geometric structure for this models, Amari and Ohara [3] studied the geometry of the $q$-exponential family in the finite dimensional setting and they found this family to have a dually flat geometrical structure derived from Legendre transformation and is understood by means of conformal geometry. In 2013, Loaiza and Quiceno [15] constructed for this family, a non-parametric statistical manifold modeled on essentially bounded function spaces, such that each $q$-exponential parametric model is identified with the tangent space and the coordinate maps are naturally defined in terms of relative entropies in the context of Tsallis; and in [14], the Riemannian structure is characterized.

The manifold constructed in [14, 15]; is characterized by the fact that when $q \rightarrow 1$ then the non-parametric exponential models are obtained and the manifold constructed by Pistone and Sempi, is recovered, up to continuous embeddings on the modeling space, which means that the manifolds are related by some map $L^{\Phi}(p \cdot \mu) \leftrightarrow L^{\infty}(p \cdot \mu)$; which should be investigated.

## $5.2 q$-Exponential Functions and $q$-Exponential Families

As mentioned, some complex phenomena do not fit the Gibbs distribution but the power law, the Tsalli's $q$-entropy is an example capturing such systems. Based on the Tsalli's entropy index $q$, it has been constructed a generalized exponential family named $q$-exponential family, which is being presented, see [4, 16, 21].

Given a real number $q$, we consider the $q$-deformed exponential and logarithmic functions which are respectively defined by

$$
\begin{gather*}
e_{q}^{x}=[1+(1-q) x]^{\frac{1}{1-q}} \quad \text { if } \frac{-1}{1-q} \leq x  \tag{5.1}\\
\ln _{q}(x)=\frac{x^{1-q}-1}{1-q} \quad \text { if } x>0 \tag{5.2}
\end{gather*}
$$



Fig. 5.1 $\exp _{q}(x)$ for $q<0$

The above functions satisfy similar properties of the natural exponential and logarithmic functions (Fig.5.1).

### 5.2.1 q-Deformed Properties and Algebra

It is necessary to show the basic properties of the $q$-deformed exponential and logarithm functions. Take the definitions given in (5.1) and (5.2) (Fig.5.2).

Proposition 1 1. For $q<0, x \in[0, \infty)$, $\exp _{q}(x)$ is positive, continuous, increasing, concave and such that:

$$
\lim _{x \rightarrow \infty} \exp _{q}(x)=\infty
$$

2. For $0<q<1, x \in[0, \infty), \exp _{q}(x)$ is positive, continuous, increasing, convex and such that:

$$
\lim _{x \rightarrow \infty} \exp _{q}(x)=\infty
$$

3. For $1<q, x \in\left[0, \frac{1}{q-1}\right), \exp _{q}(x)$ is positive, continuous, increasing, convex and such that:

$$
\lim _{x \rightarrow\left(\frac{1}{q-1}\right)^{-}} \exp _{q}(x)=\infty
$$

Some graphics are shown for different values of the index $q$, to illustrate the behavior of $\exp _{q}(x)$ (Fig. 5.3).


Fig. 5.2 $\exp _{q}(x)$ for $0<q<1$


Fig. 5.3 $\exp _{q}(x)$ for $q>1$


Fig. $5.4 \ln _{q}(x)$ for $q<0$

Proposition 2 For the function $\ln _{q}(x)$

1. For $q<0, x \in[0, \infty), \ln _{q}(x)$ is continuous, increasing, convex and such that:

$$
\lim _{x \rightarrow \infty} \ln _{q}(x)=\infty
$$

2. For $0<q<1, x \in[0, \infty), \ln _{q}(x)$ is continuous, increasing, concave and such that:

$$
\lim _{x \rightarrow \infty} \ln _{q}(x)=\infty
$$

3. For $1<q, x \in(0, \infty), \ln _{q}(x)$ is increasing, continuous, concave and such that:

$$
\lim _{x \rightarrow \infty} \ln _{q}(x)=\frac{1}{q-1}
$$

Some graphics are shown for different values of the index $q$, to illustrate the behavior of $\ln _{q}(x)$ (Fig. 5.4).

The following proposition shows that the deformed functions, share similar properties to the natural ones (Fig.5.5).

Proposition 3 1. Product

$$
\begin{equation*}
\exp _{q}(x) \exp _{q}(y)=\exp _{q}(x+y+(1-q) x y) \tag{5.3}
\end{equation*}
$$



Fig. 5.5 $\ln _{q}(x)$ for $0<q<1$
2. Quotient

$$
\begin{equation*}
\frac{\exp _{q}(x)}{\exp _{q}(y)}=\exp _{q}\left(\frac{x-y}{1+(1-q) y}\right) \tag{5.4}
\end{equation*}
$$

3. Power law

$$
\begin{equation*}
\left(\exp _{q} x\right)^{n}=\exp _{1-\frac{(1-q)}{n}}(n x) \tag{5.5}
\end{equation*}
$$

4. Inverse

$$
\begin{equation*}
\left[\exp _{q}(x)\right]^{-1}=\exp _{q}\left(\frac{-x}{1+(1-q) x}\right)=\exp _{2-q}(-x) \tag{5.6}
\end{equation*}
$$

5. Derivative

$$
\begin{equation*}
\frac{d}{d x}\left[\exp _{q}(x)\right]=\left(\exp _{q}(x)\right)^{q}=\exp _{2-\frac{1}{q}}(q x) \tag{5.7}
\end{equation*}
$$

6. Integral

$$
\begin{equation*}
\int \exp _{q}(n x) d x=\frac{1}{(2-q) n}\left(\exp _{q}(n x)\right)^{2-q} . \tag{5.8}
\end{equation*}
$$

7. Product

$$
\begin{equation*}
\ln _{q}(x y)=\ln _{q}(x)+\ln _{q}(y)-(1-q) \ln _{q}(x) \ln _{q}(y) . \tag{5.9}
\end{equation*}
$$

8. Quotient

$$
\begin{equation*}
\ln _{q}\left(\frac{x}{y}\right)=\frac{\ln _{q}(x)-\ln _{q}(y)}{1+(1-q) \ln _{q}(y)} \tag{5.10}
\end{equation*}
$$



Fig. 5.6 $\ln _{q}(x)$ for $q>1$
9. Power law

$$
\begin{equation*}
\ln _{q}\left(x^{n}\right)=\frac{n}{1-q} \ln _{1-n}\left(x^{1-q}\right) \tag{5.11}
\end{equation*}
$$

10. Inverse

$$
\begin{equation*}
\ln _{q}\left(x^{-1}\right)=\frac{\ln _{q}(x)}{1+(1-q) \ln _{q}(x)}=\frac{-1}{x^{1-q}} \ln _{q}(x) \tag{5.12}
\end{equation*}
$$

11. Derivative

$$
\begin{equation*}
\frac{d}{d x}\left[\ln _{q}(x)\right]=\frac{1}{x^{q}} \tag{5.13}
\end{equation*}
$$

12. Integral

$$
\begin{equation*}
\int \ln _{q}(x) d x=\frac{x\left(\ln _{q}(x)-1\right)}{2-q} . \tag{5.14}
\end{equation*}
$$

### 5.2.2 q-Algebra

For real numbers, there are two binary operations given in terms of the index $q$, as follows (Fig. 5.6).

1. The $q$-sum $\oplus_{q}: \mathbb{R}^{2} \rightarrow \mathbb{R}$, is given by:

$$
\begin{equation*}
x \oplus_{q} y=x+y+(1-q) x y . \tag{5.15}
\end{equation*}
$$

2. The $q$-product $\otimes_{q}: \mathbb{R}^{+} \times \mathbb{R}^{+} \rightarrow \mathbb{R}$, is given by:

$$
\begin{equation*}
x \otimes_{q} y=\left[x^{1-q}+y^{1-q}-1\right]_{+}^{\frac{1}{1-q}} \quad x>0 \text { and } y>0 \tag{5.16}
\end{equation*}
$$

Proposition 4 The above operations are associative, modulative and commutative, being 0 and 1 the respective modules.

Proposition 5 Let $x \neq \frac{1}{q-1}$, then there exist an unique inverse $b$, for $\oplus_{q}$; denoted by $b=\ominus_{q} x$ and given by $b=-\frac{x}{1+(1-q) x}$.

Then

$$
x \oplus_{q}\left(\ominus_{q} x\right)=0 .
$$

With this definition, the $q$-difference can be defined as:

$$
\begin{align*}
x \ominus_{q} y & =x \oplus_{q}\left(\ominus_{q} y\right)=x-\frac{y}{1+(1-q) y}-\frac{(1-q) x y}{1+(1-q) y} \\
& =\frac{x-y}{1+(1-q) y} \tag{5.17}
\end{align*}
$$

And so, the following properties follow:

$$
\begin{gather*}
x \ominus_{q} y=\ominus_{q} y \oplus_{q} x  \tag{5.18}\\
x \ominus_{q}\left(y \ominus_{q} z\right)=\left(x \ominus_{q} y\right) \oplus_{q} z \tag{5.19}
\end{gather*}
$$

Proposition 6 For $x>0$ exist an unique inverse for $\otimes_{q}$, denoted $\oslash_{q} x$ and given by $b=\left(2-x^{1-q}\right)^{\frac{1}{1-q}}$.

With the previous proposition, it is defined a $q$-quotient for reals $x y$, positive, such that $x^{1-q} \leq y^{1-q}+1$, given by:

$$
\begin{align*}
x \oslash_{q} y & =x \otimes_{q}\left(\oslash_{q} y\right)=\left(x^{1-q}+\left(2-y^{1-q}\right)_{+}-1\right)^{\frac{1}{1-q}} \\
& =\left(x^{1-q}-y^{1-q}+1\right)_{+}^{\frac{1}{1-q}} . \tag{5.20}
\end{align*}
$$

Note that for $0<x \leq 2$ it follows $1 \oslash_{q}\left(1 \oslash_{q} x\right)=x$; and if $q<1$, the expression $1 \oslash_{q} 0$ is convergent.

$$
\begin{align*}
& x \oslash_{q} y=1 \oslash_{q}\left(y \oslash_{q} x\right) \quad \text { if } \quad x^{1-q} \leq y^{1-q}+1  \tag{5.21}\\
& x \oslash_{q}\left(y \oslash_{q} z\right)=\left(x \oslash_{q} y\right) \otimes_{q} z=\left(x \otimes_{q} z\right) \oslash_{q} y \\
& \text { if } \quad z^{1-q}-1 \leq y^{1-q} \leq x^{1-q}+1 \tag{5.22}
\end{align*}
$$

This definitions among with Proposition 5.3, allow to prove the next proposition.

Proposition 71.

$$
\begin{gather*}
\exp _{q}(x) \exp _{q}(y)=\exp _{q}\left(x \oplus_{q} y\right)  \tag{5.23}\\
\frac{\exp _{q}(x)}{\exp _{q}(y)}=\exp _{q}\left(x \ominus_{q} y\right)  \tag{5.24}\\
\exp _{q}(x) \otimes_{q} \exp _{q}(y)=\exp _{q}(x+y)  \tag{5.25}\\
\exp _{q}(x) \oslash_{q} \exp _{q}(y)=\exp _{q}(x-y) \tag{5.26}
\end{gather*}
$$

2. 

$$
\begin{gather*}
\ln _{q}(x y)=\ln _{q}(x) \oplus_{q} \ln _{q}(y)  \tag{5.27}\\
\ln _{q}\left(\frac{x}{y}\right)=\ln _{q}(x) \ominus_{q} \ln _{q}(y)  \tag{5.28}\\
\ln _{q}\left(x \otimes_{q} y\right)=\ln _{q}(x)+\ln _{q}(y) .  \tag{5.29}\\
\ln _{q}\left(x \oslash_{q} y\right)=\ln _{q}(x)-\ln _{q}(y) . \tag{5.30}
\end{gather*}
$$

### 5.2.3 The q-Exponential Family

Some interesting models of statistical physics can be written into the following form,

$$
\begin{equation*}
f_{\beta}(x)=c(x) \exp _{q}(-\alpha(\beta)-\beta H(x)), \tag{5.31}
\end{equation*}
$$

readers interested in this examples must see [16]. If the $q$-exponential in the r.h.s. diverges then $f_{\beta}(x)=0$ is assumed. The function $H(x)$ is the Hamiltonian. The parameter $\beta$ is usually the inverse temperature. The normalization $\alpha(\beta)$ is written inside the $q$-exponential. The function $c(x)$ is the prior distribution. It is a reference measure and must not depend on the parameter $\beta$.

If a model is the above form then it is said to belong to the $q$-exponential family. In the limit $q \rightarrow 1$ these are the models of the standard exponential family. In that case the expression (5.31) reduces to

$$
f_{\beta}(x)=c(x) \exp (-\alpha(\beta)-\beta H(x))
$$

which is known as the Boltzman-Gibbs distribution.
The convention that $f_{\beta}(x)=0$ when the r.h.s. of (5.31) diverges may seem weird. However, one can argue that this is the right thing to do, so the integral of the model is always finite. Also, the example of the harmonic oscillator, given below, will clarify this point. A reformulation of (5.31) is therefore that either $f_{\beta}(x)=0$ or

$$
\ln _{q}\left(\frac{f_{\beta}(x)}{c(x)}\right)=-\alpha(\beta)-\beta H(x)
$$

Models belonging to the such a family share a number of interesting properties. In particular, they all fit into the thermodynamic formalism. As a consequence, the probability density $f_{\beta}(x)$ may be considered to the be the equilibrium distribution of the model at the given value of the parameter $\beta$. Some basic examples of this family are developed in [16], as follows.

### 5.2.3.1 The $q$-Gaussian Distribution $(q<3)$

Many of the distributions encountered in the literature on non-extensive statistical can be brought into the form (5.31). A prominent model encountered in this context is the $q$-Gaussian distribution

$$
\begin{equation*}
f(x)=\frac{1}{c_{q} \sigma} \exp _{q}\left(-\frac{x^{2}}{\sigma^{2}}\right) \tag{5.32}
\end{equation*}
$$

with

$$
\begin{aligned}
c_{q} & =\int_{-\infty}^{\infty} \exp _{q}\left(-x^{2}\right) d x \\
& =\sqrt{\frac{\pi}{q-1}} \frac{\Gamma\left(-\frac{1}{2}+\frac{1}{q-1}\right)}{\Gamma\left(\frac{1}{q-1}\right)} \text { if } 1<q<3, \\
& =\sqrt{\frac{\pi}{q-1}} \frac{\Gamma\left(1+\frac{1}{q-1}\right)}{\Gamma\left(\frac{3}{2}+\frac{1}{1-q}\right)} \text { if } q<1 .
\end{aligned}
$$

Take for instance $q=\frac{1}{2}$. Then (5.32) becomes

$$
f(x)=\frac{15 \sqrt{2}}{32 \sigma}\left[1-\frac{x^{2}}{\sigma^{2}}\right]_{+}^{2}
$$

Note that this distribution vanishes outside the interval $[-\sigma, \sigma]$. Then, the $q \rightarrow 1$ case, reproduces the conventional Gauss distribution. For $q=2$ one obtains

$$
\begin{equation*}
f(x)=\frac{1}{\pi} \frac{\sigma}{x^{2}+\sigma^{2}} \tag{5.33}
\end{equation*}
$$

This is known as the Cauchy distribution. The function (5.33) is also called a Lorentzian. In the range $1 \leq q<3$ the $q$-Gaussian is strictly positive on the whole
line. For $q<1$ it is zero outside an interval. For $q \geq 3$ the distribution cannot be normalized because

$$
f(x) \sim \frac{1}{|x|^{\frac{2}{q-1}}} \text { as } \quad|x| \rightarrow \infty
$$

### 5.2.3.2 Kappa-Distributions $1<q<\frac{5}{3}$

The following distribution is known in plasma physics as the kappa-distribution

$$
\begin{equation*}
f(v)=\frac{1}{A(\kappa) v_{0}^{3}} \frac{v^{2}}{\left(1+\frac{1}{\kappa-a} \frac{v^{2}}{v_{0}^{2}}\right)^{1+k}} \tag{5.34}
\end{equation*}
$$

This distribution is a modification of the Maxwell distribution, exhibiting a power law decay like $f(v) \simeq v^{-2 \kappa}$ for large $v$.

Expression (5.34) can be written in the form of $q$-exponential with $q=1+\frac{1}{1+\kappa}$ and

$$
\begin{equation*}
f(v)=\frac{v^{2}}{A(\kappa) v_{0}^{3}} \exp _{q}\left(-\frac{1}{2-q-(q-1) a} \frac{v^{2}}{v_{0}^{2}}\right) \tag{5.35}
\end{equation*}
$$

However, in order to be of the form (5.31), the pre-factor of (5.35) should not depend on the parameter $v_{0}$. Introduce an arbitrary constant $c>0$ with the dimensions of a velocity. The one can write

$$
f(v)=\frac{4 \pi v^{2}}{c^{3}} \exp _{q}\left(-\ln _{2-q}\left[4 \pi A(\kappa)\left(\frac{v_{0}}{c}\right)^{3}\right]-\left[4 \pi A(\kappa)\left(\frac{v_{0}}{c}\right)^{3}\right]^{q-1} h(q, v)\right) .
$$

where $h(q, v)=\frac{1}{2-q-(q-1) a} \frac{v^{2}}{v_{0}^{2}}$.
In the case $q \rightarrow 1$, one obtains the Maxwell-distribution.

### 5.2.3.3 Speed of Harmonic Oscillator $(q=3)$

The distribution of velocities $v$ of a classical harmonic oscillator is given by

$$
f(v)=\frac{1}{\pi} \frac{1}{\sqrt{v_{0}^{2}-v^{2}}}
$$

It diverges when $|v|$ approaches its maximal value $v_{0}$ and vanished for $|v|>v_{0}$. This distribution can e written into the form (5.31) of a $q$-exponential family with $q=3$. To do so, let $x=v$ and

$$
\begin{aligned}
c(x) & =\frac{\sqrt{2}}{\pi|v|} \\
\beta & =\frac{1}{2} m v_{0}^{2} \\
H(x) & =\frac{1}{\frac{1}{2} m v^{2}}=\frac{1}{K} \\
\alpha(\beta) & =-\frac{3}{2}
\end{aligned}
$$

### 5.3 Amari and Ohara's $q$-Manifold

On 2011, Amari and Ohara [3], constructed a finite dimensional manifold for the family of $q$-exponential distributions with the properties of a dually flat geometry derived from Legendre transformations and such that the maximizer of the $q$-scort distribution is a Bayesian estimator.

Let $\mathcal{S}_{n}$ denote the family of discrete distributions over $(n+1)$ elements $X=$ $\left\{x_{0}, x_{1}, \ldots, x_{n}\right\} ;$ put $p_{i}=\operatorname{Prob}\left\{x=x_{i}\right\}$ and denote the probability distribution vector $\mathbf{p}=\left(p_{0}, p_{1}, \ldots, p_{n}\right)$.
The probability of $x$ is written as

$$
p(x)=\sum_{i=0}^{n} p_{i} \delta_{i}(x)
$$

Proposition 8 The family $\mathcal{S}_{n}$, has the structure of a $q$-exponential family for any $q$. The proof is based on the fact that the $q$-exponential family is written as

$$
\begin{equation*}
p(x, \theta)=\exp _{q}\left\{\theta \cdot x-\psi_{q}(\theta)\right\} \tag{5.36}
\end{equation*}
$$

where $\psi_{q}(\theta)$ is called the $q$-potential given by

$$
\psi_{q}(\theta)=-\ln _{q}\left(p_{0}\right), \text { and } p_{0}=1-\sum_{i=0}^{n} p_{i} \delta_{i}(x)
$$

It should be noted that the family in (5.36), is not in general of the form given in [16] since it does not have the pre factor (prior distribution) $c(x)$, as in (5.31).
The geometry is induced by a $q$-divergence defined by the $q$-potential. Since $\psi$ is a convex function, it defines a divergence of the Bregman-type

$$
D_{q}\left[p\left(x, \theta_{1}\right): p\left(x, \theta_{2}\right)\right]=\psi_{q}\left(\theta_{2}\right)-\psi_{q}\left(\theta_{1}\right)-\nabla \psi_{q}\left(\theta_{1}\right) \cdot\left(\theta_{2}-\theta_{1}\right)
$$

which simplifies to

$$
D_{q}[p: r]=\frac{1}{(1-q) h_{q}(p)}\left(1-\sum_{i=0}^{n} p_{i}^{q} r_{i}^{1-q}\right),
$$

where $p, r$ are two discrete distributions and $h_{q}(p)=\sum_{i=0}^{n} p_{i}^{q}$.
For two points on the manifold, infinitesimally close, the divergence is

$$
D_{q}[p(x, \theta): p(x, \theta+d \theta)]=\sum g_{i j}^{q}(\theta) d \theta^{i} d \theta^{j}
$$

where $g_{i j}^{q}=\partial_{i} \partial_{j} \psi(\theta)$ is the $q$-metric tensor.
Note that, when $q=1$, this metric reduces to the usual Fisher metric.
Proposition 9 The q-metric is given by a conformal transformation of the Fisher information metric $g_{i j}^{F}$, as

$$
g_{i j}^{q}=\frac{q}{h_{q}(\theta)} g_{i j}^{F}
$$

With this Riemannian geometry, the geodesics curves of the manifold, given by

$$
\ln _{q}[p(x, t)]=t \ln _{q}\left[p_{1}(x)\right]+(1-t) \ln _{q}\left[p_{2}(x)\right]-c(t)
$$

allows to find the maximizer of the $q$-score function as a Bayesian estimator, see [3].

## $5.4 q$-Exponential Statistical Banach Manifold

Let $(\Omega, \Sigma, \mu)$ be a probability space and $q$ a real number such that $0<q<1$. Denote by $\mathfrak{M}_{\mu}$ the set of strictly positive probability densities $\mu$-a.e. For each $p \in \mathfrak{M}_{\mu}$ consider the probability space ( $\Omega, \Sigma, p \cdot \mu$ ), where $p \cdot \mu$ is the probability measure given by

$$
(p \cdot \mu)(A)=\int_{A} p d \mu
$$

Thus, the space of essentially bounded functions $L^{\infty}(p \cdot \mu)$ is a Banach space respect to the essential supremum norm denoted by $\|\cdot\|_{p, \infty}$ and is included on the set of random variables $u \in L^{1}(p \cdot \mu)$ such that the maps $\hat{u}_{p}: \mathbb{R} \rightarrow[0,+\infty]$ given by

$$
\hat{u}_{p}(t):=\int e^{(t u)} p d \mu=E_{p}\left[e^{(t u)}\right]
$$

are finite in a neighborhood of the origin 0 .
For each $p \in \mathfrak{M}_{\mu}$ consider

$$
B_{p}:=\left\{u \in L^{\infty}(p \cdot \mu): E_{p}[u]=0\right\}
$$

which (with the essential supremum norm) is a closed normed subspace of the Banach space $L^{\infty}(p \cdot \mu)$, thus $B_{p}$ is a Banach space.

Two probability densities $p, z \in \mathfrak{M}_{\mu}$ are connected by a one-dimensional $q$-exponential model if there exist $r \in \mathfrak{M}_{\mu}, u \in L^{\infty}(r \cdot \mu)$, a real function of real variable $\psi$ and $\delta>0$ such that for all $t \in(-\delta, \delta)$, the function $f$ defined by

$$
f(t)=e_{q}^{t u \ominus_{q} \psi(t)} r
$$

satisfies that there are $t_{0}, t_{1} \in(-\delta, \delta)$ for which $p=f\left(t_{0}\right)$ and $z=f\left(t_{1}\right)$. The function $f$ is called one-dimensional $q$-exponential model, since it is a deformation of the model $f(t)=e^{t u-\psi(t)} r$, see [18].
Define the mapping $M_{p}$ by

$$
M_{p}(u)=E_{p}\left[e_{q}^{(u)}\right],
$$

denoting its domain by $D_{M_{p}} \subset L^{\infty}(p \cdot \mu)$. Also, define the mapping $K_{p}: B_{p, \infty}$ $(0,1) \rightarrow[0, \infty]$, for each $u \in B_{p, \infty}(0,1)$, by

$$
K_{p}(u)=\ln _{q}\left[M_{p}(u)\right] .
$$

Using results on convergence of series in Banach spaces, see [12], it can be proven that the domain $D_{M_{p}}$ of $M_{p}$ contains the open unit ball $B_{p, \infty}(0,1) \subset L^{\infty}(p \cdot \mu)$. Also if restricting $M_{p}$ to $B_{p, \infty}(0,1)$, this function is analytic and infinitely Fréchet differentiable.

Let $(\Omega, \Sigma, \mu)$ be a probability space and $q$ a real number with $0<q<1$. Let be $\mathcal{V}_{p}:=\left\{u \in B_{p}:\|u\|_{p, \infty}<1\right\}$, for each $p \in \mathfrak{M}_{\mu}$. Define the maps

$$
e_{q, p}: \mathcal{V}_{p} \rightarrow \mathfrak{M}_{\mu}
$$

by

$$
e_{q, p}(u):=e_{q}^{\left(u \ominus_{q} K_{p}(u)\right)} p,
$$

which are injective and their ranges are denoted by $\mathcal{U}_{p}$. For each $p \in \mathfrak{M}_{\mu}$ the map

$$
s_{q, p}: \mathcal{U}_{p} \rightarrow \mathcal{V}_{p}
$$

given by

$$
s_{q, p}(z):=\ln _{q}\left(\frac{z}{p}\right) \ominus_{q} E_{p}\left[\ln _{q}\left(\frac{z}{p}\right)\right],
$$

is precisely the inverse map of $e_{q, p}$. Maps $s_{q, p}$ are the coordinate maps for the manifold and the family of pairs $\left(\mathcal{U}_{p}, s_{q, p}\right)_{p \in \mathfrak{M}_{\mu}}$ define an atlas on $\mathfrak{M}_{\mu}$; and the transition maps (change of coordinates), for each

$$
u \in s_{q, p_{1}}\left(\mathcal{U}_{p_{1}} \bigcap \mathcal{U}_{p_{2}}\right),
$$

are given by

$$
s_{p_{2}}\left(e_{p_{1}}(u)\right)=\frac{u \oplus_{q} \ln _{q}\left(\frac{p_{1}}{p_{2}}\right)-E_{p_{2}}\left[u \oplus_{q} \ln _{q}\left(\frac{p_{1}}{p_{2}}\right)\right]}{1+(1-q) E_{p_{2}}\left[u \oplus_{q} \ln _{q}\left(\frac{p_{1}}{p_{2}}\right)\right]} .
$$

Given

$$
u \in s_{q, p_{1}}\left(\mathcal{U}_{q, p_{1}} \bigcap \mathcal{U}_{q, p_{2}}\right)
$$

the derivative of map $s_{q, p_{2}} \circ s_{q, p_{1}}^{-1}$ evaluated at $u$ in the direction of $v \in L^{\infty}\left(p_{1} \cdot \mu\right)$ is of form

$$
D\left(s_{q, p_{2}} \circ s_{q, p_{1}}^{-1}\right)(u) \cdot v=A(u)-B(u) E_{p_{2}}[A(u)]
$$

where $A(u), B(u)$ are functions depending on $u$. This, allows to establish the main result of [15] (Theorem 14), that is, the collection of pairs $\left\{\left(\mathcal{U}_{p}, s_{q, p}\right)\right\}_{p \in \mathfrak{M}_{\mu}}$ is a $C^{\infty}$-atlas modeled on $B_{p}$, and the corresponding manifold is called $q$-exponential statistical Banach manifold.

Finally, the tangent bundle of the manifold, is characterized, (Proposition 15) [15], by regular curves on the manifold, as follows.
Let $g(t)$ be a regular curve for $\mathfrak{M}_{\mu}$ where $g\left(t_{0}\right)=p$, and $u(t) \in \mathcal{V}_{z}$ be its coordinate representation over $s_{q, z}$.
Then

$$
g(t)=e_{q}^{\left[u(t) \ominus_{q} K_{z}(u(t))\right]} z
$$

and:

1. $\frac{d}{d t} \ln _{q}\left(\frac{g(t)}{p}\right)_{t=t_{0}}=T u^{\prime}(t)-Q\left[M_{p}(u(t))\right]^{1-q} E_{p}\left[u^{\prime}(t)\right]$ for some constants $T$ and $Q$.
2. If $z=p$, i.e. the charts are centered in the same point; the tangent vectors are identified with the $q$-score function in $t$ given by $\frac{d}{d t} \ln _{q}\left(\frac{g(t)}{p}\right)_{t=t_{0}}=T u^{\prime}\left(t_{0}\right)$.
3. Consider a two dimensional $q$-exponential model

$$
\begin{equation*}
f(t, q)=e_{q}^{\left(t u \vartheta_{q} K_{p}(t u)\right)} p \tag{5.37}
\end{equation*}
$$

where if $q \rightarrow 1$ in (5.37), one obtains the one dimensional exponential models $e^{\left(t u-K_{p}(t u)\right)} p$.
The $q$-score function

$$
\frac{d}{d t} \ln _{q}\left(\frac{f(t)}{p}\right)_{t=t_{0}}
$$

for a one dimensional $q$-exponential model (5.37) belongs to $\operatorname{span}[u]$ at $t=t_{0}$, where $u \in \mathcal{V}_{p}$.
So the tangent space $T_{p}\left(\mathfrak{M}_{\mu}\right)$ is identified with the collection of $q$-score functions or the one dimensional $q$-exponential models (5.37), where the charts (trivializing
mappings) are given by

$$
(g, u) \in \mathcal{T}\left(\mathcal{U}_{p}\right) \rightarrow\left(s_{q, p}(g), A(u)-B(u) E_{p}[A(u)]\right)
$$

defined in the collection of open subsets $\mathcal{U}_{p} \times \mathcal{V}_{p}$ of $\mathfrak{M}_{\mu} \times L^{\infty}(p \cdot \mu)$.

### 5.5 Induced Geometry

In this section, we will find a metric and then the connections of the manifold, derived from the $q$-divergence functional and characterizing the geometry of the $q$-exponential manifold. For further details see [22].

The $q$-divergence functional is given as follows [15].
Let $f$ be a function, defined for all $t \neq 0$ and $0<q<1$, by

$$
f(t)=-t \ln _{q}\left(\frac{1}{t}\right)
$$

and for $p, z \in \mathfrak{M}_{\mu}$, the $q$-divergence of $z$ with respect to $p$ is given by

$$
\begin{equation*}
I^{(q)}(z \| p):=\int_{\Omega} p f\left(\frac{z}{p}\right) d \mu=\frac{1}{1-q}\left[1-\int_{\Omega} z^{q} p^{1-q} d \mu\right] \tag{5.38}
\end{equation*}
$$

which is the Tsallis' divergence functional [9]. Some properties of this functional are well known, for example that it is equal to the $\alpha$-divergence functional up to a constant factor where $\alpha=1-2 q$, satisfying the invariance criterion. Moreover, when $q \rightarrow 0$ then $I^{(q)}(z \| p)=0$ and if $q \rightarrow 1$ then $I^{(q)}(z \| p)=K(z \| p)$ which is the Kullback-Leibler divergence functional [13]. As a consequence of Proposition (17) in [15], the manifold is related with the $q$-divergence functional as

$$
s_{q, p}(z)=\left(\frac{1}{1+(q-1) I^{(q)}(p \| z)}\right)\left(\ln _{q}\left(\frac{z}{p}\right)+I^{(q)}(p \| z)\right) .
$$

The following result, is necessary to guarantee the existence of the Riemannian metric of the manifold.

Proposition 10 Let $p, z \in \mathfrak{M}_{\mu}$ then

$$
\left.\left(d_{u}\right)_{z} I^{(q)}(z \| p)\right|_{z=p}=\left.\left(d_{v}\right)_{p} I^{(q)}(z \| p)\right|_{z=p}=0
$$

where the subscript $p, z$ means that the directional derivative is taken with respect to the first and the second arguments in $I^{(q)}(z \| p)$, respectively, along the direction $u \in T_{z}\left(\mathfrak{M}_{\mu}\right)$ or $v \in T_{p}\left(\mathfrak{M}_{\mu}\right)$.

Proof Writing (5.38) as

$$
I^{(q)}(z \| p)=\int_{\Omega} \frac{\left[(1-q) p+(q) z-p^{(1-q)} z^{(q)}\right]}{1-q} d \mu
$$

it follows

$$
\left(d_{u}\right)_{z} I^{(q)}(z \| p)=\frac{1}{1-q} \int_{\Omega}\left[q-q p^{(1-q)} z^{(q-1)}\right] u d \mu
$$

and

$$
\left(d_{v}\right)_{p} I^{(q)}(z \| p)=\frac{1}{1-q} \int_{\Omega}\left[(1-q)-(1-q) p^{(-q)} z^{(q)}\right] v d \mu
$$

when $z=p$ the desired result holds.
According to Proposition (16) in [15], the functional $I^{(q)}(z \| p)$ is bounded, since:

$$
I^{(q)}(z \| p) \geq 0 \text { and equality holds iff } p=z
$$

and

$$
I^{(q)}(z \| p) \leq \int_{\Omega}(z-p) f^{\prime}\left(\frac{z}{p}\right) d \mu .
$$

Then, together with previous proposition, the $q$-divergence functional induces a Riemannian metric $g$ and a pair of connections, see Eguchi [8], given by:

$$
\begin{align*}
g(u, v) & =-\left.\left(d_{u}\right)_{z}\left(d_{v}\right)_{p} I^{(q)}(z \| p)\right|_{z=p}  \tag{5.39}\\
\left\langle\nabla_{w} u, v\right\rangle & =-\left.\left(d_{w}\right)_{z}\left(d_{u}\right)_{z}\left(d_{v}\right)_{p} I^{(q)}(z \| p)\right|_{z=p} \tag{5.40}
\end{align*}
$$

where $v \in T_{p}\left(\mathfrak{M}_{\mu}\right), \quad u \in T_{p}\left(\mathfrak{M}_{\mu}\right)$ and $w$ is a vector field.
Denote $\Sigma\left(\mathfrak{M}_{\mu}\right)$ the set of vector fields $u: \mathcal{U}_{p} \rightarrow T_{p}\left(\mathcal{U}_{p}\right)$, and $F\left(\mathfrak{M}_{\mu}\right)$ the set of $\mathcal{C}^{\infty}$ functions $f: \mathcal{U}_{p} \rightarrow \mathcal{R}$. The following result establish the metric.

Proposition 11 Let $p, z \in \mathfrak{M}_{\mu}$ and $v$, $u$ vector fields, the metric tensor (field) $g: \Sigma\left(\mathfrak{M}_{\mu}\right) \times \Sigma\left(\mathfrak{M}_{\mu}\right) \rightarrow F\left(\mathfrak{M}_{\mu}\right)$ is given by

$$
g(u, v)=q \int_{\Omega} \frac{u v}{p} d \mu
$$

Proof By direct calculation over $I^{(q)}(z \| p)$, one gets

$$
\left(d_{v}\right)_{p} I^{(q)}(z \| p)=\frac{1}{1-q} \int_{\Omega}\left[(1-q)-(1-q) p^{(-q)} z^{(q)}\right] v d \mu
$$

and

$$
\left(d_{u}\right)_{z}\left(d_{v}\right)_{p} I^{(q)}(z \| p)=-q \int_{\Omega}\left[p^{(-q)} z^{(q-1)}\right] u v d \mu
$$

so by (5.39), it follows

$$
g(u, v)=q \int_{\Omega} \frac{u v}{p} d \mu
$$

Note that when $q \rightarrow 1$, this metric reduces to the one induced by the $(\alpha, \beta)$ divergence functional which induces the Fisher metric on parametric models.

The connections are characterized as follows.
Proposition 12 The family of covariant derivatives (connections)

$$
\nabla{ }_{w}^{(q)} u: \Sigma\left(\mathfrak{M}_{\mu}\right) \times \Sigma\left(\mathfrak{M}_{\mu}\right) \rightarrow \Sigma\left(\mathfrak{M}_{\mu}\right)
$$

are given as

$$
\nabla_{w}^{(q)} u=d_{w} u-\left(\frac{1-q}{p}\right) u w .
$$

Proof Considering $\left(d_{u}\right)_{z}\left(d_{v}\right)_{p} I^{(q)}(z \| p)$ as in proof of Proposition 5.11, we get

$$
-\left(d_{w}\right)_{z}\left(d_{u}\right)_{z}\left(d_{v}\right)_{p} I^{(q)}(z \| p)=q \int_{\Omega} p^{(-q)}\left[(q-1) z^{(q-2)} u w+z^{(q-1)} d_{w} u\right] v d \mu
$$

By the previous proposition it follows that

$$
g\left(\nabla_{w}^{(q)} u, v\right)=q \int_{\Omega} \frac{\nabla_{w}^{(q)} u}{p} v d \mu
$$

and then

$$
g\left(\nabla_{w}^{(q)} u, v\right)=\left\langle\nabla_{w}^{(q)} u, v\right\rangle
$$

Then,

$$
q p^{-1}\left[(q-1) p^{-1} u w+d_{w} u\right]=q \frac{\nabla{ }_{w}^{(q)} u}{p}
$$

so

$$
\nabla_{w}^{(q)} u=d_{w} u-\left(\frac{1-q}{p}\right) u w .
$$

It is easy to prove that the associated conjugate connection is given by $\nabla_{w}^{*(q)} u=$ $d_{w} u-\frac{q}{p} u w$. Notice that taking $q=\frac{1-\alpha}{2}$ yields to the Amaris's one-parameter family of $\alpha$-connections in the form

$$
\nabla_{w}^{(\alpha)} u=d_{w} u-\left(\frac{1+\alpha}{2 p}\right) u w
$$

and taking $q=\frac{1}{2}$ the Levi-Civita connection results.
Finally, the geometry of the manifold is characterized by calculating the curvature and torsion tensors, for which it will be proved that equals zero.

Proposition 13 For the $q$-exponential manifold and the connection given in the previous proposition, the curvature tensor and the torsion tensor satisfy $R(u, v, w)=$ 0 and $T(u, v)=0$.

Proof Remember that

$$
\begin{align*}
R(u, v, w) & =\nabla_{u} \nabla_{v} w-\nabla_{v} \nabla_{u} w-\nabla_{[u, v]} w  \tag{5.41}\\
T(u, v) & =\nabla_{u} v-\nabla_{v} u-[u, v] . \tag{5.42}
\end{align*}
$$

Using the general form

$$
\nabla v w=d_{v} w+\Gamma(v, w)
$$

where

$$
\Gamma: \Sigma\left(\mathfrak{M}_{\mu}\right) \times \Sigma\left(\mathfrak{M}_{\mu}\right) \rightarrow \Sigma\left(\mathfrak{M}_{\mu}\right)
$$

is a bilinear form (the counterpart of the Christoffel symbol); and since

$$
d_{u}\left(\nabla_{v} w\right)=d_{u}\left(d_{v} w\right)+\Gamma\left(d_{u} v, w\right)+\Gamma\left(v, d_{u} w\right)+d_{u} \Gamma,
$$

where $d_{u} \Gamma=\Gamma^{\prime} u$ is the derivative of the bilinear form $\Gamma$, it follows that

$$
\begin{aligned}
\nabla u \nabla v w= & d_{u}\left(d_{v} w\right)+\Gamma\left(d_{u} v, w\right)+\Gamma\left(v, d_{u} w\right)+d_{u} \Gamma \\
& +\Gamma\left(u, d_{v} w\right)+\Gamma(u, \Gamma(v, w)),
\end{aligned}
$$

and

$$
\begin{aligned}
\nabla v \nabla u w= & d_{v}\left(d_{u} w\right)+\Gamma\left(d_{v} u, w\right)+\Gamma\left(u, d_{v} w\right)+d_{v} \Gamma \\
& +\Gamma\left(v, d_{u} w\right)+\Gamma(v, \Gamma(u, w)) ;
\end{aligned}
$$

moreover,

$$
\nabla{ }_{[u, v]} w=d_{[u, v]} w+\Gamma\left(d_{u} v-d_{v} u, w\right)=d_{[u, v]} w+\Gamma\left(d_{u} v, w\right)-\Gamma\left(d_{v} u, w\right)
$$

where $[u, v]=d_{u} v-d_{v} u$; and then

$$
\nabla[u, v] w=d_{u}\left(d_{v} w\right)-d_{v}\left(d_{u} w\right)+\Gamma\left(d_{u} v, w\right)-\Gamma\left(d_{v} u, w\right) .
$$

Substituting in (5.41) and (5.42) it follows that

$$
R(u, v, w)=\Gamma(u, \Gamma(v, w))-\Gamma(v, \Gamma(u, w))+d_{u} \Gamma(v, w)-d_{v} \Gamma(u, w)
$$

and

$$
T(u, v)=\Gamma(u, v)-\Gamma(v, u)
$$

Since $\Gamma(u, v)=-\frac{1-q}{p} u v$, and $d_{u} \Gamma(v, w)=\frac{1-q}{p^{2}} u v w$, one gets:

$$
\begin{aligned}
R(u, v, w)= & \Gamma\left(u,-\frac{1-q}{p} v w\right)-\Gamma\left(v,-\frac{1-q}{p} u w\right) \\
& +\frac{1-q}{p^{2}} u v w-\frac{1-q}{p^{2}} v u w \\
= & -\left[\frac{1-q}{p}\right] u\left[-\frac{1-q}{p} v w\right]+\left[\frac{1-q}{p}\right] v\left[-\frac{1-q}{p} u w\right] \\
= & 0
\end{aligned}
$$

and

$$
T(u, v)=-\frac{1-q}{p} u v+\frac{1-q}{p} v u=0 .
$$

Since the mapping $\nabla^{(q)} \leftrightarrow \nabla^{(\alpha)}$ is smooth, it is expected that the geodesic curves and parallel transports obtained from the $q$-connections preserves a smooth isomorphism with the curves given by $\alpha$-connections. Also, it must be investigated if the metric tensor field in Proposition 5.11 is given by a conformal transformation of the Fisher information metric.
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# Chapter 6 <br> Computational Algebraic Methods in Efficient Estimation 

Kei Kobayashi and Henry P. Wynn


#### Abstract

A strong link between information geometry and algebraic statistics is made by investigating statistical manifolds which are algebraic varieties. In particular it is shown how first and second order efficient estimators can be constructed, such as bias corrected Maximum Likelihood and more general estimators, and for which the estimating equations are purely algebraic. In addition it is shown how Gröbner basis technology, which is at the heart of algebraic statistics, can be used to reduce the degrees of the terms in the estimating equations. This points the way to the feasible use, to find the estimators, of special methods for solving polynomial equations, such as homotopy continuation methods. Simple examples are given showing both equations and computations.


### 6.1 Introduction

Information geometry gives geometric insights and methods for studying the statistical efficiency of estimators, testing, prediction and model selection. The field of algebraic statistics has proceeded somewhat separately but recently a positive effort is being made to bring the two subjects together, notably [15]. This paper should be seen as part of this effort.

A straightforward way of linking the two areas is to ask how far algebraic methods can be used when the statistical manifolds of information geometry are algebraic, that is algebraic varieties or derived forms, such as rational quotients. We call such models "algebraic statistical models" and will give formal definitions.

[^10]In the standard theory for non-singular statistical models, maximum likelihood estimators (MLEs) have first-order asymptotic efficiency and bias-corrected MLEs have second-order asymptotic efficiency. A short section covers briefly the basic theory of asymptotic efficiency using differential geometry, necessary for our development.

We shall show that for some important algebraic models, the estimating equations of MLE type become polynomial and the degrees usually become very high if the model has a high-dimensional parameter space. In this paper, asymptotically efficient algebraic estimators, a generalization of bias corrected MLE, are studied. By algebraic estimators we mean estimators which are the solution of algebraic equations. A main result is that for (algebraic) curved exponential family, there are second-order efficient estimators whose polynomial degree is at most two. These are computed by decreasing the degree of the estimating equations using Gröbner basis methods, the main tool of algebraic statistics. We supply some the basic Gröbner theory in Appendix A. See [22].

The reduction of the degree saves computational costs dramatically when we use computational methods for solving the algebraic estimating equations. Here we use homotopy continuation methods of $[19,24]$ to demonstrate this effect for a few simple examples, for which we are able to carry out the Gröbner basis reduction. Appendix B discusses homotopy continuation methods.

Although, as mentioned, the links between computational algebraic methods and the theory of efficient estimators based on differential geometry are recent, two other areas of statistics, not covered here, exploit differential geometry methods. The first is tube theory. The seminal paper by Weyl [26] has been used to give exact confidence level values (size of tests), and bounds, for certain Gaussian simultaneous inference problems: [17, 20]. This is very much related to the theory of up-crossings of Gaussian processes using expected Euler characteristic methods, see [1] and earlier papers. The second area is the use of the resolution of singularities (incidentally related to the tube theory) in which confidence levels are related to the dimension and the solid angle tangent of cones with apex at a singularity in parameters space [12, 25]. Moreover, the degree of estimating equations for MLE has been studied for some specific algebraic models, which are not necessarily singular [11]. In this paper we cover the non-singular case, for rather more general estimators than MLE, and show that algebraic methods have a part to play.

Most of the theories in the paper can be applied to a wider class of Multivariate Gaussian models with some restrictions on their covariance matrices, for example models studied in $[6,14]$. Though the second-order efficient estimators proposed in the paper can be applied to them potentially, the cost for computing Gröbner basis prevents their direct application. Further innovation in the algebraic computation is required for real applications, which is a feature of several other areas of algebraic statistics.

Section 6.2 gives some basic background in estimation and differential geometry for it. Sections 6.3 and 6.4, which are the heart of the paper, give the algebraic developments and Sect. 6.5 gives some examples. Section 6.6 carries out some computation using homotopy continuation.

### 6.2 Statistical Manifolds and Efficiency of Estimators

In this section, we introduce the standard setting of statistical estimation theory, via information geometry. See [2, 4] for details. It is recognized that the ideas go back to at least the work of Rao [23], Efron [13] and Dawid [10]. The subject of information geometry was initiated by Amari and his collaborators [3, 5].

Central to this family of ideas is that the rates of convergence of statistical estimators and other test statistics depend on the metric and curvature of the parametric manifolds in a neighborhood of the MLE or the null hypothesis. In addition Amari realized the importance of two special models, the affine exponential model and the affine mixture model, $e$ and $m$ frame respectively. In this paper we concentrate on the exponential family model but also look at curved subfamilies. By extending the dimension of the parameter space of the exponential family, we are able to cover some classes of mixture models. The extension of the exponential model to infinite dimensions is covered by [21].

### 6.2.1 Exponential Family and Estimators

A full exponential family is a set of probability distributions $\{\mathrm{d} P(x \mid \theta) \mid \theta \in \Theta\}$ with a parameter space $\Theta \subset \mathbb{R}^{d}$ such that

$$
\mathrm{d} P(x \mid \theta)=\exp \left(x_{i} \theta^{i}-\psi(\theta)\right) \mathrm{d} \nu
$$

where $x \in \mathbb{R}^{d}$ is a variable representing a sufficient statistic and $\nu$ is a carrier measure on $\mathbb{R}^{d}$. Here $x_{i} \theta^{i}$ means $\sum_{i} x_{i} \theta^{i}$ (Einstein summation notation).

We call $\theta$ a natural parameter and $\eta=\eta(\theta):=E[x \mid \theta]$ an expectation parameter. Denote $E=E(\Theta):=\{\eta(\theta) \mid \theta \in \Theta\} \subset \mathbb{R}^{d}$ as the corresponding expectation parameter space. Note that the relation $\eta(\theta)=\nabla_{\theta} \psi(\theta)$ holds. If the parameter space is restricted to a subset $\mathcal{V}_{\Theta} \subset \Theta$, we obtain a curved exponential family

$$
\left\{\mathrm{d} P(x \mid \theta) \mid \theta \in \mathcal{V}_{\Theta}\right\}
$$

The corresponding space of the expectation parameter is denoted by $\mathcal{V}_{E}:=\{\eta(\theta) \mid$ $\left.\theta \in \mathcal{V}_{\Theta}\right\} \subset E$.

Figure 6.1 explains how to define an estimator by a local coordinate. Let $(u, v) \in$ $\mathbb{R}^{p} \times \mathbb{R}^{d-p}$ with a dimension $p$ of $\mathcal{V}_{\Theta}$ be a local coordinate system around the true parameter $\theta^{*}$ and define $\mathcal{U} \subset \mathbb{R}^{p}$ such that $\{\theta(u, 0) \mid u \in \mathcal{U}\}=\mathcal{V}_{\Theta}$. For a full exponential model with $N$ samples obtained by composing a map $\left(X^{(1)}, \ldots, X^{(N)}\right) \mapsto$ $\left.\theta(\eta)\right|_{\eta=\bar{X}}$ and a coordinate projection map $\theta(u, v) \mapsto u$, we can define a (local) estimator $\left(X^{(1)}, \ldots, X^{(N)}\right) \mapsto u$. We define an estimator by $\eta(u, v)$ similarly. Since $\bar{X}$ is a sufficient statistic of $\theta$ (and $\eta$ ) in the full exponential family, every estimator can be computed by $\bar{X}$ rather than the original data $\left\{X_{i}\right\}$. Therefore in the rest of the paper, we write $X$ as shorthand for $\bar{X}$.

Fig. 6.1 A projection to the model manifold according to a local coordinate defines an estimator


### 6.2.2 Differential Geometrical Entities

Let $w:=(u, v)$ and use indexes $\{i, j, \ldots\}$ for $\theta$ and $\eta,\{a, b, \ldots\}$ for $u,\{\kappa, \lambda, \ldots\}$ for $v$ and $\{\alpha, \beta, \ldots\}$ for $w$. The following are used for expressing conditions for asymptotic efficiency of estimators, where Einstein notation is used.

Differential geometrical entities
$-\eta_{i}(\theta)=\frac{\partial}{\partial \theta^{i}} \psi(\theta)$,

- Fisher metric $\underline{G}=\left(g_{i j}\right)$ w.r.t. $\theta: g_{i j}(\theta)=\frac{\partial^{2} \psi(\theta)}{\partial \theta^{i} \partial \theta^{j}}$,
- Fisher metric $\bar{G}=\left(g^{i j}\right)$ w.r.t. $\eta: \bar{G}=\underline{G}^{-1}$,
- Jacobian: $B_{i \alpha}(\theta):=\frac{\partial \eta_{i}(w)}{\partial w^{\alpha}}$,
- e-connection: $\Gamma_{\alpha \beta, \gamma}^{(e)}=\left(\frac{\partial^{2}}{\partial w^{\alpha} \partial w^{\beta}} \theta^{i}(w)\right)\left(\frac{\partial}{\partial w^{\gamma}} \eta_{i}(w)\right)$,
- m-connection: $\Gamma_{\alpha \beta, \gamma}^{(m)}=\left(\frac{\partial^{2}}{\partial w^{\alpha} \partial w^{\beta}} \eta_{i}(w)\right)\left(\frac{\partial}{\partial w^{\gamma}} \theta^{i}(w)\right)$,


### 6.2.3 Asymptotic Statistical Inference Theory

Under some regularity conditions on the carrier measure $\nu$, potential function $\psi$ and the manifolds $\mathcal{V}_{\Theta}$ or $\mathcal{V}_{E}$, the asymptotic theory below is available. These conditions are for guaranteeing the finiteness of the moments and the commuting of the
expectation and the partial derivative $\frac{\partial}{\partial \theta} E_{\theta}[f]=E_{\theta}\left[\frac{\partial f}{\partial \theta}\right]$. For more details of the required regularity conditions, see Sect. 2.1 of [4].

1. If $\hat{u}$ is a consistent estimator (i.e. $P(\|\hat{u}-u\|>\epsilon) \rightarrow 0$ as $N \rightarrow \infty$ for any $\epsilon>0$ ), the squared error matrix of $\hat{u}$ is

$$
\begin{aligned}
E_{u}\left[(\hat{u}-u)(\hat{u}-u)^{\top}\right] & =E_{u}\left[\left(\hat{u}^{a}-u^{a}\right)\left(\hat{u}^{b}-u^{b}\right)\right] \\
& =N^{-1}\left[g_{a b}-g_{a \kappa} g^{k \lambda} g_{b \lambda}\right]^{-1}+O\left(N^{-2}\right) .
\end{aligned}
$$

Here $[\cdot]^{-1}$ means the matrix inverse. Thus, if $g_{a \kappa}=0$ for all $a$ and $\kappa$, the main term in the r.h.s. becomes minimum. We call such an estimator as a first-order efficient estimator.
2. The bias term becomes

$$
E_{u}\left[\hat{u}^{a}-u^{a}\right]=(2 N)^{-1} b^{a}(u)+O\left(N^{-2}\right)
$$

for each $a$ where $b^{a}(u):=\Gamma_{c d}^{(m) a}(u) g^{c d}(u)$. Then, the bias corrected estimator $\check{u}^{a}:=\hat{u}^{a}-b^{a}(\hat{u})$ satisfies $E_{u}\left[\check{u}^{a}-u^{a}\right]=O\left(N^{-2}\right)$.
3. Assume $g_{a \kappa}=0$ for all $a$ and $\kappa$, then the square error matrix is represented by

$$
E_{u}\left[\left(\check{u}^{a}-u^{a}\right)\left(\check{u}^{b}-u^{b}\right)\right]=\frac{1}{N} g^{a b}+\frac{1}{2 N^{2}}\left(\stackrel{(2)}{2 a b}_{\Gamma_{M}^{2 a b}}+2 \stackrel{(e)}{H_{M}^{2 a b}}+H_{A}^{2 a b}\right)+o\left(N^{-2}\right)
$$

See Theorem 5.3 of [4] and Theorem 4.4 of [2] for the definition of the terms in the r.h.s. Of the four dominating terms in the r.h.s., only

$$
\stackrel{(m)}{H_{A}^{2 a b}}:=g^{\kappa \mu} g^{\lambda \nu} H^{(m) a}{ }_{\kappa \lambda}^{(m) b}{ }_{\mu \nu}^{b}
$$

depends on the selection of the estimator.
Here $H^{(m) a}$ is an embedding curvature and equal to $\Gamma^{(m) a}{ }_{\kappa \lambda}$ when $g_{a \kappa}=0$ for every $a$ and $\kappa$. Since $H_{A}^{2 a b^{(m)}}$ is the square of $\Gamma^{(m) a}{ }_{\kappa \lambda}$, the square error matrix attains the minimum in the sense of positive definiteness if and only if

$$
\begin{equation*}
\left.\Gamma_{\kappa \lambda, a}^{(m)}(w)\right|_{v=0}=\left.\left(\frac{\partial^{2}}{\partial v^{\kappa} \partial v^{\lambda}} \eta_{i}(w)\right)\left(\frac{\partial}{\partial u^{a}} \theta^{i}(w)\right)\right|_{v=0}=0 . \tag{6.1}
\end{equation*}
$$

Therefore the elimination of the m-connection (6.1) implies second-order efficiency of the estimator after a bias correction, i.e. it becomes optimal among the bias-corrected first-order efficient estimators up to $O\left(N^{-2}\right)$.

### 6.3 Algebraic Models and Efficiency of Algebraic Estimators

This section studies asymptotic efficiency for statistical models and estimators which are defined algebraically. Many models in statistics are defined algebraically. Perhaps most well known are polynomial regression models and algebraic conditions on probability models such as independence and conditional independence. Recently there has been considerable interest in marginal models [7] which are typically linear restrictions on raw probabilities. In time series autoregressive models expressed by linear transfer functions induce algebraic restrictions on covariance matrices. Our desire is to have a definition of algebraic statistical model which can be expressed from within the curved exponential family framework but is sufficiently broad to cover cases such as those just mentioned. Our solution is to allow algebraic conditions in the natural parameter $\theta$, mean parameter $\eta$ or both. The second way in which algebra enters is in the form of the estimator.

### 6.3.1 Algebraic Curved Exponential Family

We say a curved exponential family is algebraic if the following two conditions are satisfied.
(C1) $\mathcal{V}_{\Theta}$ or $\mathcal{V}_{E}$ is represented by a real algebraic variety, i.e. $\mathcal{V}_{\Theta}:=\mathcal{V}\left(f_{1}, \ldots, f_{k}\right)$ $=\left\{\theta \in \mathbb{R}^{d} \mid f_{1}(\theta)=\cdots=f_{k}(\theta)=0\right\}$ or similarly $\mathcal{V}_{E}:=\mathcal{V}\left(g_{1}, \ldots, g_{k}\right)$ for $f_{i} \in \mathbb{R}\left[\theta^{1}, \ldots, \theta^{d}\right]$ and $g_{i} \in \mathbb{R}\left[\eta_{1}, \ldots, \eta_{d}\right]$.
(C2) $\theta \mapsto \eta(\theta)$ or $\eta \mapsto \theta(\eta)$ is represented by some algebraic equations, i.e. there are $h_{1}, \ldots, h_{k} \in \mathbb{R}[\theta, \eta]$ such that locally in $\mathcal{V}_{\Theta} \times \mathcal{V}_{E}, h_{i}(\theta, \eta)=0$ iff $\eta(\theta)=\eta$ or $\theta(\eta)=\theta$.

Here $\mathbb{R}\left[\theta^{1}, \ldots, \theta^{d}\right]$ means a polynomial of $\theta^{1}, \ldots, \theta^{d}$ over the real number field $\mathbb{R}$ and $\mathbb{R}[\theta, \eta]$ means $\mathbb{R}\left[\theta^{1}, \ldots, \theta^{d}, \eta_{1}, \ldots, \eta_{d}\right]$. The integer $k$, the size of the generators, is not necessarily equal to $d-p$ but we assume $\mathcal{V}_{\Theta}$ (or $\mathcal{V}_{E}$ ) has dimension $p$ around the true parameter. Note that if $\psi(\theta)$ is a rational form or the logarithm of a rational form, (C2) is satisfied.

### 6.3.2 Algebraic Estimators

The parameter set $\mathcal{V}_{\Theta}$ (or $\mathcal{V}_{E}$ ) is sometimes singular for algebraic models. But throughout the following analysis, we assume non-singularity around the true parameter $\theta^{*} \in \mathcal{V}_{\Theta}$ (or $\eta^{*} \in \mathcal{V}_{E}$ respectively).

Following the discussion at the end of Sect.6.2.1. We call $\theta(u, v)$ or $\eta(u, v)$ an algebraic estimator if
(C3) $\quad w \mapsto \eta(w)$ or $w \mapsto \theta(w)$ is represented algebraically.

We remark that the MLE for an algebraic curved exponential family is an algebraic estimator.

If conditions (C1), (C2) and (C3) hold, then all of the geometrical entities in Sect. 6.2.2 are characterized by special polynomial equations. Furthermore, if $\psi(\theta) \in$ $\mathbb{R}(\theta) \cup \log \mathbb{R}(\theta)$ and $\theta(w) \in \mathbb{R}(w) \cup \log \mathbb{R}(w)$, then the geometrical objects have the additional property of being rational.

### 6.3.3 Second-Order Efficient Algebraic Estimators, Vector Version

Consider an algebraic estimator $\eta(u, v) \in \mathbb{R}[u, v]^{d}$ satisfying the following vector equation:

$$
\begin{equation*}
X=\eta(u, 0)+\sum_{i=p+1}^{d} v_{i-p} e_{i}(u)+c \cdot \sum_{j=1}^{p} f_{j}(u, v) e_{j}(u) \tag{6.2}
\end{equation*}
$$

where, for each $u,\left\{e_{j}(u) ; j=1, \ldots, p\right\} \cup\left\{e_{i}(u) ; i=p+1, \ldots, d\right\}$ is a complete basis of $\mathbb{R}^{d}$ such that $\left\langle e_{j}(u),\left(\nabla_{u} \eta\right)\right\rangle_{g}=0$ and $f_{j}(u, v) \in \mathbb{R}[u][v]_{\geq 3}$, namely a polynomial whose degree in $v$ is at least 3 with coefficients polynomial in $u$, for $j=1, \ldots, p$. Remember we use a notation $X=\bar{X}=\frac{1}{N} \sum_{i} X_{i}$. The constant $c$ is to control the perturbation (see below).

A straightforward computation of the $m$-connection in (6.1) at $v=0$ for

$$
\eta(w)=\eta(u, 0)+\sum_{i=p+1}^{d} v_{i-p} e_{i}(u)+c \cdot \sum_{j=1}^{p} f_{j}(u, v) e_{j}(u)
$$

shows it to be zero. This gives
Theorem 1 Vector equation (6.2) satisfies the second-order efficiency (6.1).
We call (6.2) a vector version of a second-order efficient estimator. Note that if $c=0$, (6.2) gives an estimating equation for the MLE. Thus the last term in (6.2) can be recognized as a perturbation from the MLE.

Figure 6.2 is a rough sketch of the second-order efficient estimators. Here the model is embedded in an $m$-affine space. Given a sample (red point), the MLE is an orthogonal projection (yellow point) to the model with respect to the Fisher metric. But a second-order efficient estimator maps the sample to the model along a "cubically" curved manifold (red curve).

Fig. 6.2 Image of the vector version of the second-order efficient estimators


### 6.3.4 Second-Order Efficient Algebraic Estimators, Algebraic Version

Another class of second-order efficient algebraic estimators we call the algebraic version, which is defined by the following simultaneous polynomial equations with $\eta_{u}=\eta(u, 0)$.

$$
\begin{equation*}
\left(X-\eta_{u}\right)^{\top} \tilde{e}_{j}\left(u, \eta_{u}\right)+c \cdot h_{j}\left(X, u, \eta_{u}, X-\eta_{u}\right)=0 \text { for } j=1, \ldots, p \tag{6.3}
\end{equation*}
$$

where $\left\{\tilde{e}_{j}\left(u, \eta_{u}\right) \in \mathbb{R}\left[u, \eta_{u}\right]^{d} ; j=1, \ldots, p\right\} \operatorname{span}\left(\left(\nabla_{u} \eta(u, 0)\right)^{\perp_{\bar{G}}}\right)^{\perp_{E}}$ for every $u$ and $h_{j}\left(X, u, \eta_{u}, t\right) \in \mathbb{R}\left[X, u, \eta_{u}\right][t]_{3}$ (degree $=3$ in $\left.t\right)$ for $j=1, \ldots, p$. The constant $c$ is to control the perturbation. The notation $\bar{G}$ represents the Fisher metric on the full-exponential family with respect to $\eta$. The notation $\left(\nabla_{\underline{u}} \eta(u, 0)\right)^{\perp}{ }_{\bar{G}}$ means the subspace orthogonal to $\operatorname{span}\left(\partial_{a} \eta(u, 0)\right)_{a=1}^{p}$ with respect to $\bar{G}$ and $(\cdot)^{\perp_{E}}$ means the orthogonal complement in the sense of Euclidean vector space. Here, the term "degree" of a polynomial means the maximum degree of its terms. Note that the case $\left(X-\eta_{u}\right)^{\top} \tilde{e}_{j}\left(u, \eta_{u}\right)=0$ for $j=1, \ldots, p$ gives a special set of the estimating equations of the MLE.

Theorem 2 An estimator defined by a vector version (6.2) of the second-order efficient estimators is also represented by an algebraic version (6.3) where $h_{j}(X, u$, $\left.\eta_{u}, t\right)=\tilde{f}_{j}\left(u,\left(\tilde{e}_{i}^{\top} t\right)_{i=1}^{p},\left(\tilde{e}_{i}^{\top}\left(X-\eta_{u}\right)\right)_{i=1}^{p}\right)$ with a function $\tilde{f}_{j}(u, v, \tilde{v}) \in \mathbb{R}[u, \tilde{v}][v]_{3}$ such that $\tilde{f}(u, v, v)=f(u, v)$.

Proof Take the Euclidean inner product of both sides of (6.2) with each $\tilde{e}_{j}$ which is a vector Euclidean orthogonal to the subspace $\operatorname{span}\left(\left\{e_{i} \mid i \neq j\right\}\right)$ and obtain a system of polynomial equations. By eliminating variables $v$ from the polynomial equations, an algebraic version is obtained.

Theorem 3 Every algebraic equation (6.3) gives a second-order efficient estimator (6.1).

Proof Writing $X=\eta(u, v)$ in (6.3), we obtain

$$
(\eta(u, v)-\eta(u, 0))^{\top} \tilde{e}_{j}(u)+c \cdot h_{j}(\eta(u, v), u, \eta(u, 0), \eta(u, v)-\eta(u, 0))=0
$$

Partially differentiate this by $v$ twice, we obtain

$$
\left.\left(\frac{\partial^{2} \eta(u, v)}{\partial v^{\lambda} \partial v^{\kappa}}\right)^{\top} \tilde{e}_{j}(u)\right|_{v=0}=0
$$

since each term of $h_{j}(\eta(u, v), u, \eta(u, 0), \eta(u, v)-\eta(u, 0))$ has degree more than 3 in its third component $\left(\eta_{i}(u, v)-\eta_{i}(u, 0)\right)_{i=1}^{d}$ and $\eta(u, v)-\left.\eta(u, 0)\right|_{v=0}=0$. Since $\operatorname{span}\left\{\tilde{e}_{j}(u) ; j=1, \ldots, p\right\}=\left(\left(\nabla_{u} \eta(u, 0)\right)^{\perp_{\bar{G}}}\right)^{\perp_{E}}=\operatorname{span}\left\{\bar{G} \partial_{u_{a}} \eta ; a=1, \ldots, p\right\}$, we obtain

$$
\left.\Gamma_{\kappa \lambda a}^{(m)}\right|_{v=0}=\left.\frac{\partial^{2} \eta_{i}}{\partial v^{\lambda} \partial v^{\kappa}} g^{i j} \frac{\partial \eta_{j}}{\partial u^{a}}\right|_{v=0}=0 .
$$

This implies the estimator is second-order efficient.

By Theorems 1, 2 and 3, the relationship between the three forms of the secondorder efficient algebraic estimators is summarized as

$$
(1) \Leftarrow(2) \Rightarrow(3) \Rightarrow(1) .
$$

Furthermore, if we assume the estimator has a form $\eta \in \mathbb{R}(u)[v]$, that is a polynomial in $v$ with coefficients rational in $u$, every first-order efficient estimator satisfying (6.1) can be written in a form (6.2) after resetting coordinates $v$ for the estimating manifold. In this sense, we can say $(1) \Rightarrow(2)$ and the following corollary holds.

Corollary 1 If $\eta \in \mathbb{R}(u)[v]$, the forms (1), (2) and (3) are equivalent.

### 6.3.5 Properties of the Estimators

The following theorem is a straightforward extension of the local existence of MLE. That is to say, the existence for sufficiently large sample size. The regularity conditions are essentially the same as for the MLE but with an additional condition referring to the control constant $c$.

Proposition 1 (Existence and uniqueness of the estimate) Assume that the Fisher matrix is non-degenerate around $\eta\left(u^{*}\right) \in \mathcal{V}_{E}$. Then the estimate given by (6.2) or
(6.3) locally uniquely exists for small c, i.e. there is a neighborhood $G\left(u^{*}\right) \subset \mathbb{R}^{d}$ of $\eta\left(u^{*}\right)$ and $\delta>0$ such that for every fixed $X \in G\left(u^{*}\right)$ and $-\delta<c<\delta$, a unique estimate exists.

Proof Under the condition of the theorem, the MLE always exists locally. Furthermore, because of the nonsingular Fisher matrix, the MLE is locally bijective (by the implicit representation theorem). Thus $\left(u_{1}, \ldots, u_{p}\right) \mapsto\left(g_{1}\left(x-\eta_{u}\right), \ldots, g_{p}\left(x-\eta_{u}\right)\right)$ for $g_{j}\left(x-\eta_{u}\right):=\left(X-\eta_{u}\right)^{\top} \tilde{e}_{j}\left(u, \eta_{u}\right)$ in (6.3) is locally bijective. Since $\left\{g_{i}\right\}$ and $\left\{h_{i}\right\}$ are continuous, we can select $\delta>0$ for (6.3) to be locally bijective for every $-\delta<c<\delta$.

### 6.3.6 Summary of Estimator Construction

We summarize how to define a second-order efficient algebraic estimator (vector version) and how to compute an algebraic version from it.

## Input:

- a potential function $\psi$ satisfying (C2),
- polynomial equations of $\eta, u$ and $v$ satisfying (C3),
- $m_{1}, \ldots, m_{d-p} \in \mathbb{R}[\eta]$ such that $\mathcal{V}_{E}=V\left(m_{1}, \ldots, m_{d-p}\right)$ gives the model,
- $f_{j} \in \mathbb{R}[u][v]_{\geq 3}$ and $c \in \mathbb{R}$ for a vector version

Step 1 Compute $\psi$ and $\theta(\eta), G(\eta),\left(\Gamma^{(m)}(\eta)\right.$ for bias correction)
Step 2 Compute $f_{a i} \in \mathbb{R}[\eta]\left[\xi_{11}, \ldots, \xi_{p d}\right]_{1}$ s.t. $f_{a j}\left(\xi_{11}, \ldots, \xi_{p d}\right):=$ $\partial_{u^{a}} m_{j}$ for $\xi_{b i}:=\partial_{u^{b}} \eta_{i}$.
Step 3 Find $e_{p+1}, \ldots, e_{d} \in\left(\nabla_{u} \eta\right)^{\perp_{\bar{G}}}$ by eliminating $\left\{\xi_{a j}\right\}$ from $\left\langle e_{i}, \partial_{u^{a}} \eta\right\rangle_{\bar{G}}=e_{i k}(\eta) g^{k j}(\eta) \xi_{a j}=0$ and $f_{a j}\left(\xi_{11}, \ldots, \xi_{p d}\right)=0$.
Step 4 Select $e_{1}, \ldots, e_{p} \in \mathbb{R}[\eta]$ s.t. $e_{1}(\eta), \ldots, e_{d}(\eta)$ are linearly independent.
Step 5 Eliminate $v$ from

$$
X=\eta(u, 0)+\sum_{i=p+1}^{d} v_{i-p} e_{i}+c \cdot \sum_{j=1}^{p} f_{j}(u, v) e_{j}
$$

and compute $(X-\eta)^{\top} \tilde{e}_{j}$ and $h \in\left(\mathbb{R}[\eta][X-\eta]_{3}\right)^{p}$, given by Theorem 2.

## Output(Vector version):

$$
X=\eta(u, 0)+\sum_{i=p+1}^{d} v_{i-p} e_{i}(\eta)+c \cdot \sum_{j=1}^{p} f_{j}(u, v) e_{j}(\eta)
$$

## Output(Algebraic version):

$$
(X-\eta)^{\top} \tilde{e}+c \cdot h(X-\eta)=0
$$

### 6.3.7 Reduction of the Degree of the Estimating Equations

As we noted in Sect. 6.3.4, if we set $h_{j}=0$ for all $j$, the estimator becomes the MLE. In this sense, $c h_{j}$ can be recognized as a perturbation from the likelihood equations. If we select each $h_{j}\left(X, u, \eta_{u}, t\right) \in \mathbb{R}\left[X, u, \eta_{u}\right][t]_{3}$ tactically, we can reduce the degree of the polynomial estimating equation. For algebraic background, the reader refers to Appendix A.

Here, we assume $u \in \mathbb{R}\left[\eta_{u}\right]$. For example, we can set $u_{i}=\eta_{i}$. Then $\tilde{e}_{j}\left(u, \eta_{u}\right)$ is a function of $\eta_{u}$, so we write it as $\tilde{e}_{j}(\eta)$. Define an ideal $\mathcal{I}_{3}$ of $\mathbb{R}[X, \eta]$ as

$$
\mathcal{I}_{3}:=\left\langle\left\{\left(X_{i}-\eta_{i}\right)\left(X_{j}-\eta_{j}\right)\left(X_{k}-\eta_{k}\right) \mid 1 \leq i, j, k \leq d\right\}\right\rangle .
$$

Select a monomial order $\prec$ and set $\eta_{1} \succ \cdots \succ \eta_{d} \succ X_{1} \succ \cdots \succ X_{d}$. Let $G_{\prec}=\left\{g_{1}, \ldots, g_{m}\right\}$ be a Gröbner basis of $\mathcal{I}_{3}$ with respect to $\prec$. Then the remainder (normal form) $r_{j}$ of $(X-\eta)^{\top} \tilde{e}_{j}(\eta)$, the first term of the l.h.s. of (6.3), with respect to $G_{\prec}$, is uniquely determined for each $j$.

Theorem 4 If the monomial order $\prec$ is the pure lexicographic,

1. $r_{j}$ for $j=1, \ldots, p$ has degree at most 2 with respect to $\eta$, and
2. $r_{j}=0$ for $j=1, \ldots, p$ are the estimating equations for a second-order efficient estimator.

Proof Assume $r_{j}$ has a monomial term whose degree is more than 2 with respect to $\eta$ and represent the term as $\eta_{a} \eta_{b} \eta_{c} q(\eta, X)$ with a polynomial $q \in \mathbb{R}(\eta, X)$ and a combination of indices $a, b, c$. Then $\left\{\eta_{a} \eta_{b} \eta_{c}+\left(X_{a}-\eta_{a}\right)\left(X_{a}-\eta_{a}\right)\left(X_{a}-\eta_{a}\right)\right\} q(\eta, X)$ has a smaller polynomial order than $\eta_{a} \eta_{b} \eta_{c} q(\eta, X)$ since $\prec$ is pure lexicographic satisfying $\eta_{1} \succ \cdots \succ \eta_{d} \succ X_{1} \succ \cdots \succ X_{d}$. Therefore by subtracting $\left.\left(X_{a}-\eta_{a}\right)\left(X_{a}-\eta_{a}\right)\left(X_{a}-\eta_{a}\right)\right\} q(\eta, X) \in \mathcal{I}_{3}$ from $r_{j}$, the polynomial degree decreases. This contradicts the fact $r_{j}$ is the normal form so each $r_{j}$ has degree at most 2.

Furthermore each polynomial in $\mathcal{I}_{3}$ is in $\mathbb{R}\left[X, u, \eta_{u}\right][X-\eta]_{3}$ and therefore by taking the normal form, the condition for the algebraic version (6.3) of second-order efficiency still holds.

The reduction of the degree is important when we use algebraic algorithms such as homotopy continuation methods [18] to solve simultaneous polynomial equations since computational cost depends highly on the degree of the polynomials.

### 6.4 First-Order Efficiency

It is not surprising that, for first-order efficiency, almost the same arguments hold as for second-order efficiency.

By Theorem 5.2 of [4], a consistent estimator is first-order efficient if and only if

$$
\begin{equation*}
g_{\kappa a}=0 . \tag{6.4}
\end{equation*}
$$

Consider an algebraic estimator $\eta(u, v) \in \mathbb{R}[u, v]^{d}$ satisfying the following vector equation:

$$
\begin{equation*}
X=\eta(u, 0)+\sum_{i=p+1}^{d} v_{i-p} e_{i}(u)+c \cdot \sum_{j=1}^{p} f_{j}(u, v) e_{j}(u) \tag{6.5}
\end{equation*}
$$

where, for each $u,\left\{e_{j}(u) ; j=1, \ldots, p\right\} \cup\left\{e_{i}(u) ; i=p+1, \ldots, d\right\}$ is a complete basis of $\mathbb{R}^{d}$ s.t. $\left\langle e_{j}(u),\left(\nabla_{u} \eta\right)\right\rangle_{g}=0$ and $f_{j}(u, v) \in \mathbb{R}[u][v]_{\geq 2}$, a polynomial whose degree of $v$ is at least 2 , for $j=1, \ldots, p$. Similarly, $c \in \mathbb{R}$ is a constant for perturbation. Here, the only difference between (6.2) for the second-order efficiency and (6.5) for the first-order efficiency is the degree of the $f_{j}(u, v)$ with respect to $v$.

The algebraic version of the first-order efficient algebraic estimator is defined by the following simultaneous polynomial equalities with $\eta_{u}=\eta(u, 0)$.

$$
\begin{equation*}
\left(X-\eta_{u}\right)^{\top} \tilde{e}_{j}\left(u, \eta_{u}\right)+c \cdot h_{j}\left(X, u, \eta_{u}, X-\eta_{u}\right)=0 \text { for } j=1, \ldots, p \tag{6.6}
\end{equation*}
$$

where $\left\{\tilde{e}_{j}\left(u, \eta_{u}\right) \in \mathbb{R}\left[u, \eta_{u}\right]^{d} ; j=1, \ldots, p\right\}$ span $\left(\left(\nabla_{u} \eta(u, 0)\right)^{\perp_{\bar{G}}}\right)^{\perp_{E}}$ for every $u$ and $h_{j}\left(X, u, \eta_{u}, t\right) \in \mathbb{R}\left[X, u, \eta_{u}\right][t]_{2}$ (degree $=2$ w.r.t. $t$ ) for $j=1, \ldots, p$. Here, the only difference between (6.3) for the second-order efficiency and (6.6) for the first-order efficiency is the degree of the $h_{j}\left(X, u, \eta_{u}, t\right)$ with respect to $t$.

Then the relation between the three different forms of first-order efficiency can be proved in the same way manner as for Theorem 1, 2 and 3.

Theorem 5 (i) Vector version (6.5) satisfies the first-order efficiency.
(ii) An estimator defined by a vector version (6.5) of the first-order efficient estimators is also represented by an algebraic version (6.6).
(iii) Every algebraic version (6.6) gives a first-order efficient estimator.

The relationship between the three forms of the first-order efficient algebraic estimators is summarized as $(4) \Leftarrow(5) \Rightarrow(6) \Rightarrow(4)$. Furthermore, if we assume the estimator has a form $\eta \in \mathbb{R}(u)[v]$, the forms (6.4), (6.5) and (6.6) are equivalent.

Let $\mathcal{R}:=\mathbb{Z}[X, \eta]$ and define

$$
\mathcal{I}_{2}:=\left\langle\left\{\left(X_{i}-\eta_{i}\right)\left(X_{j}-\eta_{j}\right) \mid 1 \leq i, j \leq d\right\}\right\rangle
$$

as an ideal of $\mathcal{R}$. In a similar manner, let $\prec$ be a monomial order such that $\eta_{1} \succ \cdots \succ$ $\eta_{d} \succ X_{1} \succ \cdots \succ X_{d}$. Let $G_{\prec}=\left\{g_{1}, \ldots, g_{m}\right\}$ be a Gröbner basis of $\mathcal{I}_{2}$ with respect to $\prec$. The properties of the normal form $r_{i}$ of $(X-\eta(u, 0))^{\top} \tilde{e}_{i}(u)$ with respect to $G_{\prec}$ are then covered by the following:

Theorem 6 If the monomial order $\prec$ is the pure lexicographic,
(i) $r_{i}$ for $i=1, \ldots, d$ has degree at most 1 with respect to $\eta$, and
(ii) $r_{i}=0$ for $i=1, \ldots, d$ are the estimating equations for a first-order efficient estimator.

### 6.5 Examples

In this section, we show how to use the algebraic computation to design asymptotically efficient estimators for two simple examples. The examples satisfy the algebraic conditions (C1), (C2) and (C3) so it is verified that necessary geometric entities have an algebraic form as mentioned in Sect. 6.3.2.

### 6.5.1 Example: Periodic Gaussian Model

The following periodic Gaussian model shows how to compute second-order efficients estimators and their biases.

- Statistical Model:

$$
X \sim N(\mu, \Sigma(a)) \text { with } \mu=\left[\begin{array}{l}
0 \\
0 \\
0 \\
0
\end{array}\right] \text { and } \Sigma(a)=\left[\begin{array}{cccc}
1 & a & a^{2} & a \\
a & 1 & a & a^{2} \\
a^{2} & a & 1 & a \\
a & a^{2} & a & 1
\end{array}\right] \text { for } 0 \leq a<1
$$

Here, the dimension of the full exponential family and the curved exponential family are $d=3$ and $p=1$, respectively.

- Curved exponential family:

$$
\log f(x \mid \theta)=2\left(x_{1} x_{2}+x_{2} x_{3}+x_{3} x_{4}+x_{4} x_{1}\right) \theta_{2}+2\left(x_{3} x_{1}+x_{4} x_{2}\right) \theta_{3}-\psi(\theta)
$$

- Potential function:

$$
\psi(\theta)=-1 / 2 \log \left(\theta_{1}^{4}-4 \theta_{1}^{2} \theta_{2}^{2}+8 \theta_{1} \theta_{2}^{2} \theta_{3}-2 \theta_{1}^{2} \theta_{3}^{2}-4 \theta_{2}^{2} \theta_{3}^{2}+\theta_{3}^{4}\right)+2 \log (2 \pi)
$$

- Natural parameter:

$$
\theta(a)=\left[\frac{1}{1-2 a^{2}+4 a^{4}},-\frac{a}{1-2 a^{2}+4 a^{4}}, \frac{a^{2}}{1-2 a^{2}+4 a^{4}}\right]^{\top}
$$

- Expectation parameter: $\eta(a)=\left[-2,-4 a,-2 a^{2}\right]^{\top}$,
- Fisher metric with respect to $\eta$ :

$$
\left(g^{i j}\right)=\left[\begin{array}{ccc}
2 a^{4}+4 a^{2}+2 & 8 a\left(1+a^{2}\right) & 8 a^{2} \\
8 a\left(1+a^{2}\right) & 4+24 a^{2}+4 a^{4} & 8 a\left(1+a^{2}\right) \\
8 a^{2} & 8 a\left(1+a^{2}\right) & 2 a^{4}+4 a^{2}+2
\end{array}\right],
$$

- A set of vectors $e_{i} \in \mathbb{R}^{3}$ :

$$
\begin{gathered}
e_{0}(a):=[0,-1, a]^{\top} \in \partial_{a} \eta(a) \\
e_{1}(a):=\left[3 a^{2}+1,4 a, 0\right]^{\top}, e_{2}(a):=\left[-a^{2}-1,0,2\right]^{\top} \in\left(\partial_{a} \eta(a)\right)^{\perp_{\bar{G}}}
\end{gathered}
$$

- A vector version of the second-order efficient estimator is, for example,

$$
x-\eta+v_{1} \cdot e_{1}+v_{2} \cdot e_{2}+c \cdot v_{1}^{3} \cdot e_{0}=0
$$

- A corresponding algebraic version of the second-order efficient estimator: by eliminating $v_{1}$ and $v_{2}$, we get $g(a)+c \cdot h(a)=0$ where $g(a):=8(a-1)^{2}(a+1)^{2}\left(1+2 a^{2}\right)^{2}\left(4 a^{5}-8 a^{3}+2 a^{3} x_{3}-3 x_{2} a^{2}+4 a+4 a x_{1}+2 a x_{3}-x_{2}\right)$ and

$$
h(a):=\left(2 a^{4}+a^{3} x_{2}-a^{2} x_{3}+2 a^{2}+a x_{2}-2 x_{1}-x_{3}-4\right)^{3} .
$$

- An estimating equation for MLE:

$$
4 a^{5}-8 a^{3}+2 a^{3} x_{3}-3 x_{2} a^{2}+4 a+4 a x_{1}+2 a x_{3}-x_{2}=0
$$

- Bias correction term for an estimator $\hat{a}: \hat{a}\left(\hat{a}^{8}-4 \hat{a}^{6}+6 \hat{a}^{4}-4 \hat{a}^{2}+1\right) /\left(1+2 \hat{a}^{2}\right)^{2}$.


### 6.5.2 Example: Log Marginal Model

Here, we consider a log marginal model. See [7] for more on marginal models.

- Statistical model (Poisson regression):
$X_{i j} \stackrel{i . i . d}{\sim} \operatorname{Po}\left(N p_{i j}\right)$ s.t. $p_{i j} \in(0,1)$ for $i=1,2$ and $j=1,2,3$ with model constraints:

$$
\begin{align*}
& p_{11}+p_{12}+p_{13}+p_{21}+p_{22}+p_{23}=1, \\
& p_{11}+p_{12}+p_{13}=p_{21}+p_{22}+p_{23}, \\
& \frac{p_{11} / p_{21}}{p_{12} / p_{22}}=\frac{p_{12} / p_{22}}{p_{13} / p_{23}} . \tag{6.7}
\end{align*}
$$

Condition (6.7) can appear in a statistical test of whether acceleration of the ratio $p_{1 j} / p_{2 j}$ is constant.

In this case, $d=6$ and $p=3$.

- Log density w.r.t. the point mass measure on $\mathbb{Z}_{\geq 0}^{6}$ :

$$
\log f(x \mid p)=\log \left\{\prod_{i j} e^{-N p_{i j}}\left(N p_{i j}\right)^{X_{i j}}\right\}=-N+\sum_{i j} X_{i j} \log \left(N p_{i j}\right)
$$

- The full expectation family is given by

$$
\begin{aligned}
& {\left[\begin{array}{lll}
X_{1} & X_{2} & X_{3} \\
X_{4} & X_{5} & X_{6}
\end{array}\right]:=\left[\begin{array}{lll}
X_{11} & X_{12} & X_{13} \\
X_{21} & X_{22} & X_{23}
\end{array}\right],} \\
& {\left[\begin{array}{lll}
\eta_{1} & \eta_{2} & \eta_{3} \\
\eta_{4} & \eta_{5} & \eta_{6}
\end{array}\right]=N\left[\begin{array}{lll}
p_{11} & p_{12} & p_{13} \\
p_{21} & p_{22} & p_{23}
\end{array}\right],}
\end{aligned}
$$

$\theta^{i}=\log \left(\eta_{i}\right)$ and $\psi(\theta)=N$.

- The Fisher metric w.r.t. $\theta: \quad g_{i j}=\frac{\partial^{2} \psi}{\partial \theta^{i} \partial \theta^{j}}=\delta_{i j} \eta_{i}$.
- Selection of the model parameters:

$$
\left[u_{1}, u_{2}, u_{3}\right]:=\left[\eta_{1}, \eta_{3}, \eta_{5}\right] \text { and }\left[v_{1}, v_{2}, v_{3}\right]:=\left[\eta_{2}, \eta_{4}, \eta_{6}\right] .
$$

- A set of vectors $e_{i} \in \mathbb{R}^{6}$ :

$$
\begin{gathered}
e_{0}:=\left[\begin{array}{c}
\eta_{2}^{2}\left(\eta_{4}-\eta_{6}\right) \\
-\eta_{2}^{2}\left(\eta_{4}-\eta_{6}\right) \\
0 \\
-\eta_{3} \eta_{5}^{2}-2 \eta_{2} \eta_{4} \eta_{6} \\
0 \\
\eta_{3} \eta_{5}^{2}+2 \eta_{2} \eta_{4} \eta_{6}
\end{array}\right] \in\left(\nabla_{u} \eta\right), \\
{\left[e_{1}, e_{2}, e_{3}\right]:=\left[\left[\begin{array}{c}
\eta_{1} \\
\eta_{2} \\
\eta_{3} \\
0 \\
0 \\
0
\end{array}\right],\left[\begin{array}{c}
\eta_{1}\left(-\eta_{1} \eta_{5}^{2}+\eta_{3} \eta_{5}^{2}\right) \\
\eta_{2}\left(-\eta_{1} \eta_{5}^{2}-2 \eta_{2} \eta_{4} \eta_{6}\right) \\
0 \\
\eta_{4}\left(\eta_{2}^{2} \eta_{4}-\eta_{2}^{2} \eta_{6}\right) \\
\eta_{5}\left(\eta_{2}^{2} \eta_{4}+2 \eta_{1} \eta_{3} \eta_{5}\right) \\
0
\end{array}\right],\left[\begin{array}{c}
\eta_{1}\left(\eta_{1} \eta_{5}^{2}-\eta_{3} \eta_{5}^{2}\right) \\
\eta_{2}\left(\eta_{1} \eta_{5}^{2}+2 \eta_{2} \eta_{4} \eta_{6}\right) \\
0 \\
\eta_{4}\left(2 \eta_{1} \eta_{3} \eta_{5}+\eta_{2}^{2} \eta_{6}\right) \\
0 \\
\eta_{6}\left(\eta_{2}^{2} \eta_{4}+2 \eta_{1} \eta_{3} \eta_{5}\right)
\end{array}\right]\right]}
\end{gathered}
$$

- A vector version of the second-order efficient estimator is, for example,

$$
X-\eta+v_{1} \cdot e_{1}+v_{2} \cdot e_{2}+v_{3} \cdot e_{3}+c \cdot v_{1}^{3} \cdot e_{0}=0
$$

- The bias correction term of the estimator $=0$.
- A set of estimating equations for MLE:
$\left\{x_{1} \eta_{2}^{2} \eta_{4}^{2} \eta_{6}-x_{1} \eta_{2}^{2} \eta_{4} \eta_{6}{ }^{2}-x_{2} \eta_{1} \eta_{2} \eta_{4}^{2} \eta_{6}+x_{2} \eta_{1} \eta_{2} \eta_{4} \eta_{6}{ }^{2}-2 x_{4} \eta_{1} \eta_{2} \eta_{4} \eta_{6}^{2}-\right.$ $x_{4} \eta_{1} \eta_{3} \eta_{5}^{2} \eta_{6}+2 x_{6} \eta_{1} \eta_{2} \eta_{4}^{2} \eta_{6}+x_{6} \eta_{1} \eta_{3} \eta_{4} \eta_{5}^{2}$,
$-x_{2} \eta_{2} \eta_{3} \eta_{4}^{2} \eta_{6}+x_{2} \eta_{2} \eta_{3} \eta_{4} \eta_{6}^{2}+x_{3} \eta_{2}^{2} \eta_{4}^{2} \eta_{6}-x_{3} \eta_{2}^{2} \eta_{4} \eta_{6}^{2}-x_{4} \eta_{1} \eta_{3} \eta_{5}^{2} \eta_{6}-$ $2 x_{4} \eta_{2} \eta_{3} \eta_{4} \eta_{6}^{2}+x_{6} \eta_{1} \eta_{3} \eta_{4} \eta_{5}^{2}+2 x_{6} \eta_{2} \eta_{3} \eta_{4}^{2} \eta_{6}$,
$-2 x_{4} \eta_{1} \eta_{3} \eta_{5}^{2} \eta_{6}-x_{4} \eta_{2}^{2} \eta_{4} \eta_{5} \eta_{6}+x_{5} \eta_{2}{ }^{2} \eta_{4}{ }^{2} \eta_{6}-x_{5} \eta_{2}{ }^{2} \eta_{4} \eta_{6}{ }^{2}+2 x_{6} \eta_{1} \eta_{3} \eta_{4} \eta_{5}^{2}+$ $x_{6} \eta_{2}{ }^{2} \eta_{4} \eta_{5} \eta_{6}$,
$\left.\eta_{1} \eta_{3} \eta_{5}^{2}-\eta_{2}^{2} \eta_{4} \eta_{6}, \eta_{1}+\eta_{2}+\eta_{3}-\eta_{4}-\eta_{5}-\eta_{6},-\eta_{1}-\eta_{2}-\eta_{3}-\eta_{4}-\eta_{5}-\eta_{6}+1\right\}$
The total degree of the equations is $5 \times 5 \times 5 \times 4 \times 1 \times 1=500$.
- A set of estimating equations for a 2 nd-order efficient estimator with degree at most 2:
$\left\{-3 x_{1} x_{2} x_{4}^{2} x_{6} \eta_{2}+6 x_{1} x_{2} x_{4}{ }^{2} x_{6} \eta_{6}+x_{1} x_{2} x_{4}{ }^{2} \eta_{2} \eta_{6}-2 x_{1} x_{2} x_{4}{ }^{2} \eta_{6}{ }^{2}+3 x_{1} x_{2} x_{4} x_{6}{ }^{2} \eta_{2}-\right.$ $6 x_{1} x_{2} x_{4} x_{6}^{2} \eta_{4}+2 x_{1} x_{2} x_{4} x_{6} \eta_{2} \eta_{4}-2 x_{1} x_{2} x_{4} x_{6} \eta_{2} \eta_{6}-x_{1} x_{2} x_{6}{ }^{2} \eta_{2} \eta_{4}+2 x_{1} x_{2} x_{6}^{2} \eta_{4}^{2}+$ $3 x_{1} x_{3} x_{4} x_{5}^{2} \eta_{6}-2 x_{1} x_{3} x_{4} x_{5} \eta_{5} \eta_{6}-3 x_{1} x_{3} x_{5}^{2} x_{6} \eta_{4}+2 x_{1} x_{3} x_{5} x_{6} \eta_{4} \eta_{5}+x_{1} x_{4}^{2} x_{6} \eta_{2}^{2}-$ $2 x_{1} x_{4}^{2} x_{6} \eta_{2} \eta_{6}-x_{1} x_{4} x_{5}^{2} \eta_{3} \eta_{6}-x_{1} x_{4} x_{6}^{2} \eta_{2}^{2}+2 x_{1} x_{4} x_{6}^{2} \eta_{2} \eta_{4}+x_{1} x_{5}^{2} x_{6} \eta_{3} \eta_{4}+$ $3 x_{2}^{2} x_{4}^{2} x_{6} \eta_{1}-x_{2}^{2} x_{4}^{2} \eta_{1} \eta_{6}-3 x_{2}^{2} x_{4} x_{6}^{2} \eta_{1}-2 x_{2}^{2} x_{4} x_{6} \eta_{1} \eta_{4}+2 x_{2}^{2} x_{4} x_{6} \eta_{1} \eta_{6}+$ $x_{2}^{2} x_{6}^{2} \eta_{1} \eta_{4}-x_{2} x_{4}^{2} x_{6} \eta_{1} \eta_{2}-2 x_{2} x_{4}^{2} x_{6} \eta_{1} \eta_{6}+x_{2} x_{4} x_{6}{ }^{2} \eta_{1} \eta_{2}+2 x_{2} x_{4} x_{6}{ }^{2} \eta_{1} \eta_{4}-$ $x_{3} x_{4} x_{5}^{2} \eta_{1} \eta_{6}+x_{3} x_{5}^{2} x_{6} \eta_{1} \eta_{4}$,
$3 x_{1} x_{3} x_{4} x_{5}^{2} \eta_{6}-2 x_{1} x_{3} x_{4} x_{5} \eta_{5} \eta_{6}-3 x_{1} x_{3} x_{5}^{2} x_{6} \eta_{4}+2 x_{1} x_{3} x_{5} x_{6} \eta_{4} \eta_{5}-x_{1} x_{4} x_{5}^{2} \eta_{3} \eta_{6}+$ $x_{1} x_{5}^{2} x_{6} \eta_{3} \eta_{4}+3 x_{2}^{2} x_{4}^{2} x_{6} \eta_{3}-x_{2}^{2} x_{4}^{2} \eta_{3} \eta_{6}-3 x_{2}^{2} x_{4} x_{6}{ }^{2} \eta_{3}-2 x_{2}^{2} x_{4} x_{6} \eta_{3} \eta_{4}+$ $2 x_{2}^{2} x_{4} x_{6} \eta_{3} \eta_{6}+x_{2}^{2} x_{6}^{2} \eta_{3} \eta_{4}-3 x_{2} x_{3} x_{4}^{2} x_{6} \eta_{2}+6 x_{2} x_{3} x_{4}^{2} x_{6} \eta_{6}+x_{2} x_{3} x_{4}{ }^{2} \eta_{2} \eta_{6}-$ $2 x_{2} x_{3} x_{4}^{2} \eta_{6}^{2}+3 x_{2} x_{3} x_{4} x_{6}^{2} \eta_{2}-6 x_{2} x_{3} x_{4} x_{6}^{2} \eta_{4}+2 x_{2} x_{3} x_{4} x_{6} \eta_{2} \eta_{4}-2 x_{2} x_{3} x_{4} x_{6} \eta_{2} \eta_{6}-$ $x_{2} x_{3} x_{6}^{2} \eta_{2} \eta_{4}+2 x_{2} x_{3} x_{6}^{2} \eta_{4}^{2}-x_{2} x_{4}^{2} x_{6} \eta_{2} \eta_{3}-2 x_{2} x_{4}^{2} x_{6} \eta_{3} \eta_{6}+x_{2} x_{4} x_{6}{ }^{2} \eta_{2} \eta_{3}+$ $2 x_{2} x_{4} x_{6}^{2} \eta_{3} \eta_{4}+x_{3} x_{4}^{2} x_{6} \eta_{2}^{2}-2 x_{3} x_{4}^{2} x_{6} \eta_{2} \eta_{6}-x_{3} x_{4} x_{5}^{2} \eta_{1} \eta_{6}-x_{3} x_{4} x_{6}{ }^{2} \eta_{2}^{2}+2 x_{3} x_{4} x_{6}{ }^{2}$ $\eta_{2} \eta_{4}+x_{3} x_{5}^{2} x_{6} \eta_{1} \eta_{4}$,
$6 x_{1} x_{3} x_{4} x_{5}^{2} \eta_{6}-4 x_{1} x_{3} x_{4} x_{5} \eta_{5} \eta_{6}-6 x_{1} x_{3} x_{5}^{2} x_{6} \eta_{4}+4 x_{1} x_{3} x_{5} x_{6} \eta_{4} \eta_{5}-2 x_{1} x_{4} x_{5}^{2} \eta_{3} \eta_{6}+$ $2 x_{1} x_{5}^{2} x_{6} \eta_{3} \eta_{4}+3 x_{2}^{2} x_{4}^{2} x_{6} \eta_{5}-x_{2}^{2} x_{4}^{2} \eta_{5} \eta_{6}-3 x_{2}^{2} x_{4} x_{5} x_{6} \eta_{4}+3 x_{2}^{2} x_{4} x_{5} x_{6} \eta_{6}+$ $x_{2}^{2} x_{4} x_{5} \eta_{4} \eta_{6}-x_{2}^{2} x_{4} x_{5} \eta_{6}^{2}-3 x_{2}^{2} x_{4} x_{6}{ }^{2} \eta_{5}-x_{2}^{2} x_{4} x_{6} \eta_{4} \eta_{5}+x_{2}^{2} x_{4} x_{6} \eta_{5} \eta_{6}+x_{2}^{2} x_{5}$ $x_{6} \eta_{4}^{2}-x_{2}^{2} x_{5} x_{6} \eta_{4} \eta_{6}+x_{2}{ }^{2} x_{6}{ }^{2} \eta_{4} \eta_{5}-2 x_{2} x_{4}{ }^{2} x_{6} \eta_{2} \eta_{5}+2 x_{2} x_{4} x_{5} x_{6} \eta_{2} \eta_{4}-2 x_{2} x_{4} x_{5} x_{6}$ $\eta_{2} \eta_{6}+2 x_{2} x_{4} x_{6}{ }^{2} \eta_{2} \eta_{5}-2 x_{3} x_{4} x_{5}^{2} \eta_{1} \eta_{6}+2 x_{3} x_{5}^{2} x_{6} \eta_{1} \eta_{4}$,
$\left.\eta_{1} \eta_{3} \eta_{5}^{2}-\eta_{2}^{2} \eta_{4} \eta_{6}, \eta_{1}+\eta_{2}+\eta_{3}-\eta_{4}-\eta_{5}-\eta_{6},-\eta_{1}-\eta_{2}-\eta_{3}-\eta_{4}-\eta_{5}-\eta_{6}+1\right\}$.
The total degree of the polynomial equations is 32 .
- A set of estimating equations for a first-order-efficient estimator with degree at most 1 :

Table 6.1 Computational time for each estimate by the homotopy continuation methods

| Algorithm | Estimator | \#Paths | Running time (s) <br> (avg. $\pm$ std.) |
| :--- | :--- | :---: | :--- |
| Linear | MLE | 500 | $1.137 \pm 0.073$ |
| Homotopy | 2nd eff. | 32 | $\mathbf{0 . 1 5 0} \pm \mathbf{0 . 0 4 7}$ |
| Polyhedral | MLE | 64 | $0.267 \pm 0.035$ |
| Homotopy | 2nd eff. | 24 | $\mathbf{0 . 1 1 9} \pm \mathbf{0 . 0 2 7}$ |

$$
\begin{aligned}
& \left\{-x_{5}^{2} x_{4} \eta_{6} x_{1} x_{3}+x_{5}^{2} x_{6} \eta_{4} x_{1} x_{3}+2 x_{6}^{2} \eta_{4} x_{1} x_{2} x_{4}-2 x_{4}^{2} \eta_{6} x_{1} x_{2} x_{6}-x_{6}{ }^{2} x_{1} x_{2} \eta_{2} x_{4}+\right. \\
& x_{4}^{2} x_{1} x_{2} \eta_{2} x_{6}+x_{2}^{2} x_{6}^{2} \eta_{1} x_{4}-x_{4}^{2} x_{2}^{2} \eta_{1} x_{6}, \\
& -x_{5}^{2} x_{4} \eta_{6} x_{1} x_{3}+x_{5}^{2} x_{6} \eta_{4} x_{1} x_{3}+2 x_{6}^{2} \eta_{4} x_{2} x_{3} x_{4}-2 x_{4}^{2} \eta_{6} x_{2} x_{3} x_{6}-x_{6}^{2} x_{2} x_{3} \eta_{2} x_{4}+ \\
& x_{4}^{2} x_{2} x_{3} \eta_{2} x_{6}+x_{2}^{2} x_{6}^{2} \eta_{3} x_{4}-x_{4}^{2} x_{2}^{2} \eta_{3} x_{6}, \\
& -2 x_{5}^{2} x_{4} \eta_{6} x_{1} x_{3}+2 x_{5}^{2} x_{6} \eta_{4} x_{1} x_{3}-x_{4} x_{6} x_{5} x_{2}^{2} \eta_{6}+x_{4} x_{5} x_{2}{ }^{2} \eta_{4} x_{6}-x_{4}{ }^{2} x_{2}{ }^{2} \eta_{5} x_{6}+ \\
& x_{4} x_{6}^{2} x_{2}^{2} \eta_{5}, \\
& \left.\eta_{1} \eta_{3} \eta_{5}^{2}-\eta_{2}^{2} \eta_{4} \eta_{6}, \eta_{1}+\eta_{2}+\eta_{3}-\eta_{4}-\eta_{5}-\eta_{6},-\eta_{1}-\eta_{2}-\eta_{3}-\eta_{4}-\eta_{5}-\eta_{6}+6\right\} .
\end{aligned}
$$

The estimating equations for a second-order-efficient estimator above look much more complicated than the estimating equation for the MLE, but each term of the first three polynomials are at most degree 2 . Thanks to this degree reduction, the computational costs for the estimates become much smaller as we will see in Sect. 6.6.

### 6.6 Computation

To obtain estimates based on the method of this paper, we need fast algorithms to find the solution of polynomial equations. The authors have carried out computations using homotopy continuation method (matlab program HOM4PS2 by Lee, Li and Tsuai [18]) for the $\log$ marginal model in Sect. 6.5.2 and a data $\bar{X}=(1,1,1,1,1,1)$.

The run time to compute each estimate on a standard laptop (Intel(R) Core (TM) i7-2670QM CPU, $2.20 \mathrm{GHz}, 4.00 \mathrm{~GB}$ memory) is given by Table 6.1. The computation is repeated 10 times and the averages and the standard deviations are displayed. Note the increasing of the speed for the second-order efficient estimators is due to the degree reduction technique. The term "path" in the table heading refers to a primitive iteration step within the homotopy method. In the faster polyhedron version, the solution region is subdivided into polyhedral domains.

Figure 6.3 shows the mean squared error and the computational time of the MLE, the first-order estimator and the second-order efficient estimator of Sect. 6.5.2. The true parameter is set $\eta^{*}=(1 / 6,1 / 4,1 / 12,1 / 12,1 / 4,1 / 6)$, a point in the model manifold, and $N$ random samples are generated i.i.d. from the distribution with the parameter. The computation is repeated for exponentially increasing sample sizes $N=1, \ldots, 10^{5}$. In general, there are multiple roots for polynomial equations and here we selected the root closest to the sample mean by the Euclidean norm. Figure 6.3(1) also shows that the mean squared error is approximately the same for the three estimators, but (2) shows that the computational time is much more for the MLE.


Fig. 6.3 The mean squared error and computation time for each estimate by the homotopy continuation method

### 6.7 Discussion

In this paper we have concentrated on reduction of the polynomial degree of the estimating equations and shown the benefits in computation of the solutions. We do not expect the estimators to be closed form, such as a rational polynomial form in the data. The most we can expect is they are algebraic, that is they are the solution of algebraic equations. They lie on a zero dimensional algebraic variety. It is clear that there is no escape from using mixed symbolic-numerical methods. In algebraic statistics the number of solution of the ML equation is called the ML degree. Given that we have more general estimating equations than pure ML equations this points to an extended theory or "quasi" ML degree of efficient estimator degree. The issue of exactly which solution to use as our estimators persists. In the paper we suggest taking the solution closest to the sufficient statistic in the Euclidian metric. We could use other metrics and more theory is needed.

Here we have put forward estimating equations with reduced degree and shown the benefits in terms of computation. But we could have used other criteria for choosing the equations, while remaining in the efficient class. We might prefer to choose an equation which reduces the bias further via decreasing the next order term. There may thus be some trade off between degree and bias.

Beyond the limited ambitions of this paper to look at second-order efficiency lie several other areas, notably hypothesis testing and model selection. But the question is the same: to what extent can we bring the algebraic methods to bear, for example by expressing additional differential forms and curvatures in algebraic terms. Although estimation typically requires a mixture of symbolic and numeric methods in some cases only the computation of the efficient estimate requires numeric procedures and the other computations can be carrying out symbolically.
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## A Normal Forms

A basic text for the materials in this section is [9]. The rapid growth of modern computational algebra can be credited to the celebrated Buchberger's algorithm [8].

A monomial ideal $I$ in a polynomial ring $K\left[x_{1}, \ldots, x_{n}\right]$ over a field $K$ is an ideal for which there is a collection of monomials $f_{1}, \ldots, f_{m}$ such that any $g \in I$ can be expressed as a sum

$$
g=\sum_{i=1}^{m} g_{i}(x) f_{i}(x)
$$

with some polynomials $g_{i} \in K\left[x_{1}, \ldots, x_{n}\right]$. We can appeal to the representation of a monomial $x^{\alpha}=x_{1}^{\alpha_{1}} \ldots x_{n}^{\alpha_{n}}$ by its exponent $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$. If $\beta \geq 0$ is another exponent then

$$
x^{\alpha} x^{\beta}=x^{\alpha+\beta},
$$

and $\alpha+\beta$ is in the positive (shorthand for non-negative) "orthant" with corner at $\alpha$. The set of all monomials in a monomial ideal is the union of all positive orthants whose "corners" are given by the exponent vectors of the generating monomial $f_{1}, \ldots, f_{m}$. A monomial ordering written $x^{\alpha} \prec x^{\beta}$ is a total (linear) ordering on monomials such that for $\gamma \geq 0, x^{\alpha} \prec x^{\beta} \Rightarrow x^{\alpha+\gamma} \prec x^{\beta+\gamma}$. Any polynomial $f(x)$ has a leading terms with respect to $\prec$, written $L T(f)$.

There are, in general, many ways to express a given ideal $I$ as being generated from a basis $I=\left\langle f_{1}, \ldots, f_{m}\right\rangle$. That is to say, there are many choices of basis. Given an ideal $I$ a set $\left\{g_{1}, \ldots g_{m}\right\}$ is called a Gröbner basis (G-basis) if:

$$
\left\langle L T\left(g_{1}\right), \ldots, L T\left(g_{m}\right)\right\rangle=\langle L T(I)\rangle,
$$

where $\langle L T(I)\rangle$ is the ideal generated by all the monomials in $I$. We sometimes refer to $\langle L T(I)\rangle$ as the leading term ideal. Any ideal $I$ has a Gröbner basis and any Gröbner basis in the ideal is a basis of the ideal.

Given a monomial ordering and an ideal expressed in terms of the G-basis, $I=$ $\left\langle g_{1}, \ldots, g_{m}\right\rangle$, any polynomial $f$ has a unique remainder with respect the quotient operation $K\left[x_{1}, \ldots, x_{k}\right] / I$. That is

$$
f=\sum_{i=1}^{m} s_{i}(x) g_{i}(x)+r(x)
$$

We call the remainder $r(x)$ the normal form of $f$ with respect to $I$ and write $N F(f)$. Or, to stress the fact that it may depend on $\prec$, we write $N F(f, \prec)$. Given a monomial ordering $\prec$, a polynomial $f=\sum_{\alpha \in L} \theta_{\alpha} x^{\alpha}$ for some $L$ is a normal form with respect to $\prec$ if $x^{\alpha} \notin\langle L T(f)\rangle$ for all $\alpha \in L$. An equivalent way of saying this is: given an ideal $I$ and a monomial ordering $\prec$, for every $f \in K\left[x_{1}, \ldots, x_{k}\right]$ there is a unique normal form $N F(f)$ such that $f-N F(f) \in I$.

## B Homotopy Continuation Method

Homotopy continuation method is an algorithm to find the solutions of simultaneous polynomial equations numerically. See, for example, [19, 24] for more details of the algorithm and theory.

We will explain the method briefly by a simple example of 2 equations with 2 unknowns

$$
\text { Input: } f, g \in \mathbb{R}[x, y]
$$

Output: The solutions of $f(x, y)=g(x, y)=0$.
Step 1 Select arbitrary polynomials of the form:

$$
\begin{array}{r}
f_{0}(x, y):=f_{0}(x):=a_{1} x^{d_{1}}-b_{1}=0 \\
g_{0}(x, y):=g_{0}(y):=a_{2} y^{d_{2}}-b_{2}=0 \tag{6.8}
\end{array}
$$

where $d_{1}=\operatorname{deg}(f)$ and $d_{2}=\operatorname{deg}(g)$. Polynomial equations in this form are easy to solve.
Step 2 Take the convex combinations:

$$
\begin{aligned}
& f_{t}(x, y):=t f(x, y)+(1-t) f_{0}(x, y), \\
& g_{t}(x, y):=\operatorname{tg}(x, y)+(1-t) g_{0}(x, y)
\end{aligned}
$$

then our target becomes the solution for $t=1$.
Step 3 Compute the solution for $t=\delta$ for small $\delta$ by the solution for $t=0$ numerically.
Step 4 Repeat this until we obtain the solution for $t=1$.

Figure 6.4 shows a sketch of the algorithm. This algorithm is called the (linear) homotopy continuation method and justified if the path connects $t=0$ and $t=1$


Fig. 6.4 Paths for the homotopy continuation method
continuously without an intersection. That can be proved for almost all $a$ and $b$. See [19].

For each computation for the homotopy continuation method, the number of the paths is the number of the solutions of (6.8). In this case, the number of paths is $d_{1} d_{2}$. In general case with $m$ unknowns, it becomes $\prod_{i=1}^{m} d_{i}$ and this causes a serious problem for computational cost. Therefore decreasing the degree of second-order efficient estimators plays an important role for the homotopy continuation method.

Note that in order to solve this computational problem, the authors of [16] proposed the nonlinear homotopy continuation methods (or the polyhedral continuation methods). But as we can see in Sect. 6.5.2, the degree of the polynomials still affects the computational costs.
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# Chapter 7 <br> Eidetic Reduction of Information Geometry Through Legendre Duality of Koszul Characteristic Function and Entropy: From Massieu-Duhem Potentials to Geometric Souriau Temperature and Balian Quantum Fisher Metric 

Frédéric Barbaresco


#### Abstract

Based on Koszul theory of sharp convex cone and its hessian geometry, Information Geometry metric is introduced by Koszul form as hessian of KoszulVinberg Characteristic function logarithm (KVCFL). The front of the Legendre mapping of this KVCFL is the graph of a convex function, the Legendre transform of this KVCFL. By analogy in thermodynamic with Dual Massieu-Duhem potentials (Free Energy and Entropy), the Legendre transform of KVCFL is interpreted as a "Koszul Entropy". This Legendre duality is considered in more general framework of Contact Geometry, the odd-dimensional twin of symplectic geometry, with Legendre fibration and mapping. Other analogies will be introduced with large deviation theory with Cumulant Generating and Rate functions (Legendre duality by Laplace Principle) and with Legendre duality in Mechanics between Hamiltonian and Lagrangian. In all these domains, we observe that the "Characteristic function" and its derivatives capture all information of random variable, system or physical model. We present two extensions of this theory with Souriau's Geometric Temperature deduced from covariant definition of thermodynamic equilibriums, and with Balian quantum Fisher metric defined and built as hessian of von Neumann entropy. Finally, we apply Koszul geometry for Symmetric/Hermitian Positive Definite Matrices cones, and more particularly for covariance matrices of stationary signal that are characterized by specific matrix structures: Toeplitz Hermitian Positive Definite Matrix structure (covariance matrix of a stationary time series) or Toeplitz-Block-Toeplitz Hermitian Positive Definite Matrix structure (covariance matrix of a stationary space-time series).


[^11]By extension, we introduce a new geometry for non-stationary signal through Fréchet metric space of geodesic paths on structured matrix manifolds. We conclude with extensions towards two general concepts of "Generating Inner Product" and "Generating Function".

Keywords Koszul characteristic function • Koszul entropy • Koszul forms • Laplace principle • Massieu-Duhem potential • Projective legendre duality • Contact geometry • Information geometry - Souriau geometric temperature - Balian quantum information metric • Cartan-Siegel homogeneous bounded domains • Generating function

### 7.1 Preamble

The Koszul-Vinberg Characteristic Function (KVCF) is a dense knot in important mathematical fields such as Hessian Geometry, Kählerian Geometry, Affine Differential Geometry and Information Geometry. As essence of Information Geometry, this paper develops KVCF as transverse concept in Thermodynamics, in Probability, in Large Deviation Theory, in Statistical Physics and in Quantum Physics. From general KVCF definition, the paper defines Koszul Entropy, that coincides with the Legendre transform of minus the logarithm of KVCF, and interprets both by analogy in thermodynamic with Dual Massieu-Duhem potentials.

In a second step, the paper proposes to synthesize and unified the three following models: Koszul model (with Koszul entropy) in Hessian Geometry, Souriau model in statistical physics (with new notion of geometric temperature) and Balian model in quantum physics (with Fisher metric as hessian of von Neumann entropy). These three models are formally similar in the characteristic function, the entropy, Legendre transform, dual coordinate system, Hessian metric and Fisher metric. These facts suggest that there exist close inter-relation and beautiful inner principle through these fields of research.

Finally, the paper studies the space of symmetric/hermitian positive definite matrices from view point of the Koszul theory though KVCF tool and extend the theory for covariance matrices for stationary and non-stationary signals characterized by Toeplitz matrix structure.

The paper concludes with extensions towards two general concepts of "Generating Inner Product" and "Generating Function". This tutorial paper will help readers to have a synthetic view of different domains of science where Hessian metric manifold is the essence, emerging from Information Geometry Theory.

This paper is not only a survey of different fields of science unified by Koszul theory, but some new results are introduced:

- Computation of Koszul Entropy from general definition of Koszul Characteristic function $\psi_{\Omega}(x)=\int_{\Omega^{*}} e^{-\langle\xi, x\rangle} d \xi \forall x \in \Omega$ and Legendre transform:

$$
\begin{aligned}
& \Phi^{*}\left(x^{*}\right)=\left\langle x, x^{*}\right\rangle-\Phi(x) \text { with } x^{*} \\
&=D_{x} \Phi \text { and } x=D_{x^{*}} \Phi^{*} \text { where } \Phi(x)=-\log \psi_{\Omega}(x) \\
& \Phi^{*}\left(x^{*}\right)=\Phi^{*}\left(\int_{\Omega^{*}} \xi \cdot p_{x}(\xi) d \xi\right)=-\int_{\Omega^{*}} p_{x}(\xi) \log p_{x}(\xi) d \xi \text { with } x^{*}=\int_{\Omega^{*}} \xi \cdot p_{x}(\xi) d \xi
\end{aligned}
$$

- Definition of Koszul density by analogy of Koszul Entropy with Shannon Entropy

$$
p_{\bar{\xi}}(\xi)=\frac{e^{-\left\langle\xi, \Theta^{-1}(\bar{\xi})\right\rangle}}{\int_{\Omega^{*}} e^{-\left\langle\xi, \Theta^{-1}(\bar{\xi})\right\rangle} d \xi} \text { with } x=\Theta^{-1}(\bar{\xi}) \text { and } \bar{\xi}=\Theta(x)=\frac{d \Phi(x)}{d x}
$$

where $\bar{\xi}=\int_{\Omega^{*}} \xi \cdot p_{\bar{\xi}}(\xi) d \xi$ and $\Phi(x)=-\log \int_{\Omega^{*}} e^{-\langle x, \xi\rangle} d \xi$

- Property that Barycenter of Koszul Entropy is equal to Entropy of Barycenter $E\left[\Phi^{*}(\xi)\right]=\Phi^{*}(E[\xi]), \forall \xi \in \Omega^{*}$

$$
\int_{\Omega^{*}} \Phi^{*}(\xi) p_{x}(\xi) d \xi=\Phi^{*}\left(\int_{\Omega^{*}} \xi \cdot p_{x}(\xi) d \xi\right), \forall \xi \in \Omega^{*}
$$

- Property that Koszul density is the classical Maximum Entropy solution

$$
\begin{aligned}
\underset{p_{x}(.)}{\operatorname{Max}}\left[-\int_{\Omega^{*}} p_{x}(\xi) \log p_{x}(\xi) d \xi\right] \text { such } & \left\{\begin{array}{l}
\iint_{\Omega^{*}} p_{x}(\xi) d \xi=1 \\
\int_{\Omega^{*}} \xi \cdot p_{x}(\xi) d \xi=x^{*}
\end{array}\right. \\
& \Leftrightarrow\left\{\begin{array}{l}
p_{x}(\xi)=\frac{e^{-(x, \xi)}}{\int_{\Omega^{*}} e^{-(x, \xi)} d \xi} \\
x=\Theta^{-1}\left(x^{*}\right), \Theta(x)=\frac{d \Phi(x)}{d x}
\end{array}\right.
\end{aligned}
$$

- Strict equivalence between Hessian Koszul metric and Fisher metric from Information Geometry

$$
I(x)=-E_{\xi}\left[\frac{\partial^{2} \log p_{x}(\xi)}{\partial x^{2}}\right]=\frac{\partial^{2} \log \psi_{\Omega}(x)}{\partial x^{2}}
$$

- Interpretation of Information Geometry Dual Potentials in the framework of Contact Geometry through the concept of Legendre fibration and Legendre mapping.
- Computation of Koszul Density for Symmetric/Hermitian Positive Definite Matrices

$$
\begin{aligned}
p_{x}(\xi)=c_{\bar{\xi}} \cdot \beta_{K} \operatorname{det}\left(\bar{\xi}^{-1}\right)^{\frac{n+1}{2}} e^{-\frac{n+1}{2} \operatorname{Tr}\left(\bar{\xi}^{-1} \xi\right)} \text { with } \beta_{\mathrm{K}} & =\left(\frac{n+1}{2}\right)^{\frac{n+1}{2}} \text { and } \\
\bar{\xi} & =\int_{\Omega^{*}} \xi \cdot p_{x}(\xi) \cdot d \xi
\end{aligned}
$$

- Computation of Koszul Metric for (Toeplitz-Block) Toeplitz Hermitian Positive Definite covariante matrices of stationary signal by means of Trench/Verblunsky Theorem and Complex Autoregressive model; that proves that a stationary spacetime state of an Electromagnetic Field is coded by one point in product space $R \times D^{m-1} \mathbf{x} S D^{n-1}$ where $D$ is the Poincaré unit disk, and $S D$ is the Siegel unit disk. The metric is given by:

$$
\begin{aligned}
d s^{2}= & n \cdot m \cdot\left(d \log \left(P_{0}\right)\right)^{2}+n \sum_{i=1}^{m-1}(m-i) \frac{\left|d \mu_{i}\right|^{2}}{\left(1-\left|\mu_{i}\right|^{2}\right)^{2}} \\
& +\sum_{k=1}^{n-1}(n-k) \operatorname{Tr}\left[\left(I-A_{k}^{k} A_{k}^{k+}\right)^{-1} d A_{k}^{k}\left(I-A_{k}^{k+} A_{k}^{k}\right)^{-1} d A_{k}^{k+}\right]
\end{aligned}
$$

with $\left\{\begin{array}{l}\left(R_{0}, A_{1}^{1}, \ldots, A_{n-1}^{n-1}\right) \in T H P D_{m} \times S D^{n-1} \text { with } S D=\left\{Z / Z Z^{+}<I_{m}\right\} \\ R_{0} \rightarrow\left(\log \left(P_{0}\right), \mu_{1}, \ldots, \mu_{m-1}\right) \in R \times D^{m-1} \text { with } D=\left\{z / z z^{*}<1\right\}\end{array}\right.$

- New model of non-stationary signal where one time series can be split into several stationary signals on a shorter time scale, represented by time sequence of stationary covariance matrices or a geodesic polygon/path on covariance matrix manifold.
- Definition of distance between non-stationary signals as Fréchet distance between two geodesic paths in abstract metric spaces of covariance matrix manifold.

$$
\left\{\begin{array}{l}
d_{\text {Fréchet }}\left(R_{1}, R_{2}\right)=\operatorname{Inf} \operatorname{Max}_{\alpha, \beta}\left\{d_{t \in[0,1]}\left(R_{1}(\alpha(t)), R_{2}(\beta(t))\right)\right\} \\
\text { with } \left.d_{\text {geo }}^{2}\left(R_{1}(\alpha(t)), R_{2}(\beta(t))\right)\right)=\left\|\log \left(R_{1}^{-1 / 2}(\alpha(t)) R_{2}(\beta(t)) R_{1}^{-1 / 2}(\alpha(t))\right)\right\|^{2}
\end{array}\right.
$$

- Introduction of a modified Fréchet distance to take into account close dependence of elements between points of time series paths

$$
d_{\text {geo-path }}\left(R_{1}, R_{2}\right)=\operatorname{Inf}\left\{\int_{\alpha, \beta}^{1} d_{\text {geo }}\left(R_{1}(\alpha(t)), R_{2}(\beta(t))\right) d t\right\}
$$

We will begin this exposition by a global view of all geometries that are interrelated through the cornerstone concept of Koszul-Vinberg characteristic function and metric.

### 7.2 Characteristic Function in Geometry/Statistic/ Thermodynamic

In the title of the paper "Eidetic Reduction" is a reference to Husserl phenomenology [149], but should be understood in the context of following Bergson's definition of "Eidos" (synonymous of "Idea" or "morphe" in greek philosophy), emerging from his philosophy during this time period called by Frédéric Worms [152-154] "Moment 1900" which is still decisive, a hundred years later. In 1907, Henri Bergson (Philosopher, the 1927 Nobel Prize in Literature, Professor at College de France, member of Académie Française, awarded in 1930 by highest French honour, the Grand-Croix de la Légion d'honneur) gave his definition of greek concept of "Eidos" in the book "Creative Evolution" [150, 151]:

> The word, eidos, which we translate here by "Idea", has, in fact, this threefold meaning. It denotes (1) the quality, (2) the form or essence, (3) the end or design (in the sense of intention) of the act being performed, that is to say, at bottom, the design (in the sense of drawing) of the act supposed accomplished. These three aspects are those of the adjective, substantive and verb, and correspond to the three essential categories of language. After the explanations we have given above, we might, and perhaps we ought to, translated eidos by "view" or rather by "moment." For eidos is the stable view taken of the instability of things: the quality, which is a moment of becoming; the form which is a moment of evolution; the essence, which is the mean form above and below which the other forms are arranged as alterations of the mean; finally, the intention or mental design which presides over the action being accomplished, and which is nothing else, we said, than the material design, traced out and contemplated beforehand, of the action accomplished. To reduce things to Ideas is therefore to resolve becoming into its principal moments, each of these being, moreover, by the hypothesis, screened from the laws of time and, as it were, plucked out of eternity. That is to say that we end in the philosophy of Ideas when we apply the cinematographical mechanism of the intellect to the analysis of the real.

The paper title should be then considered as echo of this Bergson's citation on "Eidos" with twofold meaning in our development: "Eidos" considered with meaning of "equilibrium state" as defined by Bergson "Eidos is the stable view taken of the instability of things", but also "Eidos" thought as "Eidetic Reduction" about "Essence" of Information Geometry from where we will try to favor the emergence of "Koszul characteristic function" concept. Eidetic reduction considered as the study of "Information Geometry" reduced into a necessary essence, where will be identified its basic and invariable components that will be declined in different domains of Science (mathematics, physics, information theory,...).

As essence of Information Geometry, we will develop the "Koszul Characteristic Function", transverse concept in Thermodynamics (linked with Massieu-Duhem Potentials), in Probability (linked with Poincaré generating moment function), in Large Deviations Theory (linked with Laplace Principle), in Mechanics (linked with Contact Geometry), in Geometric Physics (linked with Souriau Geometric temperature in Mechanical Symplectic geometry) and in Quantum Physics (linked with Balian Quantum hessian metric). We will try to explore close inter-relations between these domains through geometric tools developed by Jean-Louis Koszul (Koszul forms, ...).
M. Massieu a montré que, si l'on fait choix pour variables Puisque des fonctions de M. Massieu on peut déduire les indépendantes de $\boldsymbol{\rho}$ et de $\mathbf{T}$ ou de $p$ et de $\mathbf{T}$, il existe une autres fonctions des variables, toutes les équations de la fonction, d'ailleurs inconnue, de laquelle les trois fonctions Thermodynamique pourront s'écrire de manière à ne plus des variables, $p, \mathbf{U}$ et $\mathbf{S}$ dans le premier cas, $v, \mathbf{U}$ et $\mathbf{S}$ dans renfermer que ces fonctions et leurs dérivées; il en résulle second, peuvent se déduire facilement. M. Massieu à tera donc, dans certains cas, une grande simplification. Nous donné à cette fonction, dont Ja forme dépend du choix des verrons bientôt une application importante de ces foncvariables, le nom de fonction caractéristique. tions.

Fig. 7.1 Text of Poincaré lecture on thermodynamic with development of the concept of "Massieu characteristic function"

First, we will observe that derivatives of the Koszul-Vinberg Characteristic Function Logarithm (KVCFL) $\log \psi_{\Omega}(x)=\log \int_{\Omega^{*}} e^{-\langle\xi, x\rangle} d \xi$ are invariant by the automorphisms of the convex cone $\Omega$, and so KVCFL Hessian defines naturally a Riemannian metric, that is the basic root of development in Information Geometry.

In thermodynamic, François Massieu was the first to introduce the concept of characteristic function $\phi$ (or Massieu-Duhem potential). This characteristic function or thermodynamic potential is able to provide all body properties from their derivatives. Among all thermodynamic Massieu-Duhem potentials, Entropy $S$ is derived from Legendre-Moreau transform of characteristic function logarithm $\phi: S=\phi-\beta \cdot \frac{\partial \phi}{\partial \beta}$ with $\beta=\frac{1}{k T}$ the thermodynamic temperature.

The most popular notion of "characteristic function" was first introduced by Henri Poincaré in his lecture on probability [40], using the property that all moments of statistical laws could be deduced from its derivatives. Paul Levy has made a systematic use of this concept. We assume that Poincaré was influenced by his school fellow at Ecole des Mines de Paris, François Massieu, and his work on thermodynamic potentials (generalized by Pierre Duhem in an Energetic Theory). This assertion is corroborated by the observation that Poincaré had added in his lecture on thermodynamics in second edition [39], one chapter on "Massieu characteristic function" with many developments and applications (Fig. 7.1).

In Large Deviation Theory, Laplace Principle allows to introduce the (scaled cumulant) Generating Function $\phi(x)=\operatorname{Lim}_{n \rightarrow \infty} \frac{1}{n} \log \psi_{n}(x)$ with $\psi_{n}(x)$ $=\int e^{n x \varsigma} p\left(\Sigma_{n}=\varsigma\right) d \varsigma$ as the more natural element to characterize behavior of statistical variable for large deviations. By use of Laplace principle and the fact that the asymptotic behavior of an integral is determined by the largest value of the integrand, it can be proved that the (scaled cumulant) Generating Function $\phi(x)$ is the Legendre transform of the rate Function $I(\varsigma)=\operatorname{Lim}_{n \rightarrow \infty}-\frac{1}{n} \log P\left(\Sigma_{n} \in d \varsigma\right)$.

For all these cases, we can observe that the "Characteristic function" and its derivatives capture all information of random variable, system or physical model. Furthermore, the general notion of Entropy could be naturally defined by the Legendre Transform of the Koszul characteristic function logarithm. In the general case, Legendre transform of KVCFL will be designated as "Koszul Entropy".

This general notion of "characteristic function" has been generalized in two different directions by physicists Jean-Marie Souriau and Roger Balian.

In 1970, Jean-Marie Souriau, that had been student of Elie Cartan, introduced the concept of coadjoint action of a group on its momentum space (or "moment map"),
based on the orbit method works, that allows to define physical observables like energy, momentum as pure geometrical objects. For Jean-Marie Souriau, equilibriums states are indexed by a geometric parameter $\beta$ with values in the Lie algebra of the Lorentz-Poincaré group. Souriau approach generalizes the Gibbs equilibrium states, $\beta$ playing the role of temperature. The invariance with respect to the group, and the fact that the entropy S is a convex function of $\beta$, imposes very strict conditions, that allow Souriau to interpreted $\beta$ as a space-time vector (the temperature vector of Planck), giving to the metric tensor $g$ a null Lie derivative. In our development, before exposing Souriau theory, we will introduce Legendre Duality between the variational Euler-Lagrange and the symplectic Hamilton-Jacobi formulations of the equations of motion and will introduce Cartan-Poincaré invariant.

In 1986, Roger Balian has introduced a natural metric structure for the space of states $\hat{D}$ in quantum mechanics, from which we can deduce the distance between a state and one of its approximations. Based on quantum information theory, Roger Balian has built on physical grounds this metric as hessian metric $d s^{2}=d^{2} S(\hat{D})$ from $S(\hat{D})$, von Neumann's entropy $S(\hat{D})=-\operatorname{Tr}[\hat{D} \ln (\hat{D})]$. Balian has then recovered same relations than in classical statistical physics, with also a "quantum characteristic function" logarithm $F(\hat{X})=\ln \operatorname{Tr} \exp \hat{X}$, Legendre transform of von-Neuman Entropy $S(\hat{D})=F(\hat{X})-\langle\hat{D}, \hat{X}\rangle$. In this framework, Balian has introduced the notion of "Relevant Entropy".

We will synthetize all these analogies in a table for the three models of Koszul, Souriau and Balian (Information Geometry case being a particular case of Koszul geometry).

In last chapters, we will apply the Koszul theory for defining geometry of Symmetric/Hermitian Positive Definite Matrices, and more particularly for covariance matrix of stationary signal that are characterized by specific matrix structures: Toeplitz Hermitian Positive Definite Matrix structure (covariance matrix of a stationary time series) or Toeplitz-Block-Toeplitz Hermitian Positive Definite Matrix structure (covariance matrix of a stationary space-time series). We will see that "Toeplitz" matrix structure could be captured by complex autogressive model parameterization. This parameterization could be naturally introduced without arbitrary through Trench's theorem (or equivalently Verblunsky's theorem) or through Partial Iwasawa decomposition. By extension, we introduce a new geometry for nonstationary signal through Fréchet metric space of geodesic paths on structured matrix manifolds.

We conclude with two general concepts of "Generating Inner Product" and "Generating Function" that extend previous developments.

The Koszul-Vinberg characteristic function is a dense knot in mathematics and could be introduced in the framework of different geometries: Hessian Geometry (Jean-Louis Koszul work), Homogeneous convex cones geometry (Ernest Vinberg work), Homogeneous Symmetric Bounded Domains Geometry (Eli Cartan and Carl Ludwig Siegel works), Symplectic Geometry (Thomas von Friedrich and Jean-Marie Souriau work), Affine Geometry (Takeshi Sasaki and Eugenio Calabi works) and Information Geometry (Calyampudi Rao [193] and Nikolai Chentsov [194] works).

Fig. 7.2 Landscape of geometric science of information and key cornerstone position of "Koszul-Vinberg characteristic function"


Through Legendre duality, Contact Geometry (Vladimir Arnold work) is considered as the odd-dimensional twin of symplectic geometry and could be used to understand Legendre mapping in Information Geometry. Fisher metric of Information Geometry could be introduced as hessian metric from Koszul-Vinberg characteristic function logarithm or from Koszul Entropy (Legendre transform of Koszul-Vinberg characteristic function logarithm).

In a more general context, we can consider Information Geometry in the framework of "Geometric Science of Information" (see first SEE/SMF GSI' 13 conference on this topic: http://www.gsi2013.org, organized at Ecole des Mines de Paris in August 2013). Geometric Science of Information also includes Probability in Metric Space (Maurice Fréchet work), Probability/Geometry on structures (Yann Ollivier and Misha Gromov works) and Probability on Riemannian Manifold (Michel Emery and Marc Arnaudon works).

In Fig.7.2, we give the general landscape of "Geometric Science of Information" where "Koszul-Vinberg characteristic function" appears as a key cornerstone between different geometries.

### 7.3 Legendre Duality and Projective Duality

In following chapters, we will see that Logarithm of Characteristic function and Entropy will be related by Legendre transform, that we can consider in the context of projective duality. Duality is an old and very fruitful Idea ("Eidos") in Mathematics that has been constantly generalized [59-65]. A duality translates concepts, theorems or mathematical structures into other concepts, theorems or structures, in a one-toone fashion, often by means of an involution operation and sometimes with fixed points.

Most simple duality is linear duality in the plane with points and lines (two different points can be joined by a unique line. Two different lines meet in one point unless they are parallel). By adding some points at infinity (to avoid particular case

Fig. 7.3 (On the left) Pascal's theorem, (on the right) Brianchon's theorem

of parallel lines) then we obtain the projective plane in which the duality is given symmetrical relationship between points and lines, and led to the classical principle of projective duality, where the dual theorem is also a theorem.

Most Famous example is given by Pascal's theorem (the Hexagrammum Mysticum Theorem) stating that:

- If the vertices of a simple hexagon are points of a point conic, then its diagonal points are collinear: If an arbitrary six points are chosen on a conic (i.e., ellipse, parabola or hyperbola) and joined by line segments in any order to form a hexagon, then the three pairs of opposite sides of the hexagon (extended if necessary) meet in three points which lie on a straight line, called the Pascal line of the hexagon

The dual of Pascal's Theorem is known as Brianchon's Theorem:

- If the sides of a simple hexagon are lines of a line conic, then the diagonal lines are concurrent (Fig. 7.3).

The Legendre(-Moreau) transform $[158,165]$ is an operation from convex functions on a vector space to functions on the dual space. The Legendre transform is related to projective duality and tangential coordinates in algebraic geometry, and to the construction of dual Banach spaces in analysis. Classical Legendre transform in Euclidean space is given by fixing a scalar product $\langle.$, . $\rangle$ on $R^{n}$. For a function $F: R^{n} \rightarrow R \cup\{ \pm \infty\}$ let:

$$
\begin{equation*}
G(y)=L F(y)=\operatorname{Sup}_{x}\{\langle y, x\rangle-F(x)\} \tag{7.1}
\end{equation*}
$$

This is an involution on the class of convex lower semi-continuous functions on $R^{n}$.

There are two dual possibilities to describe a function. We can either use a function, or we may regard the curve as the envelope of its tangent planes (Fig. 7.4).

In the framework of Information geometry, Bregman divergence appears as essentially the canonical divergence on a dually flat manifold equipped with a pair of biorthogonal coordinates induced from a pair of "potential functions" under the Legendre transform [159].

To illustrate the role of Legendre transform in Information Geometry, we provide a canonical example, with the relations for the Multivariate Normal Gaussian Law $N(m, R)$ :

Fig. 7.4 Legendre transform $G(y)$ of $F(x)$


- Dual Coordinates systems:

$$
\left\{\begin{array}{l}
\tilde{\Theta}=(\theta, \Theta)=\left(R^{-1} m,(2 R)^{-1}\right)  \tag{7.2}\\
\tilde{H}=(\eta, H)=\left(m,-R+m m^{T}\right)
\end{array}\right.
$$

- Dual potential functions:

$$
\left\{\begin{array}{l}
\tilde{\Psi}(\tilde{\Theta})=2^{-} \operatorname{Tr}\left(\Theta^{-1} \theta \theta^{T}\right)-2^{-1} \log (\operatorname{det} \Theta)+2^{-1} n \log (2 \pi e)  \tag{7.3}\\
\tilde{\Phi}(\tilde{H})=-2^{-1} \log \left(1+\eta^{T} H^{-1} \eta\right)-2^{-1} \log (\operatorname{det}(-H))-2^{-1} n \log (2 \pi e)
\end{array} .\right.
$$

related by Legendre transform:

$$
\begin{gather*}
\tilde{\Phi}(\tilde{H})=\langle\tilde{\Theta}, \tilde{H}\rangle-\tilde{\Psi}(\tilde{\Theta}) \text { with }\langle\tilde{\Theta}, \tilde{H}\rangle=\operatorname{Tr}\left(\theta \eta^{T}+\Theta H^{T}\right)  \tag{7.4}\\
\left\{\begin{array} { l } 
{ \frac { \partial \tilde { \Psi } } { \partial \theta } = \eta } \\
{ \frac { \partial \tilde { \Psi } } { \partial \Theta } = H }
\end{array} \text { and } \left\{\begin{array}{l}
\frac{\partial \tilde{\Phi}}{\partial \eta}=\theta \\
\frac{\partial \tilde{\Phi}}{\partial H}=\Theta
\end{array}\right.\right. \tag{7.5}
\end{gather*}
$$

with $\tilde{\Phi}(\tilde{H})=E[\log p]$ the Entropy.
In the theory of Information Geometry introduced by Rao [193] and Chentsov [194], a Riemannian manifold is then defined by a metric tensor given by hessian of these dual potential functions:

$$
\begin{equation*}
g_{i j}=\frac{\partial^{2} \tilde{\Psi}}{\partial \tilde{\Theta}_{i} \partial \tilde{\Theta}_{j}} \text { and } g_{i j}^{*}=\frac{\partial^{2} \tilde{\Phi}}{\partial \tilde{H}_{i} \partial \tilde{H}_{j}} \tag{7.6}
\end{equation*}
$$

One of the important concepts in information geometry is mutually dual (conjugate) affine connections, and could be studied in the framework of Hessian or affine differential geometry. For more details and other developments on "dual affine connections" and "alpha-connections", we invite you to read the two books by Shun Ishi Amari [191, 192].

In this paper, we will not develop concepts of dual affine connections, but the "hessian manifolds" theory that was initially studied by Jean-Louis Koszul in a more general framework. In Sect.7.4, we will expose theory of Koszul-Vinberg characteristic function on convex sharp cones that will be presented as a general framework of Information geometry.

### 7.4 Koszul Characteristic Function/Entropy by Legendre Duality

We define Koszul-Vinberg hessian metric on convex sharp cone, and observe that the Fisher information metric of Information Geometry coincides with the canonical Koszul Hessian metric (Koszul form) [1, 27-32]. We also observe, by Legendre duality (Legendre transform of Koszul characteristic function logarithm), that we are able to introduce a Koszul Entropy, that plays the role of general Entropy definition.

### 7.4.1 Koszul-Vinberg Characteristic Function and Metric of Convex Sharp Cone

Koszul [1, 27, 32] and Vinberg [33, 146] have introduced an affinely invariant Hessian metric on a sharp convex cone $\Omega$ through its characteristic function $\psi$. In the following, $\Omega$ is a sharp open convex cone in a vector space $E$ of finite dimension on $R$ (a convex cone is sharp if it does not contain any full straight line). In dual space $E^{*}$ of $E, \Omega^{*}$ is the set of linear strictly positive forms on $\bar{\Omega}-\{0\}$ and $\Omega^{*}$ is the dual cone of $\Omega$ and is a sharp open convex cone. If $\xi \in \Omega^{*}$, then the intersection $\Omega \cap\{x \in E /\langle x, \xi\rangle=1\}$ is bounded. $G=\operatorname{Aut}(\Omega)$ is the group of linear transform of $E$ that preserves $\Omega . G=\operatorname{Aut}(\Omega)$ operates on $\Omega^{*}$ by $\forall g \in G=\operatorname{Aut}(\Omega), \forall \xi \in E^{*}$ then $\tilde{g} \cdot \xi=\xi \circ g^{-1}$.

Koszul-Vinberg Characteristic function definition: Let $d \xi$ be the Lebesgue measure on $E^{*}$, the following integral:

$$
\begin{equation*}
\psi_{\Omega}(x)=\int_{\Omega^{*}} e^{-\langle\xi, x\rangle} d \xi \forall x \in \Omega \tag{7.7}
\end{equation*}
$$

with $\Omega^{*}$ the dual cone is an analytic function on $\Omega$, with $\left.\psi_{\Omega}(x) \in\right] 0,+\infty[$, called the Koszul-Vinberg characteristic function of cone $\Omega$, with the properties:

- The Bergman kernel of $\Omega+i R^{n+1}$ is written as $K_{\Omega}(\operatorname{Re}(z))$ up to a constant where $K_{\Omega}$ is defined by the integral:

$$
\begin{equation*}
K_{\Omega}(x)=\int_{\Omega^{*}} e^{-\langle\xi, x\rangle} \psi_{\Omega^{*}}(\xi)^{-1} d \xi \tag{7.8}
\end{equation*}
$$

- $\psi_{\Omega}$ is analytic function defined on the interior of $\Omega$ and $\psi_{\Omega}(x) \rightarrow+\infty$ as $x \rightarrow \partial \Omega$ If $g \in \operatorname{Aut}(\Omega)$ then $\psi_{\Omega}(g x)=|\operatorname{det} g|^{-1} \psi_{\Omega}(x)$ and since $t I \in G=\operatorname{Aut}(\Omega)$ for any $t>0$, we have

$$
\begin{equation*}
\psi_{\Omega}(t x)=\psi_{\Omega}(x) / t^{n} \tag{7.9}
\end{equation*}
$$

- $\psi_{\Omega}$ is logarithmically strictly convex, and $\varphi_{\Omega}(x)=\log \left(\psi_{\Omega}(x)\right)$ is strictly convex Koszul 1-form $\alpha$ : The differential 1-form

$$
\begin{equation*}
\alpha=d \varphi_{\Omega}=d \log \psi_{\Omega}=d \psi_{\Omega} / \psi_{\Omega} \tag{7.10}
\end{equation*}
$$

is invariant by all automorphisms $G=\operatorname{Aut}(\Omega)$ of $\Omega$. If $x \in \Omega$ and $u \in E$ then

$$
\begin{equation*}
\left\langle\alpha_{x}, u\right\rangle=-\int_{\Omega^{*}}\langle\xi, u\rangle \cdot e^{-\langle\xi, x\rangle} d \xi \text { and } \alpha_{x} \in-\Omega^{*} \tag{7.11}
\end{equation*}
$$

Koszul 2-form $\beta$ : The symmetric differential 2-form

$$
\begin{equation*}
\beta=D \alpha=d^{2} \log \psi_{\Omega} \tag{7.12}
\end{equation*}
$$

is a positive definite symmetric bilinear form on E invariant under $G=\operatorname{Aut}(\Omega)$.

$$
\begin{equation*}
D \alpha>0\left(\text { Schwarz inequality and } d^{2} \log \psi_{\Omega}(u, v)=\int_{\Omega^{*}}\langle\xi, u\rangle\langle\xi, v\rangle e^{-\langle\xi, u\rangle} d \xi\right) \tag{7.13}
\end{equation*}
$$

Koszul-Vinberg Metric: D $\alpha$ defines a Riemanian structure invariant by $\operatorname{Aut}(\Omega)$, and then the Riemanian metric is given by

$$
\begin{align*}
g= & d^{2} \log \psi_{\Omega}  \tag{7.14}\\
d^{2} \log \psi(x)=d^{2}\left[\log \int \psi_{u} d u\right]= & \frac{\int \psi_{u} d^{2} \log \psi_{u} d u}{\int \psi_{u} d u} \\
& +\frac{1}{2} \frac{\iint \psi_{\mathrm{u}} \psi_{v}\left(d \log \psi_{u}-d \log \psi_{v}\right)^{2} d u d v}{\iint \psi_{u} \psi_{v} d u d v}
\end{align*}
$$

A diffeomorphism is used to define dual coordinate:

$$
\begin{equation*}
x^{*}=-\alpha_{x}=-d \log \psi_{\Omega}(x) \tag{7.15}
\end{equation*}
$$

with $\langle d f(x), u\rangle=D_{u} f(x)=\left.\frac{d}{d t}\right|_{t=0} f(x+t u)$. When the cone $\Omega$ is symmetric, the map $x^{*}=-\alpha_{x}$ is a bijection and an isometry with a unique fixed point (the manifold is a Riemannian Symmetric Space given by this isometry): $\left(x^{*}\right)^{*}=x,\left\langle x, x^{*}\right\rangle=n$ and $\psi_{\Omega}(x) \psi_{\Omega^{*}}\left(x^{*}\right)=$ cste $\cdot x^{*}$ is characterized by $x^{*}=\arg \min \left\{\psi(y) / y \in \Omega^{*},\langle x, y\rangle=n\right\}$ and $x^{*}$ is the center of gravity of the cross section $\left\{y \in \Omega^{*},\langle x, y\rangle=n\right\}$ of $\Omega^{*}$ :

$$
\begin{align*}
x^{*}= & \int_{\Omega^{*}} \xi \cdot e^{-\langle\xi, x\rangle} d \xi / \int_{\Omega^{*}} e^{-\langle\xi, x\rangle} d \xi, \\
& \left\langle-x^{*}, h\right\rangle=d_{h} \log \psi_{\Omega}(x) \\
= & -\int_{\Omega^{*}}\langle\xi, h\rangle e^{-\langle\xi, x\rangle} d \xi / \int_{\Omega^{*}} e^{-\langle\xi, x\rangle} d \xi \tag{7.16}
\end{align*}
$$

### 7.4.2 Koszul Entropy and Its Barycenter

From this last equation, we can deduce "Koszul Entropy" defined as Legendre Transform of minus logarithm of Koszul-Vinberg characteristic function $\Phi(x)$ :

$$
\begin{gather*}
\Phi^{*}\left(x^{*}\right)=\left\langle x, x^{*}\right\rangle-\Phi(x) \text { with } x^{*}=D_{x} \Phi \text { and } x=D_{x^{*}} \Phi^{*} \text { where } \Phi(x)=-\log \psi_{\Omega}(x)  \tag{7.17}\\
\Phi^{*}\left(x^{*}\right)=\left\langle\left(D_{x} \Phi\right)^{-1}\left(x^{*}\right), x^{*}\right\rangle-\Phi\left[\left(D_{x} \Phi\right)^{-1}\left(x^{*}\right)\right] \forall x^{*} \in\left\{D_{x} \Phi(x) / x \in \Omega\right\} \tag{7.18}
\end{gather*}
$$

By (7.11), and using that $-\langle\xi, x\rangle=\log e^{-\langle\xi, x\rangle}$ we can write:

$$
\begin{equation*}
-\left\langle x^{*}, x\right\rangle=\int_{\Omega^{*}} \log e^{-\langle\xi, x\rangle} \cdot e^{-\langle\xi, x\rangle} d \xi / \int_{\Omega^{*}} e^{-\langle\xi, x\rangle} d \xi \tag{7.19}
\end{equation*}
$$

and

$$
\begin{align*}
& \Phi^{*}\left(x^{*}\right)=\left\langle x, x^{*}\right\rangle-\Phi(x)=-\int_{\Omega^{*}} \log e^{-\langle\xi, x\rangle} \cdot e^{-\langle\xi, x\rangle} d \xi / \int_{\Omega^{*}} e^{-\langle\xi, x\rangle} d \xi+\log \int_{\Omega^{*}} e^{-\langle\xi, x\rangle} d \xi \\
& \Phi^{*}\left(x^{*}\right)=\left[\left(\int_{\Omega^{*}} e^{-\langle\xi, x\rangle} d \xi\right) \cdot \log \int_{\Omega^{*}} e^{-\langle\xi, x\rangle} d \xi-\int_{\Omega^{*}} \log e^{-\langle\xi, x\rangle} \cdot e^{-\langle\xi, x\rangle} d \xi\right] / \int_{\Omega^{*}} e^{-\langle\xi, x\rangle} d \xi \tag{7.20}
\end{align*}
$$

We can then consider this Legendre transform as an Entropy, named Koszul Entropy if we rewrite equation (7.20) in the new form

$$
\begin{equation*}
\Phi^{*}=-\int_{\Omega^{*}} p_{x}(\xi) \log p_{x}(\xi) d \xi \tag{7.21}
\end{equation*}
$$

with

$$
\begin{align*}
p_{x}(\xi) & =e^{-\langle\xi, x\rangle} \int_{\Omega^{*}} e^{-\langle\xi, x\rangle} d \xi=e^{-\langle x, \xi\rangle-\log \int_{\Omega^{*}} e^{-\langle\xi, x\rangle} d \xi}=e^{-\langle x, \xi\rangle+\Phi(x)} \text { and } \\
x^{*} & =\int_{\Omega^{*}} \xi \cdot p_{x}(\xi) d \xi \tag{7.22}
\end{align*}
$$

We will call $p_{x}(\xi)=\frac{e^{-\langle\xi, x\rangle}}{\int_{\Omega^{*}} e^{-\langle\xi, x\rangle} d \xi}$ the Koszul Density, with the property that:

$$
\begin{equation*}
\log p_{x}(\xi)=-\langle x, \xi\rangle-\log \int_{\Omega^{*}} e^{-\langle\xi, x\rangle} d \xi=-\langle x, \xi\rangle+\Phi(x) \tag{7.23}
\end{equation*}
$$

and

$$
\begin{equation*}
E_{\xi}\left[-\log p_{x}(\xi)\right]=\left\langle x, x^{*}\right\rangle-\Phi(x) \tag{7.24}
\end{equation*}
$$

We can observe that:

$$
\begin{align*}
\Phi(x) & =-\log \int_{\Omega^{*}} e^{-\langle\xi, x\rangle} d \xi=-\log \int_{\Omega^{*}} e^{-\left[\Phi^{*}(\xi)+\Phi(x)\right]} d \xi=\Phi(x)-\log \int_{\Omega^{*}} e^{-\Phi^{*}(\xi)} d \xi \\
& \Rightarrow \int_{\Omega^{*}} e^{-\Phi^{*}(\xi)} d \xi=1 \tag{7.25}
\end{align*}
$$

To make appear $x^{*}$ in $\Phi^{*}\left(x^{*}\right)$, we have to write:

$$
\begin{align*}
\log p_{x}(\xi) & =\log e^{-\langle x, \xi\rangle+\Phi(x)}=\log e^{-\Phi^{*}(\xi)}=-\Phi^{*}(\xi) \\
& \Rightarrow \Phi^{*}=-\int_{\Omega^{*}} p_{x}(\xi) \log p_{x}(\xi) d \xi=\int_{\Omega^{*}} \Phi^{*}(\xi) p_{x}(\xi) d \xi=\Phi^{*}\left(x^{*}\right) \tag{7.26}
\end{align*}
$$

The last equality is true if and only if:

$$
\begin{equation*}
\int_{\Omega^{*}} \Phi^{*}(\xi) p_{x}(\xi) d \xi=\Phi^{*}\left(\int_{\Omega^{*}} \xi \cdot p_{x}(\xi) d \xi\right) \text { as } x^{*}=\int_{\Omega^{*}} \xi \cdot p_{x}(\xi) d \xi \tag{7.27}
\end{equation*}
$$

This condition could be written:

$$
\begin{equation*}
E\left[\Phi^{*}(\xi)\right]=\Phi^{*}(E[\xi]), \xi \in \Omega^{*} \tag{7.28}
\end{equation*}
$$

The meaning of this relation is that "Barycenter of Koszul Entropy is Koszul Entropy of Barycenter".
This condition is achieved for $x^{*}=D_{x} \Phi$ taking into account Legendre Transform property:

$$
\text { Legendre Transform: } \begin{align*}
\Phi^{*}\left(x^{*}\right) & =\operatorname{Sup}_{x}\left[\left\langle x, x^{*}\right\rangle-\Phi(x)\right] \\
& \Rightarrow\left\{\begin{array}{l}
\Phi^{*}\left(x^{*}\right) \geq\left\langle x, x^{*}\right\rangle-\Phi(x) \\
\Phi^{*}\left(x^{*}\right) \geq \int_{\Omega^{*}} \Phi^{*}(\xi) p_{x}(\xi) d \xi
\end{array}\right. \\
& \Rightarrow\left\{\begin{array}{l}
\Phi^{*}\left(x^{*}\right) \geq E\left[\Phi^{*}(\xi)\right] \\
\text { equality for } x^{*}=\frac{d \Phi}{d x}
\end{array}\right. \tag{7.29}
\end{align*}
$$

### 7.4.3 Relation with Maximum Entropy Principle

Classically, the density given by Maximum Entropy Principle [188-190] is given by:

$$
\underset{p_{x}(.)}{\operatorname{Max}}\left[-\int_{\Omega^{*}} p_{x}(\xi) \log p_{x}(\xi) d \xi\right] \text { such }\left\{\begin{array}{l}
\int_{\Omega^{*}} p_{x}(\xi) d \xi=1  \tag{7.30}\\
\int_{\Omega^{*}} \xi \cdot p_{x}(\xi) d \xi=x^{*}
\end{array}\right.
$$

If we take $q_{x}(\xi)=e^{-\langle\xi, x\rangle} / \int_{\Omega^{*}} e^{-\langle\xi, x\rangle} d \xi=e^{-\langle x, \xi\rangle-\log \int_{\Omega^{*}} e^{-\langle\xi, x\rangle} d \xi}$ such that:

$$
\left\{\begin{array}{l}
\int_{\Omega^{*}} q_{x}(\xi) \cdot d \xi=\int_{\Omega^{*}} e^{-\langle\xi, x\rangle} d \xi / \int_{\Omega^{*}} e^{-\langle\xi, x\rangle} d \xi=1  \tag{7.31}\\
\log q_{x}(\xi)=\log e^{-\langle x, \xi\rangle-\log \int_{\Omega^{*}} e^{-\langle\xi, x\rangle} d \xi}=-\langle x, \xi\rangle-\log \int_{\Omega^{*}} e^{-\langle x, \xi\rangle} d \xi
\end{array}\right.
$$

Then by using the fact that $\log x \geq\left(1-x^{-1}\right)$ with equality if and only if $x=1$, we find the following:

$$
\begin{equation*}
-\int_{\Omega^{*}} p_{x}(\xi) \log \frac{p_{x}(\xi)}{q_{x}(\xi)} d \xi \leq-\int_{\Omega^{*}} p_{x}(\xi)\left(1-\frac{q_{x}(\xi)}{p_{x}(\xi)}\right) d \xi \tag{7.32}
\end{equation*}
$$

We can then observe that:

$$
\begin{equation*}
\int_{\Omega^{*}} p_{x}(\xi)\left(1-\frac{q_{x}(\xi)}{p_{x}(\xi)}\right) d \xi=\int_{\Omega^{*}} p_{x}(\xi) d \xi-\int_{\Omega^{*}} q_{x}(\xi) d \xi=0 \tag{7.33}
\end{equation*}
$$

because $\int_{\Omega^{*}} p_{x}(\xi) d \xi=\int_{\Omega^{*}} q_{x}(\xi) d \xi=1$.
We can then deduce that:

$$
\begin{equation*}
-\int_{\Omega^{*}} p_{x}(\xi) \log \frac{p_{x}(\xi)}{q_{x}(\xi)} d \xi \leq 0 \Rightarrow-\int_{\Omega^{*}} p_{x}(\xi) \log p_{x}(\xi) d \xi \leq-\int_{\Omega^{*}} p_{x}(\xi) \log q_{x}(\xi) d \xi \tag{7.34}
\end{equation*}
$$

If we develop the last inequality, using expression of $q_{x}(\xi)$ :

$$
\begin{gather*}
-\int_{\Omega^{*}} p_{x}(\xi) \log p_{x}(\xi) d \xi \leq-\int_{\Omega^{*}} p_{x}(\xi)\left[-\langle x, \xi\rangle-\log \int_{\Omega^{*}} e^{-\langle x, \xi\rangle} d \xi\right] d \xi  \tag{7.35}\\
-\int_{\Omega^{*}} p_{x}(\xi) \log p_{x}(\xi) d \xi \leq\left\langle x, \int_{\Omega^{*}} \xi \cdot p_{x}(\xi) d \xi\right\rangle+\log \int_{\Omega^{*}} e^{-\langle x, \xi\rangle} d \xi \tag{7.36}
\end{gather*}
$$

If we take $x^{*}=\int_{\Omega^{*}} \xi \cdot p_{x}(\xi) d \xi$ and $\Phi(x)=-\log \int_{\Omega^{*}} e^{-\langle x, \xi\rangle} d \xi$, then we deduce that the Koszul density $q_{x}(\xi)=e^{-\langle\xi, x\rangle} / \int_{\Omega^{*}} e^{-\langle\xi, x\rangle} d \xi=e^{-\langle x, \xi\rangle-\log \int_{\Omega^{*}} e^{-\langle\xi, x\rangle} d \xi}$ is the Maximum Entropy solution constrained by $\int_{\Omega^{*}} p_{x}(\xi) d \xi=1$ and $\int_{\Omega^{*}} \xi \cdot p_{x}(\xi)$ $d \xi=x^{*}:$

$$
\begin{align*}
& -\int_{\Omega^{*}} p_{x}(\xi) \log p_{x}(\xi) d \xi \leq\left\langle x, x^{*}\right\rangle-\Phi(x)  \tag{7.37}\\
& -\int_{\Omega^{*}} p_{x}(\xi) \log p_{x}(\xi) d \xi \leq \Phi^{*}\left(x^{*}\right) \tag{7.38}
\end{align*}
$$

We have then proved that Koszul Entropy provides density of Maximum Entropy:

$$
\begin{equation*}
p_{\bar{\xi}}(\xi)=\frac{e^{-\left\langle\xi, \Theta^{-1}(\bar{\xi})\right\rangle}}{\int_{\Omega^{*}} e^{-\left\langle\xi, \Theta^{-1}(\bar{\xi})\right\rangle} d \xi} \text { with } x=\Theta^{-1}(\bar{\xi}) \text { and } \bar{\xi}=\Theta(x)=\frac{d \Phi(x)}{d x} \tag{7.39}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{\xi}=\int_{\Omega^{*}} \xi \cdot p_{\bar{\xi}}(\xi) d \xi \text { and } \Phi(x)=-\log \int_{\Omega^{*}} e^{-\langle x, \xi\rangle} d \xi \tag{7.40}
\end{equation*}
$$

We can then deduce Maximum Entropy solution without solving Classical variational problem with Lagrangian hyperparameters, but only by inversing function $\Theta(x)$.This remark was made by Jean-Marie Souriau in the paper [97], if we take vector with tensor components $\xi=\binom{z}{z \otimes z}$, components of $\bar{\xi}$ will provide moments of first and second order of the density of probability $p_{\bar{\xi}}(\xi)$, that is defined by Gaussian
law. In this particular case, we can write:

$$
\begin{equation*}
\langle\xi, x\rangle=a^{T} z+\frac{1}{2} z^{T} H z \tag{7.41}
\end{equation*}
$$

with $a \in R^{n}$ and $H \in \operatorname{Sym}(n)$. By change of variable given by $z^{\prime}=H^{1 / 2} z+H^{-1 / 2} a$, we can then compute the logarithm of the Koszul characteristic function:

$$
\begin{equation*}
\Phi(x)=-\frac{1}{2}\left[a^{T} H^{-1} a+\log \operatorname{det}\left[H^{-1}\right]+n \log (2 \pi)\right] \tag{7.42}
\end{equation*}
$$

We can prove that first moment is equal to $-H^{-1} a$ and that components of variance tensor are equal to elements of matrix $H^{-1}$, that induces the second moment. The Koszul Entropy, its Legendre transform, is then given by:

$$
\begin{equation*}
\Phi^{*}(\bar{\xi})=\frac{1}{2}\left[\log \operatorname{det}\left[H^{-1}\right]+n \log (2 \pi \cdot e)\right] \tag{7.43}
\end{equation*}
$$

### 7.4.4 Crouzeix Relation and Its Consequences

The duality between dual potential functions is recovered by this relation:

$$
\begin{gather*}
\Phi^{*}\left(x^{*}\right)+\Phi(x)=\left\langle x, x^{*}\right\rangle \text { with } x^{*}=\frac{d \Phi}{d x} \text { and } x=\frac{d \Phi^{*}}{d x^{*}} \text { where } \Phi(x)=-\log \psi_{\Omega}(x) \\
\left\{\begin{array} { l } 
{ \frac { d \Phi } { d x } = x ^ { * } } \\
{ \frac { d \Phi ^ { * } } { d x ^ { * } } = x }
\end{array} \Rightarrow \left\{\begin{array}{l}
\frac{d^{2} \Phi}{d x^{2}}=\frac{d x^{*}}{d x} \\
\frac{d^{2} \Phi^{*}}{d x^{*}}=\frac{d x}{d x^{*}}
\end{array} \Rightarrow \frac{d^{2} \Phi}{d x^{2}} \cdot \frac{d^{2} \Phi^{*}}{d x^{* 2}}=1 \Rightarrow \frac{d^{2} \Phi}{d x^{2}}=\left[\frac{d^{2} \Phi^{*}}{d x^{*}}\right]^{-1}\right.\right. \\
\Rightarrow d s^{2}=-\frac{d^{2} \Phi}{d x^{2}} d x^{2}=-\left[\frac{d^{2} \Phi^{*}}{d x^{* 2}}\right]^{-1} \cdot\left[\frac{d^{2} \Phi^{*}}{d x^{*}} \cdot d x^{*}\right]^{2}=-\frac{d^{2} \Phi^{*}}{d x^{* 2}} \cdot d x^{* 2} \tag{7.44}
\end{gather*}
$$

The relation $\frac{d^{2} \Phi}{d x^{2}}=\left[\frac{d^{2} \Phi^{*}}{d x^{*}}\right]^{-1}$ has been established by J.P. Crouzeix in 1977 in a short communication [176] for convex smooth functions and their Legendre transforms. This result has been extended for non-smooth function by Seeger [177] and HiriartUrruty [178], using polarity relationship between the second-order subdifferentials. This relation was mentioned in texts of variational calculus and theory of elastic materials (with work potentials) [178].

This last relation has also be used in the framework of the Monge-Ampere measure associated to a convex function, to prove equality with Lebesgue measure $\lambda$ :

$$
\begin{align*}
& m_{\Phi}(\Lambda)=\int_{\Lambda} \varphi(x) d x=\lambda(\{\nabla \phi(\mathrm{x}) / \mathrm{x} \in \Lambda\})  \tag{7.45}\\
& \forall \Lambda \in B_{\Omega}(\text { Borel set in } \Omega) \text { and } \phi(x)=\operatorname{det}\left[\nabla^{2} \Phi(x)\right]
\end{align*}
$$

That is proved using Crouezix relation: $\nabla^{2} \Phi(x)=\nabla^{2} \Phi\left(\nabla \Phi^{*}(y)\right)=\left[\nabla^{2} \Phi^{*}(y)\right]^{-1}$

$$
\begin{align*}
m_{\Phi}(\Lambda) & =\int_{\Lambda} \varphi(x) d x=\int_{\Lambda} \operatorname{det}\left[\nabla^{2} \Phi(x)\right] \cdot d x \\
m_{\Phi}(\Lambda) & =\int_{\left(\nabla \Phi^{*}\right)^{-1}(A)} \operatorname{det}\left[\nabla^{2} \Phi\left(\nabla \Phi^{*}(y)\right)\right] \cdot \operatorname{det}\left[\nabla^{2} \Phi^{*}(y)\right] d y \\
& =\int_{\nabla \Phi(\Lambda)} 1 \cdot d y=\lambda(\{\nabla \phi(\mathrm{x}) / \mathrm{x} \in \Lambda\}) \tag{7.46}
\end{align*}
$$

### 7.4.5 Koszul Metric and Fisher Metric

To make the link with Fisher metric given by Fisher Information matrix $I(x)$, we can observe that the second derivative of $\log p_{x}(\xi)$ is given by:

$$
\begin{align*}
p_{x}(\xi) & =e^{-\langle\xi, x\rangle} / \int_{\Omega^{*}} e^{-\langle\xi, x\rangle} d \xi=e^{-\langle x, \xi\rangle-\log \int_{\Omega^{*}} e^{-\langle\xi, x\rangle} d \xi} \\
& \Rightarrow \log p_{x}(\xi)=-\langle x, \xi\rangle-\log \int_{\Omega^{*}} e^{-\langle\xi, x\rangle} d \xi \tag{7.47}
\end{align*}
$$

with $\Phi(x)=-\log \int_{\Omega^{*}} e^{-\langle\xi, x\rangle} d \xi=-\log \Psi_{\Omega}(x)$

$$
\begin{gather*}
\frac{\partial^{2} \log p_{x}(\xi)}{\partial x^{2}}=\frac{\partial^{2} \Phi(x)}{\partial x^{2}} \Rightarrow I(x)=-E_{\xi}\left[\frac{\partial^{2} \log p_{x}(\xi)}{\partial x^{2}}\right]=-\frac{\partial^{2} \Phi(x)}{\partial x^{2}}=\frac{\partial^{2} \log \psi_{\Omega}(x)}{\partial x^{2}}  \tag{7.48}\\
I(x)=-E_{\xi}\left[\frac{\partial^{2} \log p_{x}(\xi)}{\partial x^{2}}\right]=\frac{\partial^{2} \log \psi_{\Omega}(x)}{\partial x^{2}} \tag{7.49}
\end{gather*}
$$

We could then deduce the close interrelation between Fisher metric and hessian of Koszul-Vinberg characteristic logarithm, that are totally equivalent.

### 7.4.6 Extended Results by Koszul, Vey and Sasaki

Koszul [1] and Vey [2, 160] have developed these results with the following theorem for connected Hessian manifolds:

Koszul-Vey Theorem: Let $M$ be a connected Hessian manifold with Hessian metric $g$. Suppose that admits a closed 1-form $\alpha$ such that $D \alpha=g$ and there exists a group $G$ of affine automorphisms of $M$ preserving $\alpha$ :

- If $M / G$ is quasi-compact, then the universal covering manifold of M is affinely isomorphic to a convex domain $\Omega$ real affine space not containing any full straight line.
- If $M / G$ is compact, then $\Omega$ is a sharp convex cone.

On this basis, Jean-Louis Koszul has given a Lie Group construction of homogeneous cone that has been developed and applied in Information Geometry by Hirohiko Shima [163, 164] in the framework of hessian geometry.

Sasaki has developed the study of Hessian manifolds in Affine Geometry [49, 50]. He has denoted by $S_{c}$ the level surface of $\psi_{\Omega}: S_{c}=\left\{\psi_{\Omega}(x)=c\right\}$ which is a noncompact submanifold in $\Omega$, and by $\omega_{c}$ the induced metric of $d^{2} \log \psi_{\Omega}$ on $S_{c}$, then assuming that the cone $\Omega$ is homogeneous under $G(\Omega)$, he proved that $S_{c}$ is a homogeneous hyperbolic affine hypersphere and every such hyperspheres can be obtained in this way. Sasaki also remarks that $\omega_{c}$ is identified with the affine metric and $S_{c}$ is a global Riemannian symmetric space when $\Omega$ is a self-dual cone. He conclude that, let $\Omega$ be a regular convex cone and let $g=d^{2} \log \psi_{\Omega}$ be the canonical Hessian metric, then each level surface of the characteristic function $\psi_{\Omega}$ is a minimal surface of the Riemannian manifold $(\Omega, g)$.

### 7.4.7 Geodesics for Koszul Hessian Metric

Last contributor is Rothaus [147] that has studied the construction of geodesics for this hessian metric geometry, using the following property:

$$
\begin{equation*}
\Gamma_{j k}^{i}=\frac{1}{2} g^{i l}\left(\frac{\partial g_{k l}}{\partial x_{j}}+\frac{\partial g_{j l}}{\partial x_{k}}-\frac{\partial g_{j k}}{\partial x_{l}}\right)=\frac{1}{2} g^{i l} \frac{\partial^{3} \log \psi_{\Omega}(x)}{\partial x_{j} \partial x_{k} \partial x_{l}} \text { with } g_{i j}=\frac{\partial^{2} \log \psi_{\Omega}(x)}{\partial x_{i} \partial x_{j}} \tag{7.50}
\end{equation*}
$$

or expressed also according the Christoffel symbol of the first kind:

$$
\begin{equation*}
[i, j k]=\frac{1}{2}\left(\frac{\partial g_{k l}}{\partial x_{j}}+\frac{\partial g_{j l}}{\partial x_{k}}-\frac{\partial g_{j k}}{\partial x_{l}}\right)=\frac{1}{2} \frac{\partial^{3} \log \psi_{\Omega}(x)}{\partial x_{j} \partial x_{k} \partial x_{l}} \tag{7.51}
\end{equation*}
$$

Then geodesic is given by:

$$
\begin{equation*}
\frac{d^{2} x_{k}}{d s^{2}}+\Gamma_{i j}^{k} \frac{d x_{i}}{d s} \frac{d x_{j}}{d s}=g_{l k} \frac{d^{2} x_{k}}{d s^{2}}+[k, i j] \frac{d x_{i}}{d s} \frac{d x_{j}}{d s}=0 \tag{7.52}
\end{equation*}
$$

that could be developed with previous relation:

$$
\begin{equation*}
\frac{d^{2} x_{k}}{d s^{2}} \frac{\partial^{2} \log \psi_{\Omega}}{\partial x_{k} \partial x_{l}}+\frac{1}{2} \frac{d x_{i}}{d s} \frac{d x_{j}}{d s} \frac{\partial^{3} \log \psi_{\Omega}}{\partial x_{l} \partial x_{i} \partial x_{j}}=0 \tag{7.53}
\end{equation*}
$$

We can then observe that:

$$
\begin{equation*}
\frac{d^{2}}{d s^{2}}\left[\frac{\partial \log \psi_{\Omega}}{\partial x_{l}}\right]=\frac{d x_{i}}{d s} \frac{d x_{j}}{d s} \frac{\partial^{3} \log \psi_{\Omega}}{\partial x_{i} \partial x_{j} \partial x_{l}}+\frac{d^{2} x_{k}}{d s^{2}} \frac{\partial^{2} \log \psi_{\Omega}}{\partial x_{k} \partial x_{l}} \tag{7.54}
\end{equation*}
$$

The geodesic equation can then be rewritten:

$$
\begin{equation*}
\frac{d^{2} x_{k}}{d s^{2}} \frac{\partial^{2} \log \psi_{\Omega}}{\partial x_{k} \partial x_{l}}+\frac{d^{2}}{d s^{2}}\left[\frac{\partial \log \psi_{\Omega}}{\partial x_{l}}\right]=0 \tag{7.55}
\end{equation*}
$$

That we can put in vector form using notations $x^{*}=-d \log \psi_{\Omega}$ and Fisher matrix $I(x)=d^{2} \log \psi_{\Omega}$ :

$$
\begin{equation*}
I(x) \frac{d^{2} x}{d s^{2}}-\frac{d^{2} x^{*}}{d s^{2}}=0 \tag{7.56}
\end{equation*}
$$

### 7.4.8 Koszul Forms and Metric for Symmetric Positive Definite Matrices

Using Koszul results of Sect.7.4.2, let $v$ be the volume element of $g$. We define a closed 1-form $\alpha$ and $\beta$ a symmetric bilinear form by: $D_{X} v=\alpha(X) v$ and $\beta=D \alpha$. The forms $\alpha$ and $\beta$, called the first Koszul form and the second Koszul form for a Hessian structure $(D ; g)$ respectively are given by:

$$
\begin{aligned}
v=\left(\operatorname{det}\left[g_{i j}\right]\right)^{1 / 2} d x^{1} \wedge \cdots d x^{n} \Rightarrow \alpha_{i} & =\frac{\partial}{\partial x^{i}} \log \left(\operatorname{det}\left[g_{i j}\right]\right)^{\frac{1}{2}} v \text { and } \\
\beta_{i j} & =\frac{\partial \alpha_{i}}{\partial x^{j}}=\frac{1}{2} \frac{\partial^{2} \log \operatorname{det}\left[g_{k l}\right]}{\partial x^{i} \partial x^{j}}
\end{aligned}
$$

The pair $(D ; g)$ of flat connection $D$ and Hessian metric $g$ define the Hessian structure. As seen previously, Koszul studied flat manifolds endowed with a closed 1 -form $\alpha$ such that $D \alpha$ is positive definite, whereupon $D \alpha$ is a Hessian metric. The Hessian structure $(D ; g)$ is said to be of Koszul type, if there exists a closed 1-form $\alpha$ such that $g=D \alpha$. The second Koszul form $\beta$ plays a role similar to the Ricci tensor for Kählerian metric.

We can then apply this Koszul geometry framework for cones of Symmetric Positive Definite Matrices.

Let the inner product $\langle x, y\rangle=\operatorname{Tr}(x y), \forall x, y \in \operatorname{Sym}_{n}(R), \Omega$ be the set of symmetric positive definite matrices is an open convex cone and is self-dual $\Omega^{*}=\Omega$.

$$
\psi_{\Omega}(x)=\int_{\Omega^{*}} e^{-\langle\xi, x\rangle} d \xi \begin{gather*}
\langle x, y\rangle=\operatorname{Tr}(x y)  \tag{7.57}\\
\Omega^{*}=\Omega \text { self-dual }
\end{gather*}
$$

$$
\begin{align*}
g & =d^{2} \log \psi_{\Omega}=-\frac{n+1}{2} d^{2} \log \operatorname{det} x \text { and } x^{*}=-d \log \psi_{\Omega}=\frac{n+1}{2} d \log \operatorname{det} x \\
& =\frac{n+1}{2} x^{-1} \tag{7.58}
\end{align*}
$$

Sasaki approach could also be used for the regular convex cone consisting of all positive definite symmetric matrices of degree n . $(D, D d \log \operatorname{det} x)$ is a Hessian structure on $\Omega$, and each level surface of det $x$ is a minimal surface of the Riemannian manifold $(\Omega, g=-D d \log \operatorname{det} x)$.

Koszul [27] has introduced another 1-form definition for homogeneous bounded domain given by:

$$
\begin{equation*}
\alpha=-\frac{1}{4} d \Psi(X) \text { with } \Psi(X)=\operatorname{Tr}_{g / b}[\operatorname{ad}(J X)-\operatorname{Jad}(X)] \forall X \in g \tag{7.59}
\end{equation*}
$$

We can illustrate this new Koszul expression for Poincaré's Upper Half Plane $V=$ $\{z=x+i y / y>0\}$ (most simple symmetric homogeneous bounded domain). Let vector fields $X=y \frac{d}{d x}$ and $Y=y \frac{d}{d y}$, and $J$ tensor of complex structure $V$ defined by

$$
J X=Y . \operatorname{As}[X, Y]=-Y \text { and } a d(Y) \cdot Z=[Y, Z] \text { then }\left\{\begin{array}{l}
\operatorname{Tr}[\operatorname{ad}(J X)-\operatorname{Jad}(X)]=2  \tag{7.60}\\
\operatorname{Tr}[\operatorname{ad}(J Y)-\operatorname{Jad}(Y)]=0
\end{array}\right.
$$

The Koszul 1-form and then the Koszul/Poincaré metric is given by:

$$
\begin{equation*}
\Psi(X)=2 \frac{d x}{y} \Rightarrow \alpha=-\frac{1}{4} d \Psi=-\frac{1}{2} \frac{d x \wedge d y}{y^{2}} \Rightarrow d s^{2}=\frac{d x^{2}+d y^{2}}{2 y^{2}} \tag{7.61}
\end{equation*}
$$

This could be also applied for Siegel's Upper Half Plane $V=\{Z=X+i Y / Y$ $>0\}$ (more natural extension of Poincaré Upper-half plane, and general notion of symmetric bounded homogeneous domains studied by Elie Cartan and Carl-Luwid siegel):

$$
\begin{gather*}
\left\{\begin{array}{l}
S Z=(A Z+B) D^{-1} \\
A^{T} D=I, B^{T} D=D^{T} B
\end{array} \text { with } S=\left(\begin{array}{cc}
A & B \\
0 & D
\end{array}\right) \text { and } J=\left(\begin{array}{cc}
0 & I \\
-I & 0
\end{array}\right)\right.  \tag{7.62}\\
\Psi(d X+i d Y)=\frac{3 p+1}{2} \operatorname{Tr}\left(Y^{-1} d X\right) \Rightarrow\left\{\begin{array}{l}
\alpha=-\frac{1}{4} d \Psi=\frac{3 p+1}{8} \operatorname{Tr}\left(Y^{-1} d Z \wedge Y^{-1} d \bar{Z}\right) \\
d s^{2}=\frac{(3 p+1)}{8} \operatorname{Tr}\left(Y^{-1} d Z Y^{-1} d \bar{Z}\right)
\end{array}\right. \tag{7.63}
\end{gather*}
$$

To recover the metric of Symmetric Positive Definite (HPD) matrices, we take $Z=i R($ with $X=0)$, the metric $d s^{2}=\operatorname{Tr}\left[\left(R^{-1} d R\right)^{2}\right]$. In the context of Information Geometry, this metric is metric for multivariate Gaussian law of covariance matrix $R$ and zero mean. This metric will be studied in Sect.7.7

### 7.4.9 Koszul-Vinberg Characteristic Function as Universal Barrier in Convex Programming

Convex Optimization theory has developed the notion of Universal barrier that could be also interpreted as Koszul-Vinberg Characteristic function. Homogeneous cones that have been studied by Elie Cartan, Carl Ludwig Siegel, Ernest Vinberg and JeanLouis Koszul are very specific cones because of their invariance properties under linear transformations. They were classified and algebraic constructed by Vinberg using Siegel domains. Homogeneous cones [41, 42, 53-55] have also been studied for developing interior-point algorithms in optimization, through the notion of selfconcordant barriers. Nesterov and Nemirovskii [145] have shown that any cone in $R^{n}$ admits a logarithmically homogeneous universal barrier function, defined as a volume integral. Güler and Tunçel [37, 38, 143, 148] have used a recursive scheme to construct a barrier through Siegel domains referring to a more general construction of Nesterov and Nemirovskii. More recently, Olena Shevchenko [142] has defined a recursive formula for optimal dual barrier functions on homogeneous cones, based on the primal construction of Güler and Tunçel by means of the dual Siegel cone construction of Rothaus [144, 147].

Vinberg and Gindikin have proved that every homogeneous cones can be obtained by a Siegel construction. To illustrate Siegel construction, we can consider $K$ an homogeneous cone in $R^{k}$ and $B(u, u) \in K$ a K-bilinear symmetric form, Siegel Cone is then defined by:

$$
\begin{equation*}
C_{\text {Siegel }}(K, B)=\left\{(x, u, t) \in R^{k} \times R^{p} \mathrm{x} R / t>0, t x-B(u, u) \in K\right\} \tag{7.64}
\end{equation*}
$$

and is homogeneous.
Rothaus has considered dual Siegel domain construction by means of a symmetric linear mapping $U(y)$ (positive definite for $y \in \operatorname{int} K^{*}$ ) defined by $\langle U(y) u, v\rangle=$ $\langle B(u, v), y\rangle$, from which we can define dual Siegel cone:

$$
\begin{equation*}
C_{\text {Siegel }}^{*}(K, B)=\left\{(y, v, s) \in K^{*} \times R^{p} \mathrm{x} R / t>0, s>\left\langle U(y)^{-1} v, v\right)\right\} \tag{7.65}
\end{equation*}
$$

With respect to the inner product $\langle(x, u, t),(y, v, s)\rangle=\langle x, y\rangle+2\langle u, v\rangle+s t$. With the condition s$\rangle\left\langle U(y)^{-1} v, v\right\rangle$ that is equivalent by means of Schur complement technique to:

$$
\left[\begin{array}{cc}
s & v^{T}  \tag{7.66}\\
v & U(y)
\end{array}\right]>0
$$

### 7.4.10 Characteristic Function and Laplace Principle of Large Deviations

In probability, the "characteristic function" has been introduced by Poincaré by analogy with Massieu work in thermodynamic. For the Koszul-Vinberg characteristic function, if we replace the Lebesgue measure by Borel measure, then we recover the classical definition of characteristic function in Probability, and the previous KVCF could be compared by analogy with:

$$
\begin{equation*}
\psi_{X}(z)=\int_{-\infty}^{+\infty} e^{i z x} d F(x)=\int_{-\infty}^{+\infty} e^{i z x} p(x) \cdot d x=E\left[e^{i z x}\right] \tag{7.67}
\end{equation*}
$$

Let $\mu$ be a positive Borel Measure on euclidean space $V$. Assume that the following integral is finite for all $x$ in an open set

$$
\begin{equation*}
\Omega \subset V: \psi_{x}(y)=\int e^{-\langle y, x\rangle} d \mu(x) \tag{7.68}
\end{equation*}
$$

For $x \in \Omega$, consider the probability measure:

$$
\begin{equation*}
p(y, d x)=\frac{1}{\psi_{x}(y)} e^{-\langle y, x\rangle} d \mu(x) \tag{7.69}
\end{equation*}
$$

then mean is given by:

$$
\begin{equation*}
m(y)=\int x p(y, d x)=-\nabla \log \psi_{x}(y) \tag{7.70}
\end{equation*}
$$

and covariance

$$
\begin{equation*}
\langle V(y) u, v\rangle=\int\langle x-m(y), u\rangle\langle x-m(y), v\rangle p(y, d x)=D_{u} D_{v} \log \psi_{x}(y) \tag{7.71}
\end{equation*}
$$

In large deviation theory, the objective is to study the asymptotic behavior of remote tails of sequences of probability distributions and was initialized by Laplace [10] and unified formally by Sanov [44] and Varadhan [43]. Large deviations theory concerns itself with the exponential decline of the probability measures of extreme, tail or rare events, as the number of observations grows arbitrarily large [45, 46].

Large deviation principle: Let $\left\{\Sigma_{n}\right\}$ be a sequence of random variables indexed by the positive integer n , and let $P\left(\Sigma_{n} \in d \varsigma\right)=P\left(\Sigma_{n} \in[\varsigma, \varsigma+d \varsigma]\right)$ denote the probability measure associated with these random variables. We say that $\Sigma_{n}$ or $P\left(\Sigma_{n} \in d \varsigma\right)$ satisfies a large deviation principle if the limit $I(\varsigma)=\operatorname{Lim}_{n \rightarrow \infty}-\frac{1}{n} \log P\left(\Sigma_{n} \in d \varsigma\right)$ exists The function $I(\varsigma)$ defined by this limit is called the rate function; the parameter $n$ of decay is called in large deviation theory the speed. The existence of a large deviation principle for $\Sigma_{n}$ means concretely that the dominant behavior of $P\left(\Sigma_{n} \in d \varsigma\right)$ is a decaying exponential with n , with rate $I(\varsigma): P\left(\Sigma_{n} \in d \varsigma\right) \approx$ $e^{-n \cdot I(\varsigma)} d \varsigma$ or $p\left(\Sigma_{n}=\varsigma\right) \approx e^{-n \cdot I(\varsigma)}$.

If we write the Legendre-Fenchel transform of a function $\mathrm{h}(\mathrm{x})$ defined by $g(k)=$ $\operatorname{Sup}\{k \cdot x-h(x)\}$, we can express the following principle and Laplace's method:

Laplace Principle [10]: Let $\left\{\left(\Omega_{n}, F_{n}, P_{n}\right), n \in N\right\}$ be a sequence of probability spaces, $\Theta$ a complete separable metric space, $\left\{Y_{n}, n \in N\right\}$ a sequence of random variables such that $Y_{n}$ maps $\Omega_{n}$ into $\Theta$, and $I$ a rate function on $\Theta$. Then, $Y_{n}$ satisfies the Laplace principle on $\Theta$ with rate function $I$ if for all bounded, continuous functions $f$ mapping $\Theta$ into $R$ :

$$
\begin{equation*}
\operatorname{Lim}_{n \rightarrow \infty} \frac{1}{n} \log E_{P_{n}}\left[e^{n \cdot f\left(Y_{n}\right)}\right]=\operatorname{Sup}_{x \in \Theta}\{f(x)-I(x)\} \tag{7.72}
\end{equation*}
$$

If $Y_{n}$ satisfies the large deviation principle on $\Theta$ with rate function $I$, then $P_{n}$ $\left(Y_{n} \in d x\right) \approx e^{-n \cdot I(x)} d x:$

$$
\begin{align*}
\operatorname{Lim}_{n \rightarrow \infty} \frac{1}{n} \log E_{P_{n}}\left[e^{n \cdot f\left(Y_{n}\right)}\right] & =\operatorname{Lim}_{n \rightarrow \infty} \frac{1}{n} \log \int_{\Omega_{n}} e^{n f\left(Y_{n}\right)} \cdot d P_{n} \\
& =\operatorname{Lim}_{n \rightarrow \infty} \frac{1}{n} \log \int_{\Theta} e^{n \cdot f(x)} P_{n}\left(Y_{n} \in d x\right) \\
& \approx \operatorname{Lim}_{n \rightarrow \infty} \frac{1}{n} \log \int_{\Theta} e^{n \cdot f(x)} e^{-n \cdot I(x)} \cdot d x \\
& =\operatorname{Lim}_{n \rightarrow \infty} \frac{1}{n} \log \int_{\Theta} e^{n \cdot[f(x)-I(x)]} \cdot d x \tag{7.73}
\end{align*}
$$

The asymptotic behavior of the last integral is determined by the largest value of the integrand [10]:

$$
\begin{equation*}
\operatorname{Lim}_{n \rightarrow \infty} \frac{1}{n} \log E_{P_{n}}\left[e^{n \cdot f\left(Y_{n}\right)}\right]=\frac{1}{n} \log \left[\operatorname{Sup}_{x \in \Theta}\left\{e^{n \cdot[f(x)-I(x)]}\right\}\right]=\operatorname{Sup}_{x \in \Theta}\{f(x)-I(x)\} \tag{7.74}
\end{equation*}
$$

The generating function of $\Sigma_{n}$ is defined as:

$$
\begin{equation*}
\psi_{n}(x)=E\left[e^{n x \Sigma_{n}}\right]=\int e^{n x \varsigma} P\left(\Sigma_{n} \in d \varsigma\right) \tag{7.75}
\end{equation*}
$$

In terms of the density $p\left(\Sigma_{n}\right)$, we have instead

$$
\begin{equation*}
\psi_{n}(x)=\int e^{n x \varsigma} p\left(\Sigma_{n}=\varsigma\right) d \varsigma \tag{7.76}
\end{equation*}
$$

In both expressions, the integral is over the domain of $\Sigma_{n}$. The function $\phi(x)$ defined by the limit: $\phi(x)=\operatorname{Lim}_{n \rightarrow \infty} \frac{1}{n} \log \psi_{n}(x)$ is called the scaled cumulant generating function of $\Sigma_{n}$. It is also called the log-generating function or free energy function of $\Sigma_{n}$. In the following in thermodynamic, it will be called Massieu Potential. The existence of this limit is equivalent to writing $\psi_{n}(x) \approx e^{n \cdot \phi(x)}$.

Gärtner-Ellis Theorem: If $\phi(x)$ is differentiable, then $\Sigma_{n}$ satisfies a large deviation principle with rate function $I(\varsigma)$ by the Legendre-Moreau [158] transform of $\phi(x)$ :

$$
\begin{equation*}
I(\varsigma)=\operatorname{Sup}_{x}\{x \cdot \varsigma-\varphi(x)\} \tag{7.77}
\end{equation*}
$$

Varadhan's Theorem: If $\Sigma_{n}$ satisfies a large deviation principle with rate function $I(\varsigma)$, then its scaled cumulant generating function $\phi(x)$ is the Legendre-Fenchel transform of $I(\varsigma)$ :

$$
\begin{equation*}
\varphi(x)=\operatorname{Sup}_{\varsigma}\{x \cdot \varsigma-I(\varsigma)\} \tag{7.78}
\end{equation*}
$$

Properties of $\varphi(x)$ : statistical moments of $\Sigma_{n}$ are given by derivatives of $\phi(x)$ :

$$
\begin{equation*}
\left.\frac{d \varphi(x)}{d x}\right|_{x=0}=\operatorname{Lim}_{n \rightarrow \infty} E\left[\Sigma_{n}\right] \text { and }\left.\frac{d^{2} \varphi(x)}{d x^{2}}\right|_{x=0}=\operatorname{Lim}_{n \rightarrow \infty} \operatorname{Var}\left[\Sigma_{n}\right] \tag{7.79}
\end{equation*}
$$

### 7.4.11 Legendre Mapping by Contact Geometry in Mechanics

Legendre Transform is also classically used to derive the Hamiltonian formalism of mechanics from the Lagrangian formulation. Lagrangian is a convex function of the tangent space. The Legendre transform gives the Hamiltonian $H(p, q)$ as a function of the coordinates $(p, q)$ of the cotangent bundle, where the inner product used to define the Legendre transform is inherited from the pertinent canonical symplectic structure. More recently, Vladimir Arnold has demonstrated that this Legendre duality could be interpreted in the framework of Contact Geometry with notion of Legendre mapping [96] (Fig. 7.5).

As described by Vladimir Arnold, in the general case, we can define the Hamiltonian $H$ as the fiberwise Legendre transformation of the Lagrangian L :

Fig. 7.5 Legendre transform between Hamiltonian and Lagrangian


Fig. 7.6 Poincaré-Cartan invariant


$$
\begin{equation*}
H(p, q, t)=\operatorname{Sup}_{\dot{q}}(p \cdot \dot{q}-L(q, \dot{q}, t)) \tag{7.80}
\end{equation*}
$$

Due to strict convexity, $H(p, q, t)=p \cdot \dot{q}-L(q, \dot{q}, t)$ supremum is reached in a unique point $\dot{q}$ such that $p=\partial_{\dot{q}} L(q, \dot{q}, t)$, and $\dot{q}=\partial_{p} H(p, q, t)$.

If we consider total differential of Hamiltonian:

$$
\left.\begin{array}{rl}
d H & =\dot{q} d p+p d \dot{q}-\partial_{q} L d q-\partial_{\dot{q}} L d \dot{q}-\partial_{t} L d t=\dot{q} d p-\partial_{q} L d q-\partial_{t} L d t  \tag{7.81}\\
& =\partial_{p} H d p+\partial_{q} H d q+\partial_{t} H d t
\end{array}\right\}
$$

Euler-Lagrange equation $\partial_{t} \partial_{\dot{q}} L-\partial_{q} L=0$ with $p=\partial_{\dot{q}} L$ and $-\partial_{q} L=\partial_{q} H$ provides the second Hamilton equation $\dot{p}=-\partial_{q} H$ with $\dot{q}=\partial_{p} H$ in Darboux coordinates.

Considering Pfaffian form $\omega=p \cdot d q-H \cdot d t$ related to Poincaré-Cartan integral invariant [26], based on $\omega=\partial_{\dot{q}} L \cdot d q-\left(\partial_{\dot{q}} L \cdot \dot{q}-L\right) \cdot d t=L \cdot d t+\partial_{\dot{q}} L \varpi$ with
$\varpi=d q-\dot{q} \cdot d t$, Dedecker [15] has observed, that the property that among all forms $\theta \equiv L \cdot d t \bmod \varpi$ the form $\omega=p \cdot d q-H \cdot d t$ is the only one satisfying $d \theta \equiv 0 \bmod \varpi$, is a particular case of more general Lepage congruence [16] related to transversally condition (Fig. 7.6).

Contact geometry was used in Mechanic [11, 12] and in Thermodynamic [13, $14,17,18,24,25]$, where integral submanifolds of dimension $n$ in $2 n+1$ dimensional contact manifold are called Legendre submanifolds. A smooth fibration of a contact manifold, all of whose are Legendre, is called a Legendre Fibration. In the neighbourhood of each point of the total space of a Legendre Fibration there exist contact Darboux coordinates $(z, q, p)$ in which the fibration is given by the projection $(z, q, p)=>(z, q)$. Indeed, the fibres $(z, q)=c s t$ are Legendre subspaces of the standard contact space. A Legendre mapping is a diagram consisting of an embedding of a smooth manifold as a Legendre submanifold in the total space of a Legendre fibration, and the projection of the total space of the Legendre fibration onto the base. Let us consider the two Legendre fibrations of the standard contact space $R^{2 n+1}$ of 1 -jets of functions on $R^{n}:(u, p, q) \mapsto(u, q)$ and $(u, p, q) \mapsto(p \cdot q-u, p)$, the projection of the l-graph of a function $u=S(q)$ onto the base of the second fibration gives a Legendre mapping:

$$
\begin{equation*}
q \mapsto\left(q \frac{\partial S}{\partial q}-S(q), \frac{\partial S}{\partial q}\right) \tag{7.82}
\end{equation*}
$$

If $S$ is convex, the front of this mapping is the graph of a convex function, the Legendre transform of the function $S$ :

$$
\begin{equation*}
\left(S^{*}(p), p\right) \tag{7.83}
\end{equation*}
$$

with $S^{*}(p)=q \cdot p-S(q)$ where $p=\frac{\partial S}{\partial q}$.
More generally as considered by Vladimir Arnold, all Symplectic geometry of even-dimensional phase spaces has an odd-dimensional twin contact geometry. The relation between contact geometry and symplectic geometry is similar to the relation between linear algebra and projective geometry. Any fact in symplectic geometry can be formulated as a contact geometry fact and vice versa. The calculations are simpler in the symplectic setting, but their geometric content is better seen in the contact version. The functions and vector fields of symplectic geometry are replaced by hypersurfaces and line fields in contact geometry.

Each contact manifold has a symplectization, which is a symplectic manifold whose dimension exceeds that of the contact manifold by one. Inversely, Symplectic manifolds have contactizations whose dimensions exceed their own dimensions by one. If a manifold has a serious reason to be odd dimensional it usually carries a natural contact structure. V. Arnold said that "symplectic geometry is all geometry," but that he prefer to formulate it in a more geometrical form: "contact geometry is all geometry".

Relation between contact structures and Legendre submanifolds are defined by:

Fig. 7.7 Contact geometry by V. Arnold


- A contact structure on an odd-dimensional manifold $M^{2 n+1}$ is a field of hyperplanes (of linear subspaces of codimension 1) in the tangent spaces to $M$ at all its points.
- All the generic fields of hyperplanes of a manifold of a fixed dimension are locally equivalent. They define the (local) contact structures.

As example, a 1-jet of a function:

$$
\begin{equation*}
y=f\left(x_{1}, \ldots, x_{n}\right) \tag{7.84}
\end{equation*}
$$

at point x of manifold $V^{n}$ is defined by the point

$$
\begin{equation*}
(x, y, p) \in R^{2 n+1} \text { where } p_{i}=\partial f / \partial x_{i} \tag{7.85}
\end{equation*}
$$

The natural contact structure of this space is defined by the following condition: the 1-graphs $\{x, y=f(x), p=\partial f / \partial x\} \subset J^{1}\left(V^{n}, R\right)$ of all the functions on $V$ should be the tangent structure hyper-plane at every point. In coordinates, this conditions means that the 1 -form $d y-p . d x$ should vanish on the hyper-planes of the contact field (Fig. 7.7).

In thermodynamics, the Gibbs 1-form $d y-p \cdot d x$ will be given by:

$$
\begin{equation*}
d E=T \cdot d S-p \cdot d V \tag{7.86}
\end{equation*}
$$

A contact structure on a manifold is a non-degenerate field of tangent hyper-planes:

- The manifold of contact elements in projective space coincides with the manifold of contact elements of the dual projective space
- A contact element in projective space is a pair, consisting of a point of the space and of a hyper-plane containing this point. The hyper-plane is a point of the dual projective space and the point of the original space defines a contact element of the dual space.

The manifold of contact elements of the projective space has two natural contact structures:

- The first is the natural contact structure of the manifold of contact elements of the original projective space.
- The second is the natural contact structure of the manifold of contact elements of the dual projective space.
The dual of the dual hyper-surface is the initial hyper-surface (at least if both are smooth for instance for the boundaries of convex bodies). The affine or coordinate version of the projective duality is called the Legendre transformation. Thus contact geometry is the geometrical base of the theory of Legendre transformation.


### 7.4.12 Massieu Characteristic Function and Duhem Potentials in Thermodynamic

In 1869, François Massieu, French Engineer from Corps des Mines, has presented two papers to French Science Academy on "characteristic function" in Thermodynamic [3-5]. Massieu demonstrated that some mechanical and thermal properties of physical and chemical systems could be derived from two potentials called "characteristic functions". The infinitesimal amount of heat $d Q$ received by a body produces external work of dilatation, internal work, and an increase of body sensible heat. The last two effects could not be identified separately and are noted $d E$ (function $E$ accounted for the sum of mechanical and thermal effects by equivalence between heat and work). The external work $P \cdot d V$ is thermally equivalent to $A \cdot P \cdot d V$ (with $A$ the conversion factor between mechanical and thermal measures). The first principle provides $d Q=d E+A \cdot P \cdot d V$. For a closed reversible cycle (Joule/Carnot principles) $\int \frac{d Q}{T}=0$ that is the complete differential $d S$ of a function $S$ of $d S=\frac{d Q}{T}$. If we select volume $V$ and temperature $T$ as independent variables:

$$
\begin{equation*}
T \cdot d S=d Q \Rightarrow T \cdot d S-d E=A \cdot P \cdot d V \Rightarrow d(T S)-d E=S \cdot d T+A \cdot P \cdot d V \tag{7.87}
\end{equation*}
$$

If we set $H=T S-E$, then we have $d H=S \cdot d T+A \cdot P \cdot d V=\frac{\partial H}{\partial T} \cdot d T+\frac{\partial H}{\partial V} \cdot d V$
Massieu has called $H$ the "characteristic function" because all body characteristics could be deduced of this function: $S=\frac{\partial H}{\partial T}, P=\frac{1}{A} \frac{\partial H}{\partial V}$ and $E=T S-H=T \frac{\partial H}{\partial T}-H$

If we select pressure Pand temperature Tas independent variables: Massieu characteristic function is then given by

$$
\begin{equation*}
H^{\prime}=H-A P \cdot V \tag{7.89}
\end{equation*}
$$

We have

$$
\begin{equation*}
d H^{\prime}=d H-A P \cdot d V-A V \cdot d P=S \cdot d T-A V \cdot d P=\frac{\partial H^{\prime}}{\partial T} \cdot d T+\frac{\partial H^{\prime}}{\partial P} \cdot d P \tag{7.90}
\end{equation*}
$$

And we can deduce:

$$
\begin{equation*}
S=\frac{\partial H^{\prime}}{\partial T} \text { and } V=-\frac{1}{A} \frac{\partial H^{\prime}}{\partial P} \tag{7.91}
\end{equation*}
$$

And inner energy:

$$
\begin{equation*}
E=T S-H=T S-H^{\prime}-A P \cdot V \Rightarrow E=T \frac{\partial H^{\prime}}{\partial T}-H^{\prime}+P \cdot \frac{\partial H^{\prime}}{\partial P} \tag{7.92}
\end{equation*}
$$

The most important result of Massieu consists in deriving all body properties dealing with thermodynamics from characteristic function and its derivatives: "je montre, dans ce mémoire, que toutes les propriétés d'un corps peuvent se déduire d'une fonction unique, que j'appelle la fonction caractéristique de ce corps" [5].

Massieu results were extended by Gibbs that shown that Massieu functions play the role of potentials in the determination of the states of equilibrium in a given system, and Duhem [6-9] in a more general presentation had introduced Thermodynamic potentials in putting forward the analytic development of the mechanical Theory of heat.

In thermodynamics, the Massieu potential is the Legendre transform of the Entropy, and depends on the inverse temperature $\beta=1 / k T$ :

$$
\begin{align*}
& \phi(\beta)=-k \beta \cdot F=S-E / T \text { where } F \text { is the Free Energy } F=E-T S  \tag{7.93}\\
& -\frac{\partial \phi(\beta)}{\partial(k \beta)}=\frac{\partial(k \beta F)}{\partial(k \beta)}=F+k \beta \frac{\partial F}{\partial(k \beta)}=F+k \beta\left(\frac{\partial F}{\partial T}\right)_{V}\left(\frac{\partial T}{\partial(k \beta)}\right)  \tag{7.94}\\
& -\frac{\partial \phi(\beta)}{\partial(k \beta)}=F+k \beta(-S)\left(-\frac{1}{(k \beta)^{2}}\right)=F+\frac{S}{k \beta}=(E-T S)+T S=E \tag{7.95}
\end{align*}
$$

with $E$ the inner energy. The Legendre transform of the Massieu potential provides the Entropy S:

$$
\begin{equation*}
L(\phi)=k \beta \cdot \frac{\partial \phi(\beta)}{\partial(k \beta)}-\phi(\beta)=k \beta \cdot(-E)-k \beta \cdot F=k \beta(F-E)=-S \tag{7.96}
\end{equation*}
$$

On these bases, Duhem has founded Mechanics on the principles of Thermodynamics. Duhem has defined a more general potential function $\Omega=G(E-T S)+W$ with $G$ mechanic equivalent of heat. In case of constant volume, $W=0$, the potential $\Omega$ becomes Helmoltz Free Energy and in the case of constant pressure, $W=P \cdot V$, the potential $\Omega$ becomes Gibbs-Duhem Free Enthalpy. Duhem has written: "Nous avons

Fig. 7.8 Thermodynamic square of Max Born ( $V$ volume, $P$ pressure, $T$ temperature, $S$ entropy, $U$ energy, $F$ free "Helmoltz" energy, $H$ enthalpy, $G$ free "GibbsDuhem" enthalpy)

fait de la Dynamique un cas particulier de la Thermodynamique, une Science qui embrasse dans des principes communs tous les changements d'état des corps, aussi bien les changements de lieu que les changements de qualités physiques" [6].

Classically, thermodynamic potentials and relations are synthetized in the thermodynamic square introduced by Max Born The corners represent common conjugate variables while the sides represent thermodynamic potentials. The placement and relation among the variables serves as a key to recall the relations they constitute (Fig. 7.8).

In his "Thermodynamique générale", four scientists were credited by Duhem with having carried out "the most important researches on that subject":

- F. Massieu that had derived Thermodynamics from a "characteristic function and its partial derivatives"
- J. W. Gibbs that shown that Massieu's functions "could play the role of potentials in the determination of the states of equilibrium" in a given system.
- H. von Helmholtz that had put forward "similar ideas"
- A. von Oettingen that had given "an exposition of Thermodynamics of remarkable generality" based on general duality concept in "Die thermodynamischen Beziehungen antithetisch entwickelt", St. Petersburg 1885.

Arthur Joachim Von Oettingen has developed duality in parallel in Thermodynamic and in Music [66-76]. In Music, he has introduced Harmonic Dualism: Categories of music-theoretical work that accept the absolute structural equality of major and minor triads as objects derived from a single, unitary process that structurally contains the potential for twofold, or binary, articulation. The tonic fundamental of the major triad is the structural parallel of the phonic overtone of the minor triad: in each case these tones are consonant with their respective chord. The Phonic overtone of the major triad and the tonic fundamental of the minor triad are dissonant with their respective chord. Oettingen introduced Topographic version of major-minor opposition: "All pure consonant triads stand in the form of right triangles, whose hypotenuses all form a diagonal minor third. In the major klang, the right angle is
oriented to the top (of the diagram); in the minor klang, the right angle is oriented to the bottom".

To conclude this chapter on "characteristic function" in thermodynamics, we introduce recent works of Pavlov and Sergeev [111] from Steklov Mathematical Institute, that have used ideas of Koszol [112], Berezin [113], Poincaré [114] and Caratheodory [115] to analyze the geometry of the space of thermodynamical states and demonstrate that the differential-geometric structure of this space selects entropy as the Lagrange function in mechanics in the sense that determining the entropy completely characterizes a thermodynamic system (this development will make one link with our Sect.7.4.11 related to Legendre transform in Mechanics). They have demonstrated that thermodynamics is not separated from other branches of theoretical physics on the level of the mathematical apparatus.

Technically, both analytic mechanics and thermodynamics are based on the same dynamical principle, which we can use to obtain the thermodynamic equations as equations of motion of a system with non-holonomic constraints. The special feature of thermodynamics is that the number of these constraints coincides with the number of degrees of freedom.

Using notation, $\beta=1 / k \cdot T$, the laws of equilibrium thermodynamics is based on the Gibbs distribution:

$$
\begin{equation*}
p_{\text {Gibbs }}(H)=\frac{1}{Z} e^{-\beta H} \tag{7.97}
\end{equation*}
$$

where $H(p, q, a)$ the Hamilton function depending on the external parameters $a=\left(a_{1}, \ldots, a_{k}\right)$ and the normalizing factor:

$$
\begin{equation*}
Z(\beta, a)=\sum_{N} \int e^{-\beta H} d \omega_{N} \tag{7.98}
\end{equation*}
$$

with the internal Energy:

$$
\begin{equation*}
E=\hat{H}=-\frac{\partial \log Z}{\partial \beta}=\sum_{N} \int H \cdot \frac{e^{-\beta H}}{Z} d \omega_{N}=\sum_{N} \int H \cdot p_{G i b b s}(H) \cdot d \omega_{N} \tag{7.99}
\end{equation*}
$$

Gibbs distribution to derive thermodynamic states is based on the theorem formulated by Berezin [113] (entropy functional subject to the internal energy and normalization has a unique maximum at the "point" for the Gibbs distribution).
P.V. Pavlov and V.M. Sergeev define the generalized forces by the formula:

$$
\begin{equation*}
A=-\sum_{N} \int \frac{\partial H}{\partial a} \cdot p_{G i b b s}(H) \cdot d \omega_{N}=\frac{1}{\beta} \frac{\partial \log Z}{\partial a} \tag{7.100}
\end{equation*}
$$

The 1-form of the heat source is given by:

$$
\begin{equation*}
\omega_{Q}=d E+A \cdot d a=-d\left(\frac{\partial \log Z}{\partial \beta}\right)+\frac{1}{\beta} \frac{\partial \log Z}{\partial a} \cdot d a \tag{7.101}
\end{equation*}
$$

Using the relation:

$$
\begin{equation*}
\beta^{-1} d\left(\beta \frac{\partial \log Z}{\partial \beta}\right)=\beta^{-1} \frac{\partial \log Z}{\partial \beta} d \beta+d\left(\frac{\partial \log Z}{\partial \beta}\right) \tag{7.102}
\end{equation*}
$$

They obtain correspondence with the Shannon definition of the entropy

$$
\begin{align*}
\beta \omega_{Q} & =d\left(\log Z-\beta \frac{\partial \log Z}{\partial \beta}\right)=d\left(-\sum_{N} \int p_{\text {Gibbs }}(H) \cdot \log p_{\text {Gibbs }}(H) \cdot d \mu_{N}\right) \\
& =d S \tag{7.103}
\end{align*}
$$

providing:

- the second law of thermodynamics:

$$
\begin{equation*}
\omega_{Q}=T \cdot d S \tag{7.104}
\end{equation*}
$$

- the Gibbs equation:

$$
\begin{equation*}
d E=T \cdot d S-A \cdot d a \text { or } d F=-S \cdot d T-A \cdot d a \text { with } F=E-T S \tag{7.105}
\end{equation*}
$$

From the last Gibbs equation, the coefficients of the 1 -forms are gradients

$$
\begin{equation*}
S=-\frac{\partial F}{\partial T} \text { and } A=-\frac{\partial F}{\partial a} \tag{7.106}
\end{equation*}
$$

and the free energy is the first integral of system of differential equation.
Pavlov and Seeger note that the matrix of 2-form $\Omega_{Q}=d \omega_{Q}$ is degenerate and has the rank 2 (nonzero elements of the 2 -form matrix $\Omega_{Q}$ are concentrated in the first row and first column):

$$
\begin{equation*}
\Omega_{Q}=\frac{\partial A}{\partial T} d T \wedge d a=-\frac{\partial^{2} F}{\partial a \partial T} d T \wedge d a \tag{7.107}
\end{equation*}
$$

They observe that from the standpoint of the analogy with mechanical dynamical systems, the state space of a thermodynamic system (with local coordinates) is a configuration space. By physical considerations (temperature, volume, mean particle numbers, and other characteristics are bounded below by zero), it is a manifold with a boundary. They obtain the requirement natural for foliation theory that the fibers be transverse to the two-dimensional underlying manifold.

In Pavlov and Seeger formulation, the thermodynamic analysis of a dynamical system begins with a heuristic definition of the system entropy as a function of dynamical variables constructed based on general symmetry properties and the geometric structure of the space of thermodynamic states is fixed to be a foliation of codimension two.

### 7.4.13 Souriau's Geometric Temperature and Covariant Definition of Thermodynamic Equilibriums

Jean-Marie Souriau in [97-106], student of Elie Cartan at ENS Ulm, has given a covariant definition of thermodynamic equilibriums and has formulated statistical mechanics [161, 162] and thermodynamics in the framework of Symplectic Geometry by use of symplectic moments and distribution-tensor concepts, giving a geometric status for temperature and entropy. This work has been extended by Vallée and Saxcé [107, 110, 156], Iglésias [108, 109] and Dubois [157].

The first general definition of the "moment map" (constant of the motion for dynamical systems) was introduced by J. M. Souriau during 1970s, with geometric generalizion such earlier notions as the Hamiltonian and the invariant theorem of Emmy Noether describing the connection between symmetries and invariants (it is the moment map for a one-dimensional Lie group of symmetries). In symplectic geometry the analog of Noether's theorem is the statement that the moment map of a Hamiltonian action which preserves a given time evolution is itself conserved by this time evolution. The conservation of the moment of a Hamilotnian action was called by Souriau the "Symplectic or Geometric Noether theorem" (considering phases space as symplectic manifold, cotangent fiber of configuration space with canonical symplectic form, if Hamiltonian has Lie algebra, moment map is constant along system integral curves. Noether theorem is obtained by considering independently each component of momemt map).

In previous approach based on Koszul work, we have defined two convex functions $\Phi(x)$ and $\Phi^{*}\left(x^{*}\right)$ with dual system of coordinates $x$ and $x^{*}$ on dual cones $\Omega$ and $\Omega^{*}$ :

$$
\begin{align*}
\Phi(x) & =-\log \int_{\Omega^{*}} e^{-\langle\xi, x\rangle} d \xi \forall x \in \Omega \text { and } \Phi^{*}\left(x^{*}\right)=\left\langle x, x^{*}\right\rangle-\Phi(x) \\
& =-\int_{\Omega^{*}} p_{x}(\xi) \log p_{x}(\xi) d \xi \tag{7.108}
\end{align*}
$$

where

$$
\begin{align*}
x^{*} & =\int_{\Omega^{*}} \xi \cdot p_{x}(\xi) d \xi \text { and } p_{x}(\xi)=e^{-\langle\xi, x\rangle} / \int_{\Omega^{*}} e^{-\langle\xi, x\rangle} d \xi \\
& =e^{-\langle x, \xi\rangle-\log \int_{\Omega^{*}} e^{-\langle\xi, x\rangle} d \xi}=e^{-\langle x, \xi\rangle+\Phi(x)} \tag{7.109}
\end{align*}
$$

with

$$
\begin{equation*}
x^{*}=\frac{\partial \Phi(x)}{\partial x} \text { and } x=\frac{\partial \Phi^{*}\left(x^{*}\right)}{\partial x^{*}} \tag{7.110}
\end{equation*}
$$

Souriau introduced these relations in the framework of variational problems to extend them with a covariant definition. Let $M$ a differentiable manifold with
a continuous positive density $d \omega$ and let $E$ a finite vector space and $U(\xi)$ a continuous function defined on $M$ with values in $E$, continuous positive function $p(\xi)$ solution of this variational problem:

$$
\underset{p(\xi)}{\operatorname{ArgMin}}\left[s=-\int_{M} p(\xi) \log p(\xi) d \omega\right] \text { such that }\left\{\begin{array}{l}
\int_{M} p(\xi) d \omega=1  \tag{7.111}\\
\int_{M} U(\xi) p(\xi) d \omega=Q
\end{array}\right.
$$

is given by:

$$
\begin{align*}
p(\xi) & =e^{\Phi(\beta)-\beta \cdot U(\xi)} \text { with } \Phi(\beta)=-\log \int_{M} e^{-\beta \cdot U(\xi)} d \omega \text { and } Q \\
& =\frac{\int_{M} U(\xi) e^{-\beta \cdot U(\xi)} d \omega}{\int_{M} e^{-\beta \cdot U(\xi)} d \omega} \tag{7.112}
\end{align*}
$$

Entropy $s=-\int_{M} p(\xi) \log p(\xi) d \omega$ can be stationary only if there exist a scalar $\Phi$ and an element $\beta$ belonging to the dual of $E$, where $\Phi$ and $\beta$ are Lagrange parameters associated to the previous constraints. Entropy appears naturally as Legendre transform of $\Phi$ :

$$
\begin{equation*}
s(Q)=\beta \cdot Q-\Phi(\beta) \tag{7.113}
\end{equation*}
$$

This value is a strict minimum of s , and the equation $Q=\frac{\int_{M} U(\xi) e^{-\beta \cdot U(\xi)} d \omega}{\int_{M} e^{-\beta \cdot U(\xi)} d \omega}$ has a maximum of one solution for each value of Q . The function $\Phi(\beta)$ is differentiable and we can write $d \Phi=d \beta \cdot Q$ and identifying $E$ with its bidual:

$$
\begin{equation*}
Q=\frac{\partial \Phi}{\partial \beta} \tag{7.114}
\end{equation*}
$$

Uniform convergence of $\int_{M} U(\xi) \otimes U(\xi) e^{-\beta \cdot U(\xi)} d \omega$ proves that $-\frac{\partial^{2} \Phi}{\partial \beta^{2}}>0$ and that $-\Phi(\beta)$ is convex. Then, $Q(\beta)$ and $\beta(Q)$ are mutually inverse and differentiable, and $d s=\beta \cdot d Q$. Identifying $E$ with its bidual:

$$
\begin{equation*}
\beta=\frac{\partial s}{\partial Q} \tag{7.115}
\end{equation*}
$$

Classically, if we take $U(\xi)=\binom{\xi}{\xi \otimes \xi}$, components of Q will provide moments of first and second order of the density of probability $p(\xi)$, that is defined by Gaussian law.

Souriau has applied this approach for classical statistical mechanic system. Considering a mechanical system with $n$ parameters $q_{1}, \ldots, q_{n}$, its movement
could be defined by its phase at arbitrary time $t$ on a manifold of dimension $2 n: q_{1}, \ldots, q_{n}, p_{1}, \ldots, p_{n}$.

Liouville theorem shows that coordinate changes have a Jacobian equal to unity, and a Liouville density could be defined on manifold $M: d \omega=d q_{1} \ldots d q_{n} d p_{1} \ldots d p_{n}$ that will not depend of choice for $t$.

A system state is one point on $2 n$-Manifold M and a statistical state is a law of probability defined on $M$ such that $\int_{M} p(\xi) d \omega=1$, and its time evolution is driven by: $\frac{\partial p}{\partial t}=\sum \frac{\partial p}{\partial p_{j}} \frac{\partial H}{\partial q_{j}}-\frac{\partial p}{\partial q_{j}} \frac{\partial H}{\partial p_{j}}$ where $H$ is the Hamiltonian.

A thermodynamic equilibrium is a statistical state that maximizes the entropy:

$$
\begin{equation*}
s=-\int_{M} p(\xi) \log p(\xi) d \omega \tag{7.116}
\end{equation*}
$$

among all states giving the mean value of energy Q :

$$
\begin{equation*}
\int_{M} H(\xi) \cdot p(\xi) d \omega=Q \tag{7.117}
\end{equation*}
$$

Apply for free particles, for ideal gas, equilibrium is given for $\beta=\frac{1}{k T}$ (with k Boltzmann constant) and if we set $S=k \cdot s$, previous relation $d s=\beta \cdot d Q$ provides: $d S=\frac{d Q}{T}$ and $S=\int \frac{d Q}{T}$ and $\Phi(\beta)$ is identified with Massieu-Duhem Potential.

We recover also the Maxwell Speed law:

$$
\begin{equation*}
p(\xi)=c s t e \cdot e^{-\frac{H}{k T}} \tag{7.118}
\end{equation*}
$$

Main discovery of Jean-Marie Souriau is that previous thermodynamic equilibrium is not covariant on a relativity point of view. Then, he has proposed a covariant definition of thermodynamic equilibrium where the previous definition is a particular case. In previous formalization, Manifold $M$ was solution of the variationnal problem:

$$
\begin{equation*}
d \int_{t_{0}}^{t_{1}} l\left(t, q_{j}, \frac{d q_{j}}{d t}\right) d t=0 \text { with } p_{j}=\frac{\partial l}{\partial q_{j}} \tag{7.119}
\end{equation*}
$$

We can then consider the time variable $t$ as other variables $q_{j}$ through an arbitrary parameter $\tau$, and defined the new variationnal problem by:

$$
\begin{equation*}
d \int_{t_{0}}^{t_{1}} L\left(q_{J}, \dot{q}_{J}\right) d \tau=0 \text { with } t=q_{n+1}, \dot{q}_{J}=\frac{d q_{J}}{d \tau} \text { and } J=1,2, \ldots, n+1 \tag{7.120}
\end{equation*}
$$

where

$$
\begin{equation*}
L\left(q_{J}, \dot{q}_{J}\right)=l\left(t, q_{j}, \frac{\dot{q}_{j}}{\dot{t}}\right) \dot{t} \tag{7.121}
\end{equation*}
$$

Variables $p_{j}$ are not changed and we have the relation:

$$
\begin{equation*}
p_{n+1}=l-\sum_{j} p_{j} \cdot \frac{d q_{j}}{d t} \tag{7.122}
\end{equation*}
$$

If we compare with Sect. 7.4.11 on classical mechanic, we have:

$$
\begin{equation*}
p_{n+1}=-H \text { with } H=\sum_{j} p_{j} \cdot \frac{d q_{j}}{d t}-l(H \text { is Legendre transform of } l) \tag{7.123}
\end{equation*}
$$

$H$ is energy of system that is conservative if the Lagragian doesn't depend explicitly of time $t$. It is a particular case of Noether Theorem: If Lagrangian $L$ is invariant by an infinitesimal transform $d Q_{J}=F_{J}\left(Q_{K}\right), u=\sum_{J} p_{J} d Q_{J}$ is first integral of variations equations. As Energy is not the conjugate variable of time $t$, or the value provided by Noether theorem by system invariance to time translation, the thermodynamical equilibrium is not covariant. Then, J. M. Souriau proposes a new covariant definition of thermodynamic equilibrium:

Let a mechanical system with a Lagragian invariant by a Lie Group G. Equilibrium states by Group $G$ are statistical states that maximizes the Entropy, while providing given mean values to all variables associated by Noether theorem to infinitesimal transforms of group $G$.

Noether theorem allows associating to all system movement $\xi$, a value $U(\xi)$ belonging to the vector dual $A$ of Lie Algebra of group $G . U(\xi)$ is called the moment of the group.
For each derivation $\delta$ of this Lie algebra, we take:

$$
\begin{equation*}
U(\xi)(\delta)=\sum_{J} p_{J} \cdot \delta Q_{J} \tag{7.124}
\end{equation*}
$$

With previous development, as $E$ is dual of $A$, value $\beta$ belongs to this Lie algebra $A$, geometric generalization of thermodynamic temperature. Value Q is a generalization of heat and belongs to the dual of $A$.

An Equilibrium state exists having the largest entropy, with a distribution function $p(\xi)$ that is the exponential of an affine function of U :

$$
p(\xi)=e^{\Phi(\beta)-\beta \cdot U(\xi)} \text { with } \Phi(\beta)=-\log \int_{M} e^{-\beta \cdot U(\xi)} d \omega \text { and } Q
$$

$$
\begin{equation*}
=\frac{\int_{M} U(\xi) e^{-\beta \cdot U(\xi)} d \omega}{\int_{M} e^{-\beta \cdot U(\xi)} d \omega} \tag{7.125}
\end{equation*}
$$

with

$$
\begin{equation*}
s(Q)=\beta \cdot Q-\Phi(\beta), d \Phi=d \beta \cdot Q \text { and } d s=\beta \cdot d Q \tag{7.126}
\end{equation*}
$$

A statistical state $p(\xi)$ is invariant by $\delta$ if $\delta[p(\xi)]=0$ for all $\xi($ then $p(\xi)$ is invariant by finite transform of $G$ generated by $\delta$ ).
J. M. Souriau gave the following theorem:

An equilibrium state allowed by a group $G$ is invariant by an element $\delta$ of Lie Algebra A, if and only if $[\delta, \beta]=0$ (with [.], the Lie Bracket), with $\beta$ the generalized equilibrium temperature.
with $\beta=\frac{\partial s}{\partial Q}$ and $\int_{M} H(\xi) \cdot p(\xi) d \omega=Q$ where $s=-\int_{M} p(\xi) \log p(\xi) d \omega$ and $\int_{M} p(\xi) d \omega=1$.

For classical thermodynamic, where $G$ is abelian group of translation with respect to time $t$, all equilibrium states are invariant under $G$.
For Group of transformation of Space-Time, elements of Lie Algebra of $G$ could be defined as vector fields in Space-Time. The generalized temperature $\beta$ previously defined, would be also defined as a vector field. For each point of Manifold M, we could then define:

- Vector temperature:

$$
\begin{equation*}
\beta_{M}=\frac{V}{k T} \tag{7.127}
\end{equation*}
$$

with

- Unitary Mean Speed:

$$
\begin{equation*}
V=\frac{\beta_{M}}{\left|\beta_{M}\right|} \text { with }|V|=1 \tag{7.128}
\end{equation*}
$$

- Eigen Absolute Temperature:

$$
\begin{equation*}
T=\frac{1}{k \cdot\left|\beta_{M}\right|} \tag{7.129}
\end{equation*}
$$

Classical formula of thermodynamics are thus generalized, but variables are defined with a geometrical status, like the geometrical temperature $\beta_{M}$ an element of the Lie algebra of the Galileo or Poincaré groups, interpreted as the field of spacetime vectors. Souriau proved that in relativistic version $\beta_{M}$ is a time like vector with an orientation that characterizes the arrow of time.

### 7.4.14 Quantum Characteristic Function: Von Neumann Entropy and Balian Quantum Fisher Metric

Information Geometry metric has been extended in Quantum Physics. In 1986, Roger Balian has introduced a natural metric structure for the space of states $\hat{D}$ in quantum mechanics, from which we can deduce the distance between a state and one of its approximations [88-90, 92-95]. Based on quantum information theory, Roger Balian has built on physical grounds this metric as hessian metric:

$$
\begin{equation*}
d s^{2}=d^{2} S(\hat{D}) \tag{7.130}
\end{equation*}
$$

from $S(\hat{D})$, von Neumann's entropy:

$$
\begin{equation*}
S(\hat{D})=-\operatorname{Tr}[\hat{D} \log (\hat{D})] \tag{7.131}
\end{equation*}
$$

Quantum mechanics uses concepts of

- "observable" $\hat{O}$ : Random variables, elements of a non-commutative C*-algebra of operators describing a physical quantity of the system like angular momentum. For finite systems, "observables" $\hat{O}$ are represented by Hermitian matrices acting in a Hilbert space $H$.
- "state" $E(\hat{O})$ : Quantum Expected Value considered as Information on the system allowing to make predictions about it. A quantum state is on the same footing as a probability distribution in classical physics and a state in classical statistical mechanics, except for the non-commutation of the observables. (this "expectation" cannot be given simultaneously for two non-commuting observables which cannot be measured with the same apparatus).
When observables are represented by matrices in a Hilbert space $H$, the state can be implemented in terms of a matrix $\hat{D}$ in the space $H$ :

$$
\begin{equation*}
E(\hat{O})=\operatorname{Tr}[\hat{D} \hat{O}] \tag{7.132}
\end{equation*}
$$

where $\hat{D}$ is the density matrix, which is a representation of the state, is

- Hermitian: as $E(\hat{O})$ is real for $\hat{O}^{+}=\hat{O}$
- Normalized: as $E(\hat{I})=1$ for the unit observable $\hat{I}$
- Non-negative: as $E\left(\hat{O}^{2}\right) \geq 0$ for any $\hat{O}$.

Through $E(\hat{O})=\operatorname{Tr}[\hat{D} \hat{O}]$, each state could be considered as a linear mapping $E(\hat{O})=\langle\hat{D}, \hat{O}\rangle$ of the vector space of observables $\hat{O}$ onto real numbers, characterized by $\hat{D}$ that appears as elements of the dual vector space of observables $\hat{O}$. Liouville representations of quantum mechanics uses that the mathematical representation of quantum mechanics can be changed, without any incidence on physics,
by performing simultaneously in both vector spaces of observables and states a linear change of coordinates that preserves the scalar product $\langle\hat{D}, \hat{O}\rangle$, that leaves invariant the expectation values

$$
\begin{equation*}
E(\hat{O})=\langle\hat{D}, \hat{O}\rangle \tag{7.133}
\end{equation*}
$$

Roger Balian has looked for a physically meaningful metric in the space of states, that depend solely on this space and not on the two dual spaces. Then, he considers the Entropy $S$ associated with a state $\hat{D}$ that gathers all the information available on an ensemble $E$ of systems. The Entropy $S$ quantity measures the amount of missing information because of probabilistic character of predictions.

Von Neumann has introduced, in 1932, an extension of Boltzmann-Gibbs Entropy of classical statistical mechanics:

$$
\begin{equation*}
S(\hat{D})=-\operatorname{Tr}[\hat{D} \log (\hat{D})] \tag{7.134}
\end{equation*}
$$

used by Jaynes to assign a state to a quantum system when only partial information about it is available based on:

- Maximum Entropy Principle: among all possible states that are compatible with the known expectation values, the one which yields the maximum entropy under constraints on these data is selected.
that is derived from Laplace's principle of insufficient reason:
- Identification of expectation values in the Bayesian sense with averages over a large number of similar systems
- The expectation value of each observable for a given system is equal to its average over $E$ showing that equi-probability for $E$ implies maximum entropy for each system.
Then von Neumann's entropy has been interpreted by Jaynes and Brillouin as:
- Entropy = measure of missing information: the state found by maximizing this entropy can be regarded as the least biased one, as it contains no more information than needed to account for the given data.

Different authors have shown that von Neumann Entropy is the only one that is physically satisfactory, since it is characterized by the properties required for a measure of disorder:

- Additivity for uncorrelated systems
- Subadditivity for correlated systems (suppressing correlations raises the uncertainty)
- Extensivity for a macroscopic system
- Concavity (putting together two different statistical ensembles for the same system produces a mixed ensemble which has a larger uncertainty than the average of the uncertainties of the original ensembles).

These properties are also requested to ensure that the maximum entropy criterion follows from Laplace's principle, since the latter principle provides an unambiguous construction of von Neumann's entropy.

Roger Balian has then developed the Geometry derived from von Neumann's entropy. using two physically meaningful scalar quantities:

- $\operatorname{Tr}[\hat{D} \hat{O}]$ expectation values across the two dual spaces of observables \& states
- $S=-\operatorname{Tr}[\hat{D} \log (\hat{D})]$ entropy within the space of states.

The entropy $S$ could be written as a scalar product $S=-\langle\hat{D}, \log (\hat{D})\rangle$ where $\log (\hat{D})$ is an element of the space of observables, allowing physical geometric structure in these spaces. The second differential $d^{2} S$ is a negative quadratic form of the coordinates of $\hat{D}$ that is induced by concavity of von Neumann entropy $S$. Then, Roger Balian has introduced the distance ds between the state $\hat{D}$ and a neighboring state $\hat{D}+d \hat{D}$ as the square root of

$$
\begin{equation*}
d s^{2}=-d^{2} S=\operatorname{Tr}[d \hat{D} \cdot d \log \hat{D}] \tag{7.135}
\end{equation*}
$$

where the Riemannian metric tensor is the Hessian of $-S(\hat{D})$ as function of a set of independent coordinates of $\hat{D}$.

We recover the algebraic/geometric duality between $\hat{D}$ and $\ln \hat{D}$ through a Legendre transform:

$$
\begin{equation*}
S(\hat{D})=F(\hat{X})-\langle\hat{D}, \hat{X}\rangle \text { with } S(\hat{D})=-\operatorname{Tr} \hat{D} \log \hat{D}=-\langle\hat{D}, \log \hat{D}\rangle \tag{7.136}
\end{equation*}
$$

with $\hat{X}$ and $\hat{D}$ conjugate variables in the Legendre transform and where:

$$
\begin{equation*}
F(\hat{X})=\log \operatorname{Tr} \exp \hat{X} \tag{7.137}
\end{equation*}
$$

an operators generalization of the Massieu potential. $F(\hat{X})$ Characterizes the canonical thermodynamic equilibrium states to which it reduces for $\hat{X}=\beta \cdot \hat{H}$ where $\hat{H}$ is the Hamiltonian.

$$
\begin{equation*}
d F=\operatorname{Tr} \hat{D} d \hat{X} \text { with } \hat{D}=\frac{\exp \hat{X}}{\operatorname{Tr} \exp \hat{X}} \tag{7.138}
\end{equation*}
$$

$d F$ the partial derivatives of $F(\hat{X})$ with respect to the coordinates of $\hat{X} . \hat{D}$ is Hermitian, normalized and positive and can then be interpreted as a density matrix.
Legendre transformation appears naturally with:

$$
\begin{align*}
S(\hat{D}) & =-\operatorname{Tr} \hat{D} \log \hat{D}=-\operatorname{Tr}(\hat{D}(\hat{X}-\log \operatorname{Tr} \exp \hat{X})) \\
& =-\operatorname{Tr} \hat{D} \hat{X}+\operatorname{Tr}(\hat{D}) \cdot \log \operatorname{Tr} \exp \hat{X} \\
\operatorname{Tr}(\hat{D}) & =1 \Rightarrow S(\hat{D})=F(\hat{X})-\langle\hat{D}, \hat{X}\rangle \tag{7.139}
\end{align*}
$$

Roger Balian can then define Hessian metric from $F, d s^{2}=d^{2} \mathrm{~F}$ in the conjugate space $\hat{X}$ :

$$
\begin{equation*}
d s^{2}=-d S^{2}=\operatorname{Tr} d \hat{D} d \hat{X}=d^{2} F \tag{7.140}
\end{equation*}
$$

Note that the normalization of $\hat{D}$ implies $\operatorname{Tr} d \hat{D}=0$ and $\operatorname{Tr} d^{2} \hat{D}=0$.
For time-dependent problems, predictions of $E(\hat{O})=O=\operatorname{Tr}[\hat{D} \hat{O}]$, given at some time, is transformed at later times

- Schrodinger Picture: the observables $\hat{O}$ remain fixed, while the evolution of $\hat{D}(t)$ is governed by the Liouville-von Neumann equation of motion:

$$
\begin{equation*}
i \hbar \frac{d \hat{D}}{d t}=[\hat{H}, \hat{D}] \tag{7.141}
\end{equation*}
$$

- Heisenberg picture: the density operator $\hat{D}$ remains fixed while the observables $\hat{O}$ change in time according to Heisenberg's equation of motion:

$$
\begin{equation*}
i \hbar \frac{d \hat{O}}{d t}=[\hat{O}, \hat{H}] \tag{7.142}
\end{equation*}
$$

The Liouville-von-Neumann equation describes the transfer of information from some observables to other ones generated by a completely known dynamics and can be modified to account for losses of information during a dynamical process. The von-Neumann entropy measures in dimensionless units our uncertainty when summarizes our statistical knowledge on the system, the quantum analogue of the Shannon entropy.

In the classical limit:

- observables $\hat{O}$ are replaced by commuting random variables, which are functions of the positions and momenta of the N particles.
- density operators $\hat{D}$ are replaced by probability densities $D$ in the 6 N -dimensional phase space.
- the trace by an integration over this space.
- the evolution of $D$ is governed by the Liouville equation.

At this step, we make a digression observing that the Liouville equation has been introduced first by Henri Poincaré in 1906, in a paper entitled "Réflexions sur la théorie cinétique des gaz" with this following first sentence:

La théorie cinétique des gaz laisse encore subsister bien des points embarassants pour ceux qui sont accoutumés à la rigueur mathématique... L'un des points qui m'embarassaient le plus
était le suivant: il s'agit de démontrer que l'entropie va en diminuant, mais le raisonnement de Gibbs semble supposer qu'après avoir fait varier les conditions extérieures on attend que le régime soit établi avant de les faire varier à nouveau. Cette supposition est-elle essentielle, ou en d'autres termes, pourrait-on arriver à des résultats contraire au principe de Carnot en faisant varier les conditions extérieures trop vite pour que le régime permanent ait le temps de s'établir?

In this paper, Poincaré introduced Liouville equation for the time evolution of the phase-space probability density $p\left(x_{i}, t\right): \frac{\partial p}{\partial t}+\sum_{i} \frac{\partial\left(p X_{i}\right)}{\partial x_{i}}=0$ corresponding to a dynamical system defined by the ordinary differential equations $\frac{d x_{i}}{d t}=X_{i}$. For a system obeying Liouville theorem $\sum_{i} \frac{\partial X_{i}}{\partial x_{i}}=0$, Poincaré gave the form $\frac{\partial p}{\partial t}+$ $\sum_{i} X_{i} \frac{\partial p}{\partial x_{i}}=0$ that can also be written as: $\frac{\partial p}{\partial t}=\{H, p\}=L p$ in terms of the Poisson bracket $\{.,$.$\} of the Hamiltonian H$ with the probability density p , which defines the Liouvillian operator $L$.

Back to Balian theory, we can notice that usually, only a small set of data are controlled.

- $\hat{O}_{i}$ will be the observables that are controlled
- $O_{i}$ their expectation values for the considered set of repeated experiments,
- $\hat{D}$ a density operator of the system, relying on the sole knowledge of the set

$$
\begin{equation*}
O_{i}=\operatorname{Tr} \hat{O}_{i} \hat{D} \tag{7.143}
\end{equation*}
$$

The maximum entropy criterion consists in:

- Selecting, among all the density operators subject to the constraints $O_{i}=\operatorname{Tr} \hat{O}_{i} \hat{D}$, the one $\hat{D}_{R}$, which renders the von Neumann entropy $S(\hat{D})=-\operatorname{Tr} \hat{D} \log \hat{D}$ maximum.

Roger Balian said that:
An intuitive justication is the following: for any other $\hat{D}$ compatible with $O_{i}=\operatorname{Tr} \hat{O}_{i} \hat{D}$, we have by construction $S(\hat{D})<S\left(\hat{D}_{R}\right)$. The choice of $\hat{D}_{R}$ thus ensures that our description involves no more information than the minimum needed to account for the only available information $O_{i}=\operatorname{Tr} \hat{O}_{i} \hat{D}$. The difference $S\left(\hat{D}_{R}\right)-S(\hat{D})$ measures some extra information included in $\hat{D}$, but not in $\hat{D}_{R}$, and hence, not in the only known expectation values $O_{i}$. Selecting $\hat{D}_{R}$ rather than any other $\hat{D}$ which satisfies $O_{i}=\operatorname{Tr} \hat{O}_{i} \hat{D}$ is therefore the least biased choice, the one that allows the most reasonable predictions drawn from the known set $O_{i}$ about other arbitrary quantities.

At this stage, Roger Balian has introduced the notion of Relevant Entropy as generalization of Gibbs entropy. For any given set of relevant observables $\hat{O}_{i}$, the expectation values $O_{i}$ of which are known, the maximum of the von Neumann entropy $S(\hat{D})=-\operatorname{Tr} \hat{D} \log \hat{D}$ under the constraints $O_{i}=\operatorname{Tr} \hat{O}_{i} \hat{D}$ is found by introducing Lagrangian multipliers, $\gamma_{i}$ associated with each equation $O_{i}=\operatorname{Tr} \hat{O}_{i} \hat{D}$ and $\Phi$ associated with the normalization of $\hat{D}$ :

$$
\begin{equation*}
\hat{D}_{R}=\underset{\hat{D}}{\operatorname{ArgMin}}\left[S(\hat{D})+\gamma_{i}\left(O_{i}-\operatorname{Tr} \hat{O}_{i} \hat{D}\right)\right] \text { such that } \operatorname{Tr} \hat{D}=1 \tag{7.144}
\end{equation*}
$$

Its value, $S\left(\hat{D}_{R}\right)$ is reached for a density operator of the form:

$$
\begin{equation*}
\hat{D}_{R}=\exp \left(\Phi-\sum_{i} \gamma_{i} \hat{O}_{i}\right) \tag{7.145}
\end{equation*}
$$

where the multipliers are determined by $\operatorname{Tr} \hat{D}_{R} \hat{O}_{i}=O_{i}$ and $\operatorname{Tr} \hat{D}_{R}=1$.
This least biased density operator has an exponential form, which generalizes the usual Gibbs distributions and the concavity of the von Neumann entropy ensures the unicity of $\hat{D}_{R}$.

The equations $\operatorname{Tr} \hat{D}_{R} \hat{O}_{i}=O_{i}$ and $\operatorname{Tr} \hat{D}_{R}=1$ can be written by introducing a generalized thermodynamic potential $\Phi\left(\gamma_{i}\right)$, defined as function of the other multipliers $\gamma_{i}$ by:

$$
\begin{equation*}
\Phi\left(\gamma_{i}\right)=-\log \operatorname{Tr} \exp \left[-\sum_{i} \gamma_{i} \hat{O}_{i}\right] \tag{7.146}
\end{equation*}
$$

where $\Phi\left(\gamma_{i}\right)$ is identified with a Massieu thermodynamic potential.
The relations between the data $O_{i}$ and the multipliers $\gamma_{i}$ are then given by:

$$
\begin{equation*}
\frac{\partial \Phi\left(\gamma_{i}\right)}{\partial \gamma_{i}}=O_{i} \tag{7.147}
\end{equation*}
$$

The corresponding entropy $S\left(\hat{D}_{R}\right)=S_{R}\left(O_{i}\right)$ is a function of the variables $O_{i}$ (or equivalently $\gamma_{i}$ ), as $\Phi\left(\gamma_{i}\right)$ :

$$
\begin{equation*}
S_{R}\left(O_{i}\right)=\sum_{i} \gamma_{i} O_{i}-\Phi\left(\gamma_{i}\right) \tag{7.148}
\end{equation*}
$$

Roger Balian gave the name of Relevant Entropy $S\left(\hat{D}_{R}\right)=S_{R}\left(O_{i}\right)$ associated with the set $\hat{O}_{i}$ of relevant observables selected in the considered situation, measuring the amount of information which is missing when only the data $O_{i}$ are available.

The relations $\frac{\partial \Phi\left(\gamma_{i}\right)}{\partial \gamma_{i}}=O_{i}$ between the variables $\gamma_{i}$ and the variables $O_{i}$ can therefore be inverted as:

$$
\begin{equation*}
\frac{\partial S_{R}\left(O_{i}\right)}{\partial O_{i}}=\gamma_{i} \tag{7.149}
\end{equation*}
$$

Roger Balian has given an orthogonal projection interpretation of maximum entropy solution, where in non-equilibrium statistical mechanics; a central problem consists in predicting the values at the time $t$ of some set of variables $O_{i}$ from the knowledge of their values at the initial time $t_{0}$. As remarked by Roger Balian, a general solution
of this inference problem is provided by the projection method of Nakajima [116] and Zwanzig [117].

The equations of motion of $O_{i}(\mathrm{t})$ should be generated from:

$$
\begin{gather*}
i \hbar \frac{d \hat{D}}{d t}=[\hat{H}, \hat{D}] \text { (the motion equation) }  \tag{7.150}\\
O_{i}=\operatorname{Tr} \hat{O}_{i} \hat{D} \tag{7.151}
\end{gather*}
$$

At initiation, we have:

- $O_{i}\left(t_{0}\right)$ : initial conditions are transformed into initial conditions on $\hat{D}\left(t_{0}\right)$
- $\hat{D}\left(t_{0}\right)$ : the least biased choice given by the maximum entropy criterion:

$$
\begin{equation*}
\hat{D}_{R}=\exp \left(\Phi-\sum_{i} \gamma_{i} \hat{O}_{i}\right) \text { with } \operatorname{Tr} \hat{D}_{R} \hat{O}_{i}=O_{i} \text { and } \operatorname{Tr} \hat{D}_{R}=1 \tag{7.152}
\end{equation*}
$$

The von Neumann entropy $S(\hat{D})=-\operatorname{Tr} \hat{D} \log \hat{D}$ associated with $\hat{D}(t)$ remains constant in time, from the unity of the evolution $i \hbar \frac{d \hat{D}}{d t}=[\hat{H}, \hat{D}]$ (no information is lost during the evolution), but in general, $\hat{D}(t)$ does not keep the exponential form, which involves only the relevant observables $O_{i}$.

The lack of information associated with the knowledge of the variables $O_{i}(t)$ only is measured by the Relevant Entropy:

$$
\begin{equation*}
S_{R}\left(O_{i}\right)=\sum_{i} \gamma_{i} O_{i}-\Phi\left(\gamma_{i}\right) \tag{7.153}
\end{equation*}
$$

where the multipliers $\gamma_{i}(t)$ are time-dependent:

$$
\begin{equation*}
\frac{\partial \Phi\left(\gamma_{i}\right)}{\partial \gamma_{i}}=O_{i} \text { or } \frac{\partial S_{R}\left(O_{i}\right)}{\partial O_{i}}=\gamma_{i} \tag{7.154}
\end{equation*}
$$

Generally, $S_{R}\left(O_{i}(t)\right)>S_{R}\left(O_{i}\left(t_{0}\right)\right)$ because a part of the initial information on the set $\hat{O}_{i}$ has leaked at the time $t$ towards irrelevant variables., due to dissipation in the evolution of the variables $O_{i}(t)$.

A reduced density operator $\hat{D}_{R}(t)$ can be built at each time with the set of relevant variables $O_{i}(t)$. As regards these variables, $\hat{D}_{R}(t)$ is equivalent to $\hat{D}(t)$ :

$$
\begin{equation*}
\operatorname{Tr} \hat{D}_{R}(t) \hat{O}_{i}=\operatorname{Tr} \hat{D}(t) \hat{O}_{i}=O_{i}(t) \tag{7.155}
\end{equation*}
$$

$\hat{D}_{R}(t)$ has the maximum entropy form retaining any information about the irrelevant variables, and is parameterized by the set of multipliers $\gamma_{i}(t)$ (in one-to-one correspondence with the set of relevant variables $\left.O_{i}(t)\right)$.

Fig. 7.9 Projection of $\hat{D}(t), \hat{D}_{R}(t)$ that has the maximum entropy form retaining any information about the irrelevant variables


Regarding density operators as points in a vector space, the correspondence from $\hat{D}(t)$ to $\hat{D}_{R}(t)$ is interpreted by Roger Balian as a projection onto the manifold $R$ of reduced states (the space of states $\hat{D}$ endowed with the previous natural metric: $\left.d s^{2}=-d S^{2}=\operatorname{Tr} d \hat{D} \cdot d \log \hat{D}\right)$.

The correspondence $\hat{D} \rightarrow \hat{D}_{R}$ appears as an orthogonal projection [116, 117] where the projection from $\hat{D}$ to $\hat{D}_{R}=P \hat{D}$ is implemented by means of the projection superoperator:

$$
\begin{equation*}
P=\hat{D}_{R} \otimes I+\frac{\partial \hat{D}_{R}}{\partial O_{i}} \otimes\left(\hat{O}_{i}-O_{i} I\right) \tag{7.156}
\end{equation*}
$$

where $I$ is the unit superoperator in the Liouville space. $P$ is defined as a sum of elementary projections (the tensor product of a state-like vector and an observablelike vector), lying in the conjugate Liouville spaces. The complementary projection superoperator $Q$ onto the irrelevant space is defined as:

$$
\begin{equation*}
Q=I-P \tag{7.157}
\end{equation*}
$$

with the following properties:

$$
\begin{equation*}
P^{2}=P, Q^{2}=Q, P Q=0 \text { and } I P=I \tag{7.158}
\end{equation*}
$$

The density operator $\hat{D}$ can thereby be split at each time into its reduced relevant part $\hat{D}_{R}=P \hat{D}$ and its irrelevant part $\hat{D}_{I R}=Q \hat{D}$ (Fig. 7.9):

$$
\begin{equation*}
\hat{D}=P \hat{D}+Q \hat{D}=P \hat{D}+(I-Q) \hat{D}=\hat{D}_{R}+\hat{D}_{I R} \tag{7.159}
\end{equation*}
$$

In Liouville representation, the Liouville-von Neumann equation could be written with Liouvillian $L$ superoperator (tensor with $2 \times 2$ indices in Hilbert Space):

$$
\begin{equation*}
\frac{d \hat{D}}{d t}=L \hat{D} \Rightarrow \frac{d \hat{D}_{\alpha \beta}}{d t}=\sum_{\gamma \beta} L_{\alpha \beta, \gamma \delta} \hat{D}_{\delta \gamma}=\sum_{\gamma \beta} \frac{1}{i \hbar}\left(H_{\alpha \delta} \delta_{\beta \gamma}-H_{\gamma \beta} \delta_{\alpha \delta}\right) \hat{D}_{\delta \gamma} \tag{7.160}
\end{equation*}
$$

The time-dependence of $\hat{D}_{R}$ is given by time-derivative:

$$
\begin{align*}
\frac{d \hat{D}_{R}}{d t} & =\frac{d P}{d t} \hat{D}_{R}+P L \hat{D}_{R}+P L \hat{D}_{I R}  \tag{7.161}\\
\frac{d \hat{D}_{I R}}{d t} & =\frac{d P}{d t} \hat{D}_{I R}-Q L \hat{D}_{R}-Q L \hat{D}_{I R}
\end{align*}
$$

Roger Balian solves these equations by introduction a Superoperator Green function.

### 7.5 Synthesis of Analogy Between Koszul Information Geometry Model, Souriau Statistical Physics Model and Balian Quantum Physics Model

We will synthetize in the following Table 7.1 results of Sect. 7.4 with Koszul Hessian structure of Information Geometry, Souriau model of Statistical Physics with general concept of geometric temperature, and Balian model of Quantum Physics with notion of Quantum Fisher Metric deduced from hessian of Von Neumann Entropy. Analogies between models will deal with Characteristic function, Entropy, Legendre Transform, Density of probability, Dual Coordinate System, Hessian Metric and Fisher metric.

### 7.6 Applications of Koszul Theory to Cones for Covariance Matrices of Stationary/Non-stationary Time Series and Stationary Space-Time Series

In this chapter, we apply theory developed in first chapters to define geometry of cones associated to Symmetric/Hermitian Positive Definite Matrices, that correspond to the case of covariance matrices for stationary signal $[35,36]$ with very specific matrix structures [77-79]:

- Toeplitz Hermitian Positive Definite Matrix structure (covariance matrix of a stationary time series)
- Toeplitz-Block-Toeplitz Hermitian Positive Definite Matrix structure (covariance matrix of a stationary space-time series).

We will prove that "Toeplitz" structure could be captured by complex autogressive model parameterization. This parameterization could be naturally introduced through Trench's theorem, Verblunsky's theorem or Partial Iwasawa decomposition theorem.
Table 7.1 Synthesis of Koszul, Souriau and Balian models respectively in hessian geometry, physical statistics and quantum physics

|  | Koszul model | Souriau model | Balian model |
| :---: | :---: | :---: | :---: |
| Characteristic function | $\Phi(x)=-\log \int_{\Omega^{*}} e^{-\langle\xi, x\rangle} d \xi \forall x \in \Omega$ | $\Phi(\beta)=-\log \int_{M} e^{-\beta \cdot U(\xi)} d \omega$ | $\Phi\left(\gamma_{i}\right)=-\log \operatorname{Tr} \exp \left[-\sum_{i} \gamma_{i} \hat{O}_{i}\right]$ |
| Entropy | $\Phi^{*}\left(x^{*}\right)=-\int_{\Omega^{*}} p_{x}(\xi) \log p_{x}(\xi) d \xi$ | $s=-\int_{M} p(\xi) \log p(\xi) d \omega$ | $\begin{aligned} & S\left(\hat{D}_{R}\right)=S_{R}\left(O_{i}\right) \\ & S\left(\hat{D}_{R}\right)=-\operatorname{Tr}\left(\hat{D}_{R} \log \hat{D}_{R}\right) \end{aligned}$ |
| Legendre transform | $\Phi^{*}\left(x^{*}\right)=\left\langle x, x^{*}\right\rangle-\Phi(x)$ | $s(Q)=\beta \cdot Q-\Phi(\beta)$ | $S_{R}\left(O_{i}\right)=\sum_{i} \gamma_{i} O_{i}-\Phi\left(\gamma_{i}\right)$ |
| Density of probability | $\begin{aligned} & p_{x}(\xi)=e^{-\langle x, \xi\rangle+\Phi(x)} \\ & p_{x}(\xi)=e^{-\langle\xi, x\rangle} / \int_{\Omega^{*}} e^{-\langle\xi, x\rangle} d \xi \end{aligned}$ | $p(\xi)=e^{\Phi(\beta)-\beta \cdot U(\xi)}$ | $\hat{D}_{R}=\exp \left(\Phi-\sum_{i} \gamma_{i} \hat{O}_{i}\right)$ |
| Dual coordinate | $x^{*}=\int_{\Omega^{*}} \xi \cdot p_{x}(\xi) d \xi$ | $Q=\frac{\int_{M} U(\xi) e^{-\beta \cdot U(\xi)} d \omega}{\int_{M} e^{-\beta \cdot U(\xi)} d \omega}$ | $\begin{aligned} & \operatorname{Tr} \hat{D}_{R}(t) \hat{O}_{i}=\operatorname{Tr} \hat{D}(t) \hat{O}_{i} \\ & \operatorname{Tr} \hat{D}_{R}(t) \hat{O}_{i}=O_{i}(t) \end{aligned}$ |
| Dual coordinate system Hessian metric | $\begin{aligned} & x^{*}=\frac{\partial \Phi(x)}{\partial x} \text { and } x=\frac{\partial \Phi^{*}\left(x^{*}\right)}{\partial x^{*}} \\ & d s^{2}=-d^{2} \Phi^{*}\left(x^{*}\right) \end{aligned}$ | $\begin{aligned} & Q=\frac{\partial \Phi}{\partial \beta} \text { and } \beta=\frac{\partial s}{\partial Q} \\ & d s^{2}=-d^{2} s(Q) \end{aligned}$ | $\begin{aligned} & \frac{\partial \Phi\left(\gamma_{i}\right)}{\partial \gamma_{i}}=O_{i} \text { and } \frac{\partial S_{R}\left(O_{i}\right)}{\partial O_{i}}=\gamma_{i} \\ & d s^{2}=-d S^{2}=\operatorname{Tr} d \hat{D} d \hat{X}=d^{2} F \end{aligned}$ |
| Fisher metric | $\begin{aligned} & I(x)=-E_{\xi}\left[\frac{\partial^{2} \log p_{x}(\xi)}{\partial x^{2}}\right] \\ & I(x)=-\frac{\partial^{2} \Phi(x)}{\partial x^{2}} \end{aligned}$ | $I(\beta)=-\frac{\partial^{2} \Phi(\beta)}{\partial \beta^{2}}$ | $I(\gamma)=\left[-\frac{\partial^{2} \Phi}{\partial \gamma_{i} \partial \gamma_{j}}\right]_{i, j}$ |

### 7.6.1 Koszul Density for Symmetric Positive Definite (SPD) Matrix

## (a) Classical approach based on Maximum Entropy

We can construct a probability model for symmetric positive-definite real random matrices using the entropy optimization principle [58]. Then, we will compare by the result obtained by Koszul theory. Let x be a random matrix with values in $\mathrm{Sym}^{+}(n)$ whose probability distribution $p(x) \tilde{d} x$ is defined by a probability density function $p(x)$.This probability density function is such that:

$$
\begin{equation*}
\int_{x>0} p(x) \tilde{d} x=1 \tag{7.162}
\end{equation*}
$$

Available information for construction of the probability model

$$
\begin{equation*}
\int_{x>0} p(x) \tilde{d} x=1 \text { with } E(x)=\int_{x>0} x \cdot p(x) \tilde{d} x=\bar{x} \tag{7.163}
\end{equation*}
$$

$$
\begin{equation*}
\text { and } E(\log \operatorname{det} x)=\int_{x>0} \log (\operatorname{det} x) \cdot p(x) \tilde{d} x=v \text { with }|v|<+\infty \tag{7.164}
\end{equation*}
$$

$$
\begin{equation*}
\text { where } E[\log \operatorname{det} x]=v \text { with }|v|<+\infty \Rightarrow E\left[\left|x^{-1}\right|_{F}^{\gamma}\right]<+\infty \tag{7.165}
\end{equation*}
$$

Probability model using the maximum entropy principle: construct probability density function and characteristic function of random matrix $x$ using the maximum entropy principle and the available information.

$$
\begin{align*}
L(p)= & -\int_{x>0} p(x) \log p(x) \cdot \tilde{d} x-\left(\xi_{0}-1\right) \cdot\left(\int_{x>0} p(x) \tilde{d} x-1\right) \\
& -\xi \cdot\left(\int_{x>0} \log (\operatorname{det} x) \cdot p(x) \tilde{d} x-v\right)  \tag{7.166}\\
p= & \operatorname{Arg} \operatorname{Max}_{p} L(p) \Rightarrow p(x)=c_{0} \cdot(\operatorname{det} x)^{\lambda-1} e^{-\langle\xi, x\rangle} \tag{7.167}
\end{align*}
$$

In order to perform this calculation, we need results concerning the Siegel integral for a positive-definite symmetric real matrix, given by Siegel in hi paper "Über der analytische Theorie der quadratischen Formen":

$$
\begin{equation*}
J(\lambda, \xi)=\int_{x>0} e^{-\langle\xi, x\rangle}[\operatorname{det} x]^{\lambda-1} \tilde{d} x \tag{7.168}
\end{equation*}
$$

That could be computed:

$$
\begin{align*}
& J(\lambda, \xi)=(2 \pi)^{\frac{M(M-1)}{2}}\left[\prod_{l=1}^{M} \Gamma\left(\frac{M-l+2 \lambda}{2}\right)\right](\operatorname{det} x)^{-\frac{(M-1+2 \lambda)}{2}}  \tag{7.169}\\
& \Gamma(\lambda)=\int_{0}^{+\infty} t^{\lambda-1} e^{-t} d t
\end{align*}
$$

If we compute the Characteristic function of x is given by:

$$
\begin{gather*}
\Phi_{x}(\theta)=E\left[e^{i\langle\theta, x\rangle}\right]=\int_{x>0} e^{i\langle\theta, x\rangle} p(x) \cdot \tilde{d} x  \tag{7.170}\\
\Phi_{x}(\theta)=\left[\operatorname{det}\left(I_{M}-i \xi^{-1} \theta\right)\right]^{-\frac{(M-1+2 \lambda)}{2}} \tag{7.171}
\end{gather*}
$$

Considering the analytic extension of the mapping $w \mapsto J(\lambda, \xi-w)$ by writing $w=\operatorname{Re}(w)+i \theta . \operatorname{Taking} \operatorname{Re}(w)=0$, we deduce that:

$$
\begin{equation*}
\Phi_{x}(\theta)=c_{0} \cdot J(\lambda, \xi-i \theta) \text { and } \Phi_{x}(0)=1 \Rightarrow c_{0}=\frac{1}{J(\lambda, \xi)} \tag{7.172}
\end{equation*}
$$

Finally, characteristic function of x is given by:

$$
\begin{equation*}
\Phi_{x}(\theta)=J(\lambda, \xi-i \theta) \cdot J(\lambda, \xi)^{-1} \tag{7.173}
\end{equation*}
$$

First and second moments derived from characteristic function

$$
\begin{align*}
E\left[x_{j k}\right] & =\left.\frac{-i}{\left(2-\delta_{j k}\right)} \frac{\partial \Phi_{x}(\theta)}{\partial \theta_{j k}}\right|_{\theta=0} \text { and } E\left[x_{j k} x_{j^{\prime} k^{\prime}}\right] \\
& =\left.\frac{-i}{\left(2-\delta_{j k}\right)\left(2-\delta_{j^{\prime} k^{\prime}}\right)} \frac{\partial^{2} \Phi_{x}(\theta)}{\partial \theta_{j k} \partial \theta_{j^{\prime} k^{\prime}}}\right|_{\theta=0} \tag{7.174}
\end{align*}
$$

Using:

$$
\begin{gather*}
\operatorname{det}(I+h)=1+\operatorname{tr}(h)+0\left(|h|_{F}^{2}\right) \text { and } \frac{\partial \operatorname{det} b}{\partial b_{j k}}=(\operatorname{det} b) \cdot b^{-1}  \tag{7.175}\\
E\left[x_{j k}\right]=\frac{(M-1+2 \lambda)}{2} \cdot \xi_{j k}^{-1} \tag{7.176}
\end{gather*}
$$

$$
\begin{align*}
E\left[x_{j k} x_{j^{\prime} k^{\prime}}\right]= & E\left[x_{j k}\right] E\left[x_{j^{\prime} k^{\prime}}\right]+\frac{1}{(M-1+2 \lambda)}\left(E\left[x_{j^{\prime} k}\right] E\left[x_{j k^{\prime}}\right]\right. \\
& \left.+E\left[x_{j j^{\prime}}\right] E\left[x_{k k^{\prime}}\right]\right) \tag{7.177}
\end{align*}
$$

First moment derived from characteristic function are given by: $\xi=\frac{(M-1+2 \lambda)}{2} \bar{x}^{-1}$.
Characteristic function and probability density function of positive-definite random matrix:

$$
\begin{equation*}
\Phi_{x}(\theta)=\left[\operatorname{det}\left(I_{M}-\frac{2 i}{(M-1+2 \lambda)} \bar{x} \theta\right)\right]^{-\frac{(M-1+2 \lambda)}{2}} \tag{7.178}
\end{equation*}
$$

We deduce first two moments:

$$
\begin{align*}
& p(x)=c_{x} \cdot(\operatorname{det} x)^{\lambda-1} \cdot e^{-\frac{(M-1+2 \lambda)}{2}\left(\bar{x}^{-1}, x\right)}=c_{x} \cdot(\operatorname{det} x)^{\lambda-1} \cdot e^{-\frac{(M-1+2 \lambda)}{2} \operatorname{Tr}\left(\bar{x}^{-1} x\right)} \\
& \text { with } c_{x}=\frac{(2 \pi)^{-\frac{M(M-1)}{4}}\left(\frac{M-1+2 \lambda}{2}\right)^{\frac{M(M-1+2 \lambda)}{2}}}{\left[\prod_{l=1}^{M} \Gamma\left(\frac{M-l+2 \lambda}{2}\right)\right] \cdot(\operatorname{det} \bar{x})^{\frac{(M-1+2 \lambda)}{2}}} \tag{7.179}
\end{align*}
$$

If we Maximum Entropy Density with $\lambda=1$

$$
\begin{align*}
p_{x}(\xi) & =\beta_{M E} \cdot \operatorname{det}\left(\bar{\xi}^{-1}\right)^{\frac{n+1}{2}} e^{-\frac{(n+1)}{2} \operatorname{Tr}\left(\bar{\xi}^{-1} \xi\right)} \text { with } \\
\beta_{M E} & =\left[\frac{(2 \pi)^{-\frac{n(n-1)}{4}\left(\frac{n+1}{2}\right)^{\frac{n(n+1)}{2}}}\left[\prod_{l=1}^{n} \Gamma\left(\frac{n-l+2}{2}\right)\right]}{}\right] \tag{7.180}
\end{align*}
$$

(b) Method based on Koszul Density

Another approach is to consider directly Koszul theory with following definition of the density:

$$
\begin{equation*}
p_{\bar{\xi}}(\xi)=\frac{e^{-\left\langle\xi, \Theta^{-1}(\bar{\xi})\right\rangle}}{\int_{\Omega^{*}} e^{-\left\langle\xi, \Theta^{-1}(\bar{\xi})\right\rangle} d \xi} \text { with } x=\Theta^{-1}(\bar{\xi}) \text { and } \bar{\xi}=\Theta(x)=\frac{d \Phi(x)}{d x} \tag{7.181}
\end{equation*}
$$

$$
\text { where } \bar{\xi}=\int_{\Omega^{*}} \xi \cdot p_{\bar{\xi}}(\xi) d \xi \text { and } \Phi(x)=-\log \int_{\Omega^{*}} e^{-\langle x, \xi\rangle} d \xi
$$

To compute this density, we have to define first the inner product $\langle.,$.$\rangle for our$ application considering Symmetric or Hermitian Positive Definite Matrices, that is a reductive homogeneous space. A homogeneous space $G / H$ is said to be reductive if there exists a decomposition $g=m+h$, such that $\operatorname{Ad}_{H}(m)=$
$\left\{h A h^{-1}: h \in H, A \in m\right\} \subset m$, where $g$ and h are the Lie algebras of $G$ and $H$. Given a bilinear form on $m$, there are associated $G$-invariant metric and $G$-invariant affine connection on $G / H$. The natural metric on $G / H$ corresponds to a restriction of the CartanKiling form on g (Lie Algebra of $G$ ). For covariance matrices, $g=g l(n)$ is the Lie algebra of nxn matrices, that could be written as the direct sum $g l(n)=m+h$, with $m$ Symmetric or Hermitian matrices and $h=\operatorname{so}(n)$ sub-Lie algebra of skew-symmetric or $h=u(n)$ skew-hermitian matrices: $A=1 / 2 \cdot\left(A+A^{T}\right)+1 / 2 \cdot\left(A-A^{T}\right)$. The symmetric matrices $m$ are $A d_{O(n)}$-invariant because for any symmetric matrix $S$ and orthogonal matrix $Q, A d_{O(n)}(S)=Q S Q^{-1}=Q S Q^{T}$, that is symmetric.

As the set of covariance symmetric matrices is related to the quotient space $G L(n) / O(n)$ with $O(n)$ orthogonal Lie Group (because for any covariance matrix R, there is an equivalence class $\left.R^{1 / 2} O(n)\right)$, and the set of covariance hermitian matrices is related to the quotient space $G L(n) / U(n)$ with $U(n)$ Lie Group of Unitary matrices, covariance matrices admit a $G L(n)$-invariant metric and connection corresponding to the following Cartan-Killing bilinear form (Elie Cartan has introduced this form in his Ph.D.):

$$
\begin{gather*}
\langle X, Y\rangle_{I}=\operatorname{Tr}(X Y) \text { at } R=I  \tag{7.183}\\
g_{R}(X, Y)=\langle X, Y\rangle_{R}=\operatorname{Tr}\left(X R^{-1} Y R^{-1}\right) \text { at arbitrary } R \tag{7.184}
\end{gather*}
$$

With this inner product given by Cartan-Killing bilinear form, we can then developed the expression of the Koszul density:

$$
\left\{\begin{array}{c}
\langle x, y\rangle=\operatorname{Tr}(x y), \forall x, y \in \operatorname{Sym}_{n}(R)  \tag{7.185}\\
\psi_{\Omega}(x)=\int_{\Omega^{*}} e^{-\langle\xi, x\rangle} d \xi \quad \operatorname{det} x^{-\frac{n+1}{2}} \psi\left(I_{n}\right) \\
\langle x, y\rangle=\operatorname{Tr}(x y) \\
\Omega^{*}=\Omega \text { self-dual } \\
x^{*}=\bar{\xi}=-d \log \psi_{\Omega}=\frac{n+1}{2} d \log \operatorname{det} x=\frac{n+1}{2} x^{-1}
\end{array}\right.
$$

By Koszul formula, we have then directly

$$
\begin{align*}
p_{x}(\xi) & =e^{-\operatorname{Tr}(x \xi)+\frac{n+1}{2} \log \operatorname{det} x}=\left[\operatorname{det}\left(\alpha \bar{\xi}^{-1}\right)\right]^{\alpha} e^{-\operatorname{Tr}\left(\alpha \bar{\xi}^{-1} \xi\right)} \text { with } \\
\bar{\xi} & =\int_{\Omega^{*}} \xi \cdot p_{x}(\xi) \cdot d \xi \tag{7.186}
\end{align*}
$$

But if we use normalization constraint:

$$
\begin{align*}
& \int_{\xi} p_{x}(\xi) \tilde{d} \xi=1 \Rightarrow \operatorname{det}(v)^{\frac{n+1}{2}} \int_{\xi>0} e^{-\operatorname{Tr}(\nu \xi)}=c_{\bar{\xi}}^{-1} \text { with } v=\frac{n+1}{2} \bar{\xi}^{-1} \\
& c_{\bar{\xi}}^{-1}=(2 \pi)^{\frac{n(n-1)}{2}}\left[\prod_{l=1}^{n} \Gamma\left(\frac{n-l+2}{2}\right)\right] \tag{7.187}
\end{align*}
$$

That we could write:

$$
\begin{align*}
p_{x}(\xi) & =e^{-\langle x, \xi\rangle+\frac{n+1}{2} \log \operatorname{det} x}=c_{\bar{\xi}} \cdot \beta_{K} \operatorname{det}\left(\bar{\xi}^{-1}\right)^{\frac{n+1}{2}} e^{-\frac{n+1}{2} \operatorname{Tr}\left(\bar{\xi}^{-1} \xi\right)} \text { with } \\
\beta_{\mathrm{K}} & =\left(\frac{n+1}{2}\right)^{\frac{n+1}{2}} \tag{7.188}
\end{align*}
$$

### 7.7 Geometry of Toeplitz and Toeplitz-Block-Toeplitz Hermitian Positive Definite Matrices and Representation in Product Space $R x D^{m-1} x S D^{n-1}$

The geometry of Toeplitz and Toeplitz-Block-Toeplitz Hermitian Positive Definite Matrices (THPD and TBTHPD matrices) is addressed in this chapter. In order to introduce with no arbitrary, the relevant metric, we will jointly introduce it through:

- Information Geometry (Fisher metric that is invariant by all changes of parameterization)
- Cartan-Siegel Homogenous Bounded Domains geometry [47, 48] (Siegel metric, deduced from Symplectic geometry, that is invariant by all automorphisms of these bounded domains).

Both geometries will provide the same metric, with representation of Toeplitz-Block-Toeplitz Hermitian Positive Definite Matrices in Product Space $R \mathrm{x} D^{m-1} \mathrm{x}$ $S D^{n-1}$ (with D Poincaré unit disk and SD Siegel unit disk).

To deduce metric of Hermitian Postive Definite Matrices with an additional Toeplitz matrix structure, we use the Trench [51] theorem proving that there is a diffeomorphism between THPD matrices and a specific parameterization deduced from the Toeplitz matrix structure. By analogy, if we consider this THPD, as a covariance matrix of a stationary signal, this parameterization could be exactly identified with Complex Auto-Regressive (CAR) model of this signal. All THPD matrices are then diffeomorphic to $\left(r_{0}, \mu_{1}, \ldots, \mu_{n}\right) \in R^{+} \mathrm{x} D^{n}$ ( $r_{0}$ is a real "scale" parameter, $\mu_{k}$ are called reflection/Verblunsky coefficients of CAR model in $D$ the complex unit Poincare disk, and are "shape" parameters). This result has been found previously by Samuel Verblunsky in 1936 [52]. We have observed that this CAR parameterization of the THPD matrix could be also interpreted as Partial Iwasawa decomposition of the matrix in Lie Group Theory. At this step, to introduce the "natural" metric of this model, we use jointly Burbea/Rao results in Information Geometry and Koszul results in Hessian geometry, where the conformal metric is given by the Hessian of the Entropy of the CAR model. This metric has all good properties of invariances and is conformal. To regularize the CAR inverse problem, we have used a "regularized" Burg reflection coefficient avoiding prior selection of AR model order.

For TBTHPD matrices, we used matrix extension of Verblunsky theorem (given the diffeomorphism of TBTHPD matrix with $\left(R_{0}, M_{1}, \ldots, M_{n}\right) \in \operatorname{Herm}(n)^{+}$ $\mathrm{x} S D^{n}$ ) and Matrix-Burg like algorithm to compute a Matrix CAR model, where Verblunsky coefficients $M_{k}$ are no longer in unit Poincare disk but in unit Siegel disk $S D$.

### 7.7.1 Metric of Toeplitz Hermitian Positive Definite Covariance Matrices

Classicaly, when we consider covariance matrix of stationary signal, correlation coefficient are given by $r_{n, n-k}=r_{k}=E\left[z_{n} z_{n-k}^{*}\right]$ and the covariance matrix $R_{n}$ has a Toeplitz structure. To take into account this matrix structure constraint, Partial Iwasawa decomposition should be considered. This is equivalent for time or space signal to Complex AutoRegressive (CAR) Model decomposition (see Trench Theorem):

$$
\begin{gather*}
\Omega_{n}=\left(\alpha_{n} \cdot R_{n}\right)^{-1}=W_{n} \cdot W_{n}^{+}=\left(1-\left|\mu_{n}\right|^{2}\right) \cdot\left[\begin{array}{cc}
1 & A_{n-1}^{+} \\
A_{n-1} \Omega_{n-1}+A_{n-1} \cdot A_{n-1}^{+}
\end{array}\right]  \tag{7.189}\\
W_{\mathrm{n}}=\sqrt{1-\left|\mu_{n}\right|^{2}}\left[\begin{array}{cc}
1 & 0 \\
A_{n-1} & \Omega_{n-1}^{1 / 2}
\end{array}\right] \text { with } \Omega_{n-1}=\Omega_{n-1}^{1 / 2} \cdot \Omega_{n-1}^{1 / 2+} \tag{7.190}
\end{gather*}
$$

where

$$
\alpha_{n}^{-1}=\left[1-\left|\mu_{n}\right|^{2}\right] \cdot \alpha_{n-1}^{-1}, A_{n}=\left[\begin{array}{l}
A_{n-1}  \tag{7.191}\\
0
\end{array}\right]+\mu_{n}\left[\begin{array}{l}
A_{n-1}^{(-)} \\
1
\end{array}\right] \text { and } V^{(-)}=J \cdot V^{*}
$$

with J antidiagonal matrix
In the framework of Information Geometry, Information metric could be introduced as Kählerian metric where Kähler potential is given by the Entropy $\tilde{\Phi}\left(R_{n}, P_{0}\right)$ :

$$
\begin{align*}
\tilde{\Phi}\left(R_{n}, P_{0}\right)=\log \left(\operatorname{det} R_{n}^{-1}\right)-\log (\pi \cdot e)= & -\sum_{k=1}^{n-1}(n-k) \cdot \log \left[1-\left|\mu_{k}\right|^{2}\right] \\
& -n \cdot \log \left[\pi \cdot e \cdot P_{0}\right] \tag{7.192}
\end{align*}
$$

Information metric is then given by hessian of Entropy in Iwasawa parameterization:

$$
\begin{equation*}
g_{i j} \equiv \frac{\partial^{2} \tilde{\Phi}}{\partial \theta_{i}^{(n)} \partial \theta_{j}^{(n) *}} \text { where } \theta^{(n)}=\left[P_{0} \mu_{1} \cdots \mu_{n-1}\right]^{T} \tag{7.193}
\end{equation*}
$$

with $\left\{\mu_{k}\right\}_{k=1}^{n-1}$ Regularized Burg reflection coefficient [132] and $P_{0}=\alpha_{0}^{-1}$ mean signal Power. Kählerian metric (from Information Geometry) is finally:

$$
\begin{equation*}
d s_{n}^{2}=d \theta^{(n)+}\left[g_{i j}\right] d \theta^{(n)}=n \cdot\left(\frac{d P_{0}}{P_{0}}\right)^{2}+\sum_{i=1}^{n-1}(n-i) \frac{\left|d \mu_{i}\right|^{2}}{\left(1-\left|\mu_{i}\right|^{2}\right)^{2}} \tag{7.194}
\end{equation*}
$$

### 7.7.2 Metric of Toeplitz-Block-Toeplitz Hermitian Positive Definite Covariance Matrices

Previous approach can be extended to Toeplitz-Block-Toeplitz Hermitian Positive Definite Covariance Matrices (TBTHPD). Based on "matrix" generalization of Trench Algorithm, if we consider TBTHPD matrix [82, 83, 86, 87]:

$$
\begin{gather*}
R_{p, n+1}=\left[\begin{array}{cccc}
R_{0} & R_{1} & \cdots & R_{n} \\
R_{1}^{+} & R_{0} & \ddots & \vdots \\
\vdots & \ddots & \ddots & R_{1} \\
R_{n}^{+} & \cdots & R_{1}^{+} & R_{0}
\end{array}\right]=\left[\begin{array}{ccc}
R_{p, n} & \tilde{R}_{n} \\
\tilde{R}_{n}^{+} & R_{0}
\end{array}\right]  \tag{7.195}\\
\text { with } \tilde{R}_{n}=V\left[\begin{array}{l}
R_{1} \\
\vdots \\
R_{n}
\end{array}\right] \text { and } V=\left[\begin{array}{cccc}
0 & \cdots & 0 & J_{p} \\
\vdots & . & . & 0 \\
0 & J_{p} & . & \vdots \\
J_{p} & 0 & \cdots & 0
\end{array}\right] \tag{7.196}
\end{gather*}
$$

From Burg-like parameterization, we can deduced this inversion of Toeplitz-Block-Toeplitz matrix:

$$
R_{p, n+1}^{-1}=\left[\begin{array}{ll}
\alpha_{n} & \alpha_{n} \cdot \widehat{A}_{n}^{+}  \tag{7.197}\\
\alpha_{n} \cdot \widehat{A}_{n} & R_{p, n}^{-1}+\alpha_{n} \cdot \widehat{A}_{n} \cdot \widehat{A}_{n}^{+}
\end{array}\right]
$$

and

$$
R_{p, n+1}=\left[\begin{array}{cc}
\alpha_{n}^{-1}+\widehat{A}_{n}^{+} \cdot R_{p, n} \cdot \widehat{A}_{n}-\widehat{A}_{n}^{+} \cdot R_{p, n}  \tag{7.198}\\
-R_{p, n} \cdot \widehat{A}_{n} & R_{p, n}
\end{array}\right]
$$

with

$$
\alpha_{n}^{-1}=\left[1-A_{n}^{n} A_{n}^{n+}\right] \cdot \alpha_{n-1}^{-1}, \alpha_{0}^{-1}=R_{0}
$$

and

$$
\widehat{A}_{n}=\left[\begin{array}{c}
A_{1}^{1}  \tag{7.199}\\
\vdots \\
A_{n}^{n}
\end{array}\right]=\left[\begin{array}{c}
\widehat{A}_{n-1} \\
0_{p}
\end{array}\right]+A_{n}^{n} \cdot\left[\begin{array}{l}
J_{p} A_{n-1}^{n-1 *} J_{p} \\
\vdots \\
J_{p} A_{1}^{n-1 *} J_{p} \\
I_{p}
\end{array}\right]
$$

Where we have the following Burg-like generalized forward and backward linear prediction:

$$
\left\{\begin{array}{l}
\varepsilon_{n+1}^{f}(k)=\sum_{l=0}^{n+1} A_{l}^{n+1}(k) Z(k-l)=\varepsilon_{n}^{f}(k)+A_{n+1}^{n+1} \varepsilon_{n}^{b}(k-1) \\
\varepsilon_{n+1}^{b}(k)=\sum_{l=0}^{n} J A_{l}^{n+1}(k)^{*} J Z(k-n+l)=\varepsilon_{n}^{b}(k-1)+J A_{n+1}^{n+1 *} J \varepsilon_{n}^{f}(k)
\end{array}\right.
$$

with

$$
\begin{gather*}
\left\{\begin{array}{l}
\varepsilon_{0}^{f}(k)=\varepsilon_{0}^{b}(k)=Z(k) \\
A_{0}^{n+1}=I_{p}
\end{array}\right. \\
A_{n+1}^{n+1}=-2\left[\sum_{k=1}^{N+n} \varepsilon_{n}^{f}(k) \varepsilon_{n}^{b}(k-1)^{+}\right]\left[\sum_{k=1}^{N+n} \varepsilon_{n}^{f}(k) \varepsilon_{n}^{f}(k)^{+}+\sum_{k=1}^{N+n} \varepsilon_{n}^{b}(k) \varepsilon_{n}^{b}(k)^{+}\right]^{-1} \tag{7.200}
\end{gather*}
$$

Using Schwarz's inequality, it is easily to prove that $A_{n+1}^{n+1}$ Burg-Like reflection coefficient matrix lies in Siegel Disk $A_{n+1}^{n+1} \in S D_{p}$.

Then as we have observed, metric and geometry of Toeplitz-Block-Toeplitz matrices are related to geometry of Siegel Disk considered as an Hermitian Homogeneous bounded domain [34].

Siegel Disk has been introduced by Carl Ludwig Siegel [56, 84] through Symplectic Group $S p_{2 n} \mathrm{R}$ that is one possible generalization of the group $S L_{2} R=S p_{2} R$ (group of invertible matrices with determinant 1) to higher dimensions. This generalization goes further; since they act on a symmetric homogeneous space, the Siegel upper half plane, and this action has quite a few similarities with the action of $S L_{2} \mathrm{R}$ on the Poincare's hyperbolic plane. Let $F$ be either the real or the complex field, the Symplectic Group is the group of all matrices $M \in G L_{2 n} \mathrm{~F}$ satisfying:

$$
S p(n, F) \equiv\left\{M \in G L(2 n, F) / M^{T} J M=J\right\}, J=\left(\begin{array}{cc}
0 & I_{n}  \tag{7.201}\\
-I_{n} & 0
\end{array}\right) \in S L(2 n, R)
$$

or

$$
M=\left(\begin{array}{cc}
A & B  \tag{7.202}\\
C & D
\end{array}\right) \in S p(n, F) \Leftrightarrow A^{T} C \text { and } B^{T} D \text { symmetric }
$$

and

$$
A^{T} D-C^{T} B=I_{n}
$$

The Siegel upper half plane is the set of all complex symmetric $n \times n$ matrices with positive definite imaginary part:

$$
\begin{equation*}
S H_{n}=\{Z=X+i Y \in \operatorname{Sym}(n, C) / \operatorname{Im}(Z)=Y>0\} \tag{7.203}
\end{equation*}
$$

The action of the Symplectic Group on the Siegel upper half plane is transitive. The group $\operatorname{PSp}(n, R) \equiv \operatorname{Sp}(n, R) /\left\{ \pm I_{2 n}\right\}$ is group of $S H_{n}$ biholomorphisms via generalized Möbius transformations:

$$
M=\left(\begin{array}{ll}
A & B  \tag{7.204}\\
C & D
\end{array}\right) \Rightarrow M(Z)=(A Z+B)(C Z+D)^{-1}
$$

$\operatorname{PSp}(n, R)$ acts as a sub-group of isometries. Siegel has proved that Symplectic transformations are isometries for the Siegel metric in $S H_{n}$. It can be defined on $S H_{n}$ using the distance element at the point $Z=X+i Y$, as defined by:

$$
\begin{equation*}
d s_{\text {Siegel }}^{2}=\operatorname{Tr}\left(Y^{-1}(d Z) Y^{-1}\left(d Z^{+}\right)\right) \text {with } Z=X+i Y \tag{7.205}
\end{equation*}
$$

with associated volume form:

$$
\begin{equation*}
\Omega=\operatorname{Tr}\left(Y^{-1} d Z \wedge Y^{-1} d Z^{+}\right) \tag{7.206}
\end{equation*}
$$

C. L. Siegel has proved that distance in Siegel Upper-Half Plane is given by:

$$
\begin{equation*}
d_{\text {Siegel }}^{2}\left(Z_{1}, Z_{2}\right)=\left(\sum_{k=1}^{n} \log ^{2}\left(\frac{1+\sqrt{r_{k}}}{1-\sqrt{r_{k}}}\right)\right) \text { with } Z_{1}, Z_{2} \in S H_{n} \tag{7.207}
\end{equation*}
$$

and $r_{k}$ eigenvalues of the cross-ratio:

$$
\begin{equation*}
R\left(Z_{1}, Z_{2}\right)=\left(Z_{1}-Z_{2}\right)\left(Z_{1}-Z_{2}^{+}\right)^{-1}\left(Z_{1}^{+}-Z_{2}^{+}\right)\left(Z_{1}^{+}-Z_{2}\right)^{-1} \tag{7.208}
\end{equation*}
$$

This is deduced from the second derivative of $Z \rightarrow R\left(Z_{1}, Z\right)$ in $Z_{1}=Z$ given by:

$$
\begin{equation*}
D^{2} R=2 d Z\left(Z-Z^{+}\right)^{-1} d Z^{+}\left(Z^{+}-Z\right)^{-1}=(1 / 2) \cdot d Z Y^{-1} d Z^{+} Y^{-1} \tag{7.209}
\end{equation*}
$$

and

$$
\begin{equation*}
d s^{2}=\operatorname{Tr}\left(Y^{-1} d Z Y^{-1} d Z^{+}\right)=2 \cdot \operatorname{Tr}\left(D^{2} R\right) \tag{7.210}
\end{equation*}
$$

In parallel, in China in 1945, Hua Lookeng has given the equations of geodesic in Siegel upper-half plane:

$$
\begin{equation*}
\frac{d^{2} Z}{d s^{2}}+i \frac{d Z}{d s} Y^{-1} \frac{d Z}{d s}=0 \tag{7.211}
\end{equation*}
$$



Fig. 7.10 Geometry of Siegel upper half-plane

Using generalized Cayley transform $W=\left(Z-i I_{n}\right)\left(Z+i I_{n}\right)^{-1}$, Siegel Upper-half Plane $S H_{n}$ is transformed in unit Siegel disk $S D_{n}=\left\{W / W W^{+}<I_{n}\right\}$ where the metric in Siegel Disk is given by:

$$
\begin{equation*}
d s^{2}=\operatorname{Tr}\left[\left(I_{n}-W W^{+}\right)^{-1} d W\left(I_{n}-W^{+} W\right)^{-1} d W^{+}\right] \tag{7.212}
\end{equation*}
$$

The differential equation of the geodesics in Siegel Unit disk is then given by:

$$
\begin{equation*}
\frac{d^{2} W}{d s^{2}}+2 W W^{+}\left(I-W W^{+}\right)^{-1} W=0 \tag{7.213}
\end{equation*}
$$

Contour of Siegel Disk is called its Shilov boundary $\partial S D_{n}=\left\{W / W W^{+}-\right.$ $\left.I_{n}=0_{n}\right\}$. We can also defined horosphere. Let $U \in \partial S D_{n}$ and $k \in R_{*}^{+}$, the following set is called horosphere in siegel disk (Fig. 7.10):

$$
\begin{align*}
H(k, U) & =\left\{Z / 0<k\left(I-Z^{+} Z\right)-\left(I-Z^{+} U\right)\left(I-U^{+} Z\right)\right\} \\
& =\left\{Z /\left\|Z-\frac{1}{k+1} U\right\|\right\}<\frac{k}{k+1} \tag{7.214}
\end{align*}
$$

Hua Lookeng and Siegel have proved that the previous positive definite quadratic differential is invariant under the group of automorphisms of the Siegel Disk. Considering $M=\left[\begin{array}{ll}A & B \\ C & D\end{array}\right]$ such that $M^{*}\left[\begin{array}{cc}I_{n} & 0 \\ 0 & -I_{n}\end{array}\right] M=\left[\begin{array}{cc}I_{n} & 0 \\ 0 & -I_{n}\end{array}\right]$ :

$$
\begin{align*}
V & =M(W)=(A Z+B)(C Z+D)^{-1} \\
& \Rightarrow\left(I_{n}-V V^{+}\right)^{-1} d V\left(I_{n}-V^{+} V\right)^{-1} d V^{+} \\
& =\left(B W^{+}+A\right)\left(I_{n}-W W^{+}\right)^{-1} d W\left(I_{n}-W^{+} W\right)^{-1} d W^{+}\left(B W^{+}+A\right)^{-1} \\
& \Rightarrow d s_{V}^{2}=d s_{W}^{2} \tag{7.215}
\end{align*}
$$

To go further to study Siegel Disk geometry, we need now to define what are the automorphisms of Siegel Disk $S D_{n}$. They are all defined by:

$$
\begin{equation*}
\forall \Psi \in \operatorname{Aut}\left(S D_{n}\right), \exists U \in U(n, C) / \Psi(Z)=U \Phi_{Z_{0}}(Z) U^{t} \tag{7.216}
\end{equation*}
$$

with $\Sigma=\Phi_{Z_{0}}(Z)=\left(I-Z_{0} Z_{0}^{+}\right)^{-1 / 2}\left(Z-Z_{0}\right)\left(I-Z_{0}^{+} Z\right)^{-1}\left(I-Z_{0}^{+} Z_{0}\right)^{1 / 2}$
and its inverse:

$$
\begin{align*}
G & =\left(I-Z_{0} Z_{0}^{+}\right)^{1 / 2} \Sigma\left(I-Z_{0}^{+} Z_{0}\right)^{-1 / 2}=\left(Z-Z_{0}\right)\left(I-Z_{0}^{+} Z\right)^{-1} \\
& \Rightarrow\left\{\begin{array}{l}
Z=\Phi_{Z_{0}}^{-1}(\Sigma)=\left(G Z_{0}^{+}+I\right)^{-1}\left(G+Z_{0}\right) \\
\text { with } G=\left(I-Z_{0} Z_{0}^{+}\right)^{1 / 2} \Sigma\left(I-Z_{0}^{+} Z_{0}\right)^{-1 / 2}
\end{array}\right. \tag{7.218}
\end{align*}
$$

By analogy with Poincaré's unit Disk, C. L. Siegel has deduced geodesic distance in $S D_{n}$ :

$$
\begin{equation*}
\forall Z, W \in S D_{n}, d(Z, W)=\frac{1}{2} \log \left(\frac{1+\left|\Phi_{Z}(W)\right|}{1-\left|\Phi_{Z}(W)\right|}\right) \tag{7.219}
\end{equation*}
$$

Information metric will be then introduced as a Kähler potential defined by Hessian of multi-channel entropy $\tilde{\Phi}\left(R_{p, n+1}\right)$ :

$$
\begin{equation*}
\tilde{\Phi}\left(R_{p, n}\right)=\log \left(\operatorname{det} R_{p, n}^{-1}\right)+c t e=-\operatorname{Tr}\left(\log R_{p, n}\right)+c s t e \Rightarrow g_{i \bar{j}}=\operatorname{Hess}\left[\phi\left(R_{p, n}\right)\right] \tag{7.220}
\end{equation*}
$$

Using partitioned matrix structure of Toeplitz-Block-Toeplitz matrix $R_{p, n+1}$, recursively parameterized by Burg-Like reflection coefficients matrix $\left\{A_{k}^{k}\right\}_{k=1}^{n-1}$ with $A_{k}^{k} \in S D_{n}$, we can give Multi-variate entropy, matrix extension of previous Entropy:

$$
\begin{equation*}
\tilde{\Phi}\left(R_{p, n}\right)=-\sum_{k=1}^{n-1}(n-k) \cdot \log \operatorname{det}\left[I-A_{k}^{k} A_{k}^{k+}\right]-n \cdot \log \left[\pi \cdot e \cdot \operatorname{det} R_{0}\right] \tag{7.221}
\end{equation*}
$$

Paul Malliavin has proved that this form is a Kähler Potential of an invariant Kähler metric (Information Geometry metric in our case). The metric is given by matrix extension as Hessian of this entropic potential $d s^{2}=d^{2} \tilde{\Phi}\left(R_{p, n}\right)$ :

$$
\begin{align*}
d s^{2}= & n \operatorname{Tr}\left[\left(R_{0}^{-1} d R_{0}\right)^{2}\right] \\
& +\sum_{k=1}^{n-1}(n-k) \operatorname{Tr}\left[\left(I-A_{k}^{k} A_{k}^{k+}\right)^{-1} d A_{k}^{k}\left(I-A_{k}^{k+} A_{k}^{k}\right)^{-1} d A_{k}^{k+}\right] \tag{7.222}
\end{align*}
$$

Then finally, we have proved that the geometry of Toeplit-Block-Toeplitz covariance matrix of a space-time time serie is given by the following conformal metric:

$$
\begin{align*}
d s^{2}= & n \cdot m \cdot\left(d \log \left(P_{0}\right)\right)^{2}+n \cdot \sum_{i=1}^{m-1}(m-i) \frac{\left|d \mu_{i}\right|^{2}}{\left(1-\left|\mu_{i}\right|^{2}\right)^{2}}  \tag{7.223}\\
& +\sum_{k=1}^{n-1}(n-k) \operatorname{Tr}\left[\left(I-A_{k}^{k} A_{k}^{k+}\right)^{-1} d A_{k}^{k}\left(I-A_{k}^{k+} A_{k}^{k}\right)^{-1} d A_{k}^{k+}\right]
\end{align*}
$$

Where parameters are in Poincaré disk and Siegel disk:

$$
\begin{align*}
& \left(R_{0}, A_{1}^{1}, \ldots, A_{n-1}^{n-1}\right) \in T H P D_{m} \times S D^{n-1} \text { with } S D=\left\{Z / Z Z^{+}<I_{m}\right\}  \tag{7.224}\\
& R_{0} \rightarrow\left(\log \left(P_{0}\right), \mu_{1}, \ldots, \mu_{m-1}\right) \in R \times D^{m-1} \text { with } D=\left\{z / z z^{*}<1\right\}
\end{align*}
$$

## We have finally proved that for a space-time state of a stationary time series

 the TBTHPD covariance matrix is coded in $R \times D^{m-1} \times S D^{n-1}$This result could be intuitively recovered and illustrated in the case for $\mathbf{m}=\mathbf{2}$ and $\mathbf{n}=\mathbf{1}$ (Fig. 7.11).

$$
R=\left[\begin{array}{ll}
h & a-i b  \tag{7.225}\\
a+i b & h
\end{array}\right]>0, \operatorname{det} R>0 \Leftrightarrow h^{2}>a^{2}+b^{2}
$$

where we can rewrite the matrix:

$$
R=h \cdot\left[\begin{array}{cc}
1 & \mu^{*}  \tag{7.226}\\
\mu & 1
\end{array}\right]>0, h \in R_{+}^{*}, \mu=\frac{a+i b}{h} \in D=\{z /|z|<1\}
$$

$R$ is then parameterized by $h \in R_{+}^{*}$ and by $\mu \in D$.
We can observe that this parameterization $\{\log (h), \mu\} \in R \times D$ is linked with Hadamard compactification of $R \times D$ described in [131] (Fig. 7.12).

### 7.7.3 Extension to Non-stationary Signal: Geometry of THPD Matrices Time Series Considered as Paths on Structured Matrix Manifolds

In his book on Creative Evolution, Bergson has written about "Form and Becoming": "life is an evolution. We concentrate a period of this evolution in a stable view which


Fig. 7.11 Bounded homogeneous cone associated to a $2 \times 2$ symmetric positive definite matrix


Fig. 7.12 Hadamard compactification (illustration from "Géométrie des bords: compactifications différentiables et remplissages holomorphes", Benoît Kloeckner) [131]
we call a form, and, when the change has become considerable enough to overcome the fortunate inertia of our perception, we say that the body has changed its form. But in reality the body is changing form at every moment; or rather, there is no form, since form is immobile and the reality is movement. What is real is the continual change of form: form is only a snapshot view of a transition".

In Sect.7.7.1, we have considered stationary signal, but we could envisage to extend the application for non-stationary signal, defined as a continual change of covariance matrices. We will then extend approach of Sect.7.7.1 to non-stationary time series. Many methods have been explored to address model of non-stationary time series [134-141]. We propose to extend the previous geometric approach for non-stationary signal corresponding to fast time variation of a time series. We will assume that each non-stationary signal in one time series can be split into several stationary signals on a shorter time scale, represented by time sequence of stationary
covariance matrices or a geodesic polygon on covariance matrix manifold. We adapt the Fréchet distance $[125,126,166,167]$ between two curves in the plane with a natural extension to more general geodesic curves in abstract metric spaces used for covariance matrix manifold.

### 7.7.3.1 General Definition of Fréchet Surface Metric

A Fréchet surface is an equivalence class of parameterized surfaces in a metric space, where surfaces are considered independently of how they are parameterized [125].

Maurice Fréchet has introduced a distance for Surfaces.
Let $(X, d)$ be a metric space, $M^{2}$ a compact two-dimensional manifold, $f$ a continuous mapping $f: M^{2} \rightarrow X$, called a parameterized surface, and $\sigma: M^{2} \rightarrow M^{2} \mathrm{a}$ homeomorphism of $M^{2}$ onto itself. Two such surfaces $f_{1}$ and $f_{2}$ are equivalent if:

$$
\begin{equation*}
\underset{\sigma}{\operatorname{Inf}} \operatorname{Max}_{p \in M^{2}} d\left[f_{1}(p), f_{2}(\sigma(p))\right]=0 \tag{7.227}
\end{equation*}
$$

where the infimum is taken over all possible $\sigma$. A class $f^{*}$ of parameterized surfaces, equivalent to $f$, is called a Fréchet surface. It is a generalization of the notion of a surface in Euclidean space to the case of an arbitrary metric space ( $X, d$ ).

The Fréchet surface metric between Fréchet surfaces and $f_{2}^{*}$ is:

$$
\begin{equation*}
\underset{\sigma}{\operatorname{Inf}} \operatorname{Max}_{p \in M^{2}} d\left[f_{1}(p), f_{2}(\sigma(p))\right] \tag{7.228}
\end{equation*}
$$

where the infimum is taken over all possible homeomorphisms $\sigma$.
Let $(X, d)$ be a metric space. Consider a set $F$ of all continuous mappings $f: A \rightarrow X, g: B \rightarrow X, \ldots$, where $\mathrm{A}, \mathrm{B}, \ldots$ are in $R^{n}$, are homeomorphic to $[0,1]^{n}$ for a fixed dimension $n$.

The Fréchet semimetric on $F$ is:

$$
\begin{equation*}
\operatorname{Inf}_{\sigma} \operatorname{Sup}_{x \in A} d[f(x), g(\sigma(x))] \tag{7.229}
\end{equation*}
$$

where the infimum is taken over all orientation preserving homeomorphisms $\sigma$ : $A \rightarrow B$. It becomes the Fréchet metric on the set of equivalence classes:

$$
\begin{equation*}
f^{*}=\left\{g / d_{F}(g, f)=0\right\} \tag{7.230}
\end{equation*}
$$

For $n=1$ and $(X, d)$ is Euclidean space $R^{n}$, this metric is the original Fréchet distance introduced in 1906 between parametric curves $f, g:[0,1] \rightarrow R^{n}$. For more details on Fréchet Surface Metric, read the "Dictionary of Distances" of Elena and Michel Deza [187].


Fig. 7.13 Fréchet distance between two polygonal curves (and indexing all matching of points)

More recently, other distance have been introduced between opened curves [195-199] based on diffeomorphism theory, but for our application, we will only used the Fréchet distance and its extension on manifold.

### 7.7.3.2 Fréchet Distance Between Geodesic Paths on Manifold

In this section, we recall classical definition of distance between paths in Euclidean space. If we consider two curves, we can define similarity between each other. Classically, Hausdorff distance, that is the maximum distance between a point on one curve and its nearest neighbor on the other curve, is classically used but it does not take into account the flow and orientation of the curves. The Fréchet distance [125, 126] between two curves is defined as the minimum length of a leash required to connect a dog and its owner as they walk without backtracking along their respective curves from one endpoint to the other. The Fréchet metric takes the flow of the two curves into account; the pairs of points whose distance contributes to the Fréchet distance sweep continuously along their respective curves (Fig. 7.13).

Let $P$ and $Q$ be two given curves, the Fréchet distance between $P$ and $Q$ is defined as the infimum over all reparameterizations $\alpha$ and $\beta$ of $[0,1]$ of the maximum over all $t \in[0,1]$ of the distance in between $P(\alpha(t))$ and $Q(\beta(t))$. In mathematical notation, the Fréchet distance $d_{\text {Fréchet }}(P, Q)$ is:

$$
\left\{\begin{array}{l}
d_{\text {Fréchet }}(P, Q)=\operatorname{Inf} \operatorname{Max}_{\alpha, \beta}\{d(P(\alpha(0,1]  \tag{7.231}\\
\alpha \text { and } \beta:[0,1] \rightarrow[0,1] \text { Non decreasing and surjective }
\end{array}\right.
$$

Alt and Godau [127] have introduced a polynomial-time algorithm to compute the Fréchet distance between two polygonal curves in Euclidean space. For two polygonal curves with m and n segments, the computation time is $O(m n \log (m n))$. Alt and Godau have defined the free-space diagram between two curves for a given distance threshold $\varepsilon$ is a two-dimensional region in the parameter space that consist of all point pairs on the two curves at distance at most $\varepsilon$ as given in the following equation: $D_{\varepsilon}(P, Q)=\left\{(\alpha, \beta) \in[0,1]^{2} / d_{\text {Fréchet }}(P(\alpha(t)), Q(\beta(t))) \leq \varepsilon\right\}$.


Fig. 7.14 Fréchet free-space diagram for two polygonal curves $P$ and $Q$ with monotonicity in both directions

The Fréchet distance $d_{\text {Fréchet }}(P, Q)$ is at most $\varepsilon$ if and only if the free-space $\operatorname{diagram} D_{\varepsilon}(P, Q)$ contains a path which from the lower left corner to the upper right corner which is monotone both in the horizontal and in the vertical direction.

In an $n \times m$ free-space diagram, shown in Fig. 7.14, the horizontal and vertical directions of the diagram correspond to the natural parameterizations of $P$ and $Q$ respectively. Therefore, if there is a monotone increasing curve from the lower left to the upper right corner of the diagram (corresponding to a monotone mapping), it generates a monotonic path that defines a matching between point-sets $P$ and $Q$.

### 7.7.3.3 Fréchet Distance of Geodesic Paths for THPD Time Series on Structured Matrix Manifolds

We extend previous distance between paths to Information Geometry Manifold of Toeplitz Hermitian Positive Definite matrices. When the two curves are embedded in a more complex metric space [128], the distance between two points on the curves is most naturally defined as the geodesic length of the shortest path between them. If we consider N subsets of M pulses in the burst, the burst can then be described by a poly-geodesic lines on Information Geometry Manifold. The set of N covariances matrices $\left\{R\left(t_{1}\right), R\left(t_{2}\right), \ldots, R\left(t_{N}\right)\right\}$ describe a discrete "polygonal" geodesic path on Information Geometry Manifold, and we can extend previous Fréchet Distance but with Geodesic distance previously introduced in Sect.7.7.2

$$
\left\{\begin{array}{l}
d_{\text {Fréchet }}\left(R_{1}, R_{2}\right)=\operatorname{Inf} \operatorname{Max}_{\alpha, \beta}\left\{d_{\text {geo }}\left(R_{1}(\alpha(t)), R_{2}(\beta(t))\right)\right\}  \tag{7.232}\\
\text { with } \left.d_{\text {geo }}^{2}\left(R_{1}(\alpha(t)), R_{2}(\beta(t))\right)\right)=\left|\log \left(R_{1}^{-1 / 2}(\alpha(t)) R_{2}(\beta(t)) R_{1}^{-1 / 2}(\alpha(t))\right)\right|^{2}
\end{array}\right.
$$

As classical Fréchet distance doesn't take into account with Inf[Max] close dependence of elements between points of time series paths, we propose to define a new distance given by:


Fig. 7.15 Geodesic path on information geometry manifold where non stationary burst is decomposed on a sequence of stationary covariance matrices on THPD matrix manifold

$$
\begin{equation*}
d_{\text {geo-path }}\left(R_{1}, R_{2}\right)=\operatorname{Inf}\left\{\int_{\alpha, \beta}^{1} d_{\text {geo }}\left(R_{1}(\alpha(t)), R_{2}(\beta(t))\right) d t\right\} \tag{7.233}
\end{equation*}
$$

We have then to find the solution for computing the geodesic minimal path [133] on the Fréchet free-space diagram. The length of the path is not given by euclidean metric $d s^{2}=d t^{2}$ (where $L=\int_{L} d s$ ) but geodesic metric weighted by $\mathrm{d}(.,$.$) of the$ free-space diagram:

$$
\begin{equation*}
L_{g}=\int_{L} g \cdot d s=\int_{L} d s_{g} \text { with } d s_{g}=d\left(R_{1}\left(\alpha(t), R_{2}(\beta(t))\right) \cdot d t\right. \tag{7.234}
\end{equation*}
$$

This optimal shortest path could be computed by classical "Fast Marching method" (Fig. 7.15).

### 7.8 New Prospects: From Characteristic Functions to Generating Function and Generating Inner Product

We have shown that "Information geometry" should be explored as a particular application domain of Hessian geometry through Jean-Louis Koszul work (KoszulVinberg metric deduced from the associated Characteristic function having the main property to be invariant to all automorphisms of the convex cone).

Should we deduce that the "Eidos" or the "essence" of Information Geometry is limited to "Koszul Characteristic Function"? This notion seems not to be the more general one, and we would like to explore two new directions of research:

Fig. 7.16 Gromov inner product in homogeneous bounded domains and its Shilov boundary


- Generating Inner Product: In Koszul Geometry, we have two convex dual functions $\Phi(x)$ and $\Phi^{*}\left(x^{*}\right)$ with dual system of coordinates $x$ and $x^{*}$ defined on dual cones $\Omega$ and $\Omega^{*}: \Phi(x)=-\log \int_{\Omega^{*}} e^{-\langle\xi, x\rangle} d \xi \forall x \in \Omega$ and $\Phi^{*}\left(x^{*}\right)=\left\langle x, x^{*}\right\rangle-\Phi(x)$. We can then remark that if we can define an Inner Product $\langle.$, . $\rangle$, we will be able to build convex characteristic function and its dual by Legendre transform because both are only dependent of the Inner product, and dual coordinate is also defined by $x^{*}=\arg \min \left\{\psi_{\Omega}(y) / y \in \Omega^{*},\langle x, y\rangle=n\right\}=\int_{\Omega^{*}} \xi \cdot e^{-\langle\xi, x\rangle} d \xi / \int_{\Omega^{*}} e^{-\langle\xi, x\rangle} d \xi$ where $x^{*}$ is also the center of gravity of the cross section $\left\{y \in \Omega^{*},\langle x, y\rangle=n\right\}$ of $\Omega^{*}$ (with notation: $\Phi(x)=-\log \psi_{\Omega}(x)$ ).

It is not possible to define an inner product for any two elements of a Lie Algebra, but a symmetric bilinear form, called "Cartan-Killing form", could be introduced. This form has been introduced first by Elie Cartan in 1894 in his PhD report. This form is defined according to the adjoint endomorphism $A d_{x}$ of $g$ that is defined for every element $x$ of $g$ with the help of the Lie bracket:

$$
\begin{equation*}
A d_{x}(y)=[x, y] \tag{7.235}
\end{equation*}
$$

The trace of the composition of two such endomorphisms defines a bilinear form, the Cartan-Killing form:

$$
\begin{equation*}
B(x, y)=\operatorname{Tr}\left(A d_{x} A d_{y}\right) \tag{7.236}
\end{equation*}
$$

The Cartan-Killing form is symmetric:

$$
\begin{equation*}
B(x, y)=B(y, x) \tag{7.237}
\end{equation*}
$$

and has the associativity property:

$$
\begin{equation*}
B([x, y], z)=B(x,[y, z]) \tag{7.238}
\end{equation*}
$$

given by:

$$
\begin{aligned}
B([x, y], z) & =\operatorname{Tr}\left(A d_{[x, y]} A d_{z}\right)=\operatorname{Tr}\left(\left[A d_{x}, A d_{y}\right] A d_{z}\right) \\
& =\operatorname{Tr}\left(A d_{x}\left[A d_{y}, A d_{z}\right]\right)=B(x,[y, z])
\end{aligned}
$$

Elie Cartan has proved that if $g$ is a simple Lie algebra (the Killing form is nondegenerate) then any invariant symmetric bilinear form on $g$ is a scalar multiple of the Cartan-Killing form. The Cartan-Killing form is invariant under automorphisms $\sigma \in \operatorname{Aut}(g)$ of the algebra $g$ :

$$
\begin{equation*}
B(\sigma(x), \sigma(y))=B(x, y) \tag{7.239}
\end{equation*}
$$

To prove this invariance, we have to consider:

$$
\left\{\begin{array}{l}
\sigma[x, y]=[\sigma(x), \sigma(y)] \\
z=\sigma(y)
\end{array} \Rightarrow \sigma\left[x, \sigma^{-1}(z)\right]=[\sigma(x), z]\right.
$$

rewritten

$$
A d_{\sigma(x)}=\sigma \circ A d_{x} \circ \sigma^{-1}
$$

Then

$$
\begin{aligned}
B(\sigma(x), \sigma(y)) & =\operatorname{Tr}\left(A d_{\sigma(x)} A d_{\sigma(y)}\right)=\operatorname{Tr}\left(\sigma \circ A d_{x} A d_{y} \circ \sigma^{-1}\right) \\
& =\operatorname{Tr}\left(A d_{x} A d_{y}\right)=B(x, y)
\end{aligned}
$$

A natural $G$-invariant inner product could be then introduced by Cartan-Killing form:

$$
\begin{equation*}
\langle x, y\rangle=-B(x, \theta(y)) \tag{7.240}
\end{equation*}
$$

where $\theta \in g$ is a Cartan involution (An involution on g is a Lie algebra automorphism $\theta$ of $g$ whose square is equal to the identity).

As other generalization of inner product, we can also consider the case of $C A T$ (-1)-space (generalization of simply connected Riemannian Manifold of negative curvature lower than unity) or of an Homogeneous Symmetric Bounded domains, and then define a "generating" Gromov Inner Product between three points x, y and z (relatively to $x$ ) that is defined by the distance [118]:

$$
\begin{equation*}
\langle y, z\rangle_{x}=\frac{1}{2}(d(x, y)+d(x, z)-d(y, z)) \tag{7.241}
\end{equation*}
$$

with $d(.,$.$) the distance in C A T(-1)$. Intuitively, this inner product measures the distance of x to the geodesics between y to z .
This Inner product could be also defined for points on the Shilov Boundary of the domain through Busemann distance:

$$
\begin{equation*}
\left\langle\xi, \xi^{\prime}\right\rangle_{x}=\frac{1}{2}\left(B_{\xi}(x, p)+B_{\xi^{\prime}}(x, p)\right) \tag{7.242}
\end{equation*}
$$

Independent of $p$, Where $B_{\xi}(x, y)=\operatorname{Lim}_{t \rightarrow+\infty}[|x-r(t)|-|y-r(t)|]$ is horospheric distance, from $x$ to $y$ relatively to $\xi$, with $r(t)$ geodesic ray. We have the property that:

$$
\begin{align*}
&\left\langle\xi, \xi^{\prime}\right\rangle_{x}= \operatorname{Lim}_{y \rightarrow \xi}\left\langle y, y^{\prime}\right\rangle_{x}  \tag{7.243}\\
& y^{\prime} \rightarrow \xi^{\prime}
\end{align*}
$$

We can then define a visual metric on the Shilov boundary by (Fig. 7.16);

$$
\begin{align*}
& d_{x}\left(\xi, \xi^{\prime}\right)=e^{-\left\langle\xi, \xi^{\prime}\right\rangle_{x} \quad \text { if } \xi \neq \xi^{\prime}}  \tag{7.244}\\
& d_{x}\left(\xi, \xi^{\prime}\right)=0 \quad \text { otherwise }
\end{align*}
$$

We can then define the characteristic function according to the origin 0 :

$$
\begin{equation*}
\Phi(x)=-\log \int_{\Omega^{*}} e^{-\langle x, \gamma\rangle_{0}} d \gamma \text { or } \Phi_{\Omega}(x)=-\log \int_{\Omega^{*}} e^{-\frac{1}{2}(d(0, x)+d(0, \gamma)-d(x, \gamma))} d \gamma \tag{7.245}
\end{equation*}
$$

and

$$
\begin{gather*}
\Phi^{*}\left(x^{*}\right)=\left\langle x, x^{*}\right\rangle_{0}-\Phi(x)=\frac{1}{2}\left(d(0, x)+d\left(0, x^{*}\right)-d\left(x, x^{*}\right)\right)-\Phi(x)  \tag{7.246}\\
d\left(x, x^{*}\right)=\left(d\left(0, x^{*}\right)-2 \Phi^{*}\left(x^{*}\right)\right)+(d(0, x)-2 \Phi(x)) \tag{7.247}
\end{gather*}
$$

with the center of gravity

$$
\begin{equation*}
x^{*}=\int_{\Omega^{*}} \gamma \cdot e^{-\langle x, \gamma\rangle_{0}} d \gamma / \int_{\Omega^{*}} e^{-\langle x, \gamma\rangle_{0}} d \gamma \tag{7.248}
\end{equation*}
$$

All this relations are also true on the Shilov Boundary:

$$
\begin{equation*}
\Phi(\xi)=-\log \int_{\partial \Omega^{*}} e^{-\left\langle\xi, \xi^{\prime}\right\rangle_{0}} d \xi^{\prime}=-\log \int_{\partial \Omega^{*}} d_{0}\left(\xi, \xi^{\prime}\right) \cdot d \xi^{\prime} \tag{7.249}
\end{equation*}
$$

where

$$
\begin{equation*}
\int_{\partial \Omega^{*}} d_{0}\left(\xi, \xi^{\prime}\right) \cdot d \xi^{\prime} \tag{7.250}
\end{equation*}
$$

is the functional of Busemann barycenter on the Shilov Boundary $\partial \Omega^{*}$ (existence and unicity of this barycenter have been proved by Elie Cartan for CartanHadamard Spaces) [123, 124].

- Generating Functions: Characteristic function is a particular case of "generating function". In Mathematics, first idea to represent Lagrange manifolds through their generating functions was given by Hörmander [121] and then was generalized by Claude Viterbo [119, 120, 122]. A generating function for the Lagrange submanifold $L$ is a function $G$ from $E$ to $R$ defined on a vector bundle $E$, and such that:

$$
\begin{equation*}
L=\left\{\left(x, \frac{\partial G}{\partial x}\right) / \frac{\partial G}{\partial \eta}=0\right\} \tag{7.251}
\end{equation*}
$$

$\eta$ is in the fibre. We have then to ,study in the framework of Information Geometry, families of generating functions more general than potential functions deduced from characteristic function.

In future work, it could be interesting to explore new direction related to polarized surface in the framework developed by Donaldson, Guillemin and Abreu, in which invariant Kähler metrics correspond to convex functions on the moment polytope of a toric variety [170, 171, 173-175] based on precursor work of Atiyah and Bott [172] on moment map and its convexity by Bruguières [181], Condevaux [182], Delzant [183], Guillemin and Sternberg [184, 185] and Kirwan [186]. Recently, Mikhail Kapranov has given a thermodynamical interpretation of the moment map for toric varieties [200].

We hope that this tutorial paper and new results will help readers to have s synthetic view of different domains of Science where Koszul hessian metric manifold is the essence emerging from Information Geometry Theory.
Das ist fast so, als ob ich Bergson wäre
Edmund Husserl (1917)
(after reading PhD first chapter of his student Roman Ingarden dedicated to Bergson Philosophy)

Création signifie, avant tout émotion. C'est alors seulement que l'esprit se sent ou se croit créateur. Il ne part plus d'une multiplicité d'éléments tout faits pour aboutir à une unité composite où il y aura un nouvel arrangement de l'ancien. Il s'est transporté tout d'un coup à quelque chose qui paraît à la fois un et unique, qui cherchera ensuite à s'étaler tant bien que mal en concepts multiples et communs, donnés d'avance dans des mots.
Henri Bergson
In "Les deux sources de la morale et de la religion"
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# Chapter 8 <br> Distances on Spaces of High-Dimensional Linear Stochastic Processes: A Survey 

Bijan Afsari and René Vidal


#### Abstract

In this paper we study the geometrization of certain spaces of stochastic processes. Our main motivation comes from the problem of pattern recognition in high-dimensional time-series data (e.g., video sequence classification and clustering). In the first part of the paper, we provide a rather extensive review of some existing approaches to defining distances on spaces of stochastic processes. The majority of these distances are, in one way or another, based on comparing power spectral densities of the processes. In the second part, we focus on the space of processes generated by (stochastic) linear dynamical systems (LDSs) of fixed size and order, for which we recently introduced a class of group action induced distances called the alignment distances. This space is a natural choice in some pattern recognition applications and is also of great interest in control theory, where it is often convenient to represent LDSs in state-space form. In this case the space (more precisely manifold) of LDSs can be considered as the base space of a principal fiber bundle comprised of state-space realizations. This is due to a Lie group action symmetry present in the state-space representation of LDSs. The basic idea behind the alignment distance is to compare two LDSs by first aligning a pair of their realizations along the respective fibers. Upon a standardization (or bundle reduction) step this alignment process can be expressed as a minimization problem over orthogonal matrices, which can be solved efficiently. The alignment distance differs from most existing distances in that it is a structural or generative distance, since in some sense it compares how two processes are generated. We also briefly discuss averaging LDSs using the alignment distance via minimizing a sum of the squares of distances (namely, the so-called Fréchet mean).
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### 8.1 Introduction and Motivation

Pattern recognition (e.g., classification and clustering) of time-series data is important in many real world data analysis problems. Early applications include the analysis of one-dimensional data such as speech and seismic signals (see, e.g., [48] for a review). More recently, applications in the analysis of video data (e.g., activity recognition [1]), robotic surgery data (e.g., surgical skill assessment [12]), or biomedical data (e.g., analysis of multichannel EEG signals) have motivated the development of statistical techniques for the analysis of high-dimensional (or vectorial) time-series data.

The problem of pattern recognition for time-series data, in its full generality, needs tools from the theory of statistics on stochastic processes or function spaces. Thus it bears relations with the general problem of inference on (infinite dimensional) spaces of stochastic processes, which requires a quite sophisticated mathematical theory $[30,59]$. However, at the same time, the pattern recognition problem is more complicated since, in general, it involves not only inference but also learning. Learning and inference on infinite dimensional spaces obviously can be daunting tasks. In practice, there have been different grand strategies proposed to deal with this problem (e.g., see [48] for a review). In certain cases it is reasonable and advantageous from both theoretical and computational points of view to simplify the problem by assuming that the observed processes are generated by models from a specific finite-dimensional class of models. In other words, one could follow a parametric approach based on modeling the observed time series and then performing statistical analysis and inference on a finite dimensional space of models (instead of the space of the observed raw data). In fact, in many real-world instances (e.g., video sequences [1, 12, 22, 60] or econometrics [7, 20, 24]), one could model the observed high-dimensional time series with low-order Linear Dynamical Systems (LDSs). In such instances the mentioned strategy could prove beneficial, e.g., in terms of implementation (due to significant compression achieved in high dimensions), statistical inference, and synthesis of time series. For 1-dimensional time-series data the success of Linear Predictive Coding (i.e., auto-regressive (AR) modeling) modeling and its derivatives in modeling speech signals is a paramount example [26, 49, 58]. These motivations lead us to state the following prototype problem:
Problem 1 (Statistical analysis on spaces of LDSs) Let $\left\{\boldsymbol{y}^{i}\right\}_{i=1}^{N}$ be a collection of $p$-dimensional time series indexed by time $t$. Assume that each time series $\boldsymbol{y}^{i}=$ $\left\{\boldsymbol{y}_{t}^{i}\right\}_{t=1}^{\infty}$ can be approximately modeled by a (stochastic) LDS $M_{i}$ of output-input size ( $p, m$ ) and order $n^{1}$ realized as

[^13]\[

$$
\begin{align*}
\boldsymbol{x}_{t}^{i} & =A_{i} \boldsymbol{x}_{t-1}^{i}+B_{i} \boldsymbol{v}_{t} \\
\boldsymbol{y}_{t}^{i} & =C_{i} \boldsymbol{x}_{t}^{i}+D_{i} \boldsymbol{v}_{t}, \quad\left(A_{i}, B_{i}, C_{i}, D_{i}\right) \in \widetilde{\mathcal{S}}_{m, n, p}=\mathbb{R}^{n \times n} \times \mathbb{R}^{n \times m} \times \mathbb{R}^{p \times n} \times \mathbb{R}^{p \times m} \tag{8.1}
\end{align*}
$$
\]

where $\boldsymbol{v}_{t}$ is a common stimulus process (e.g., white Gaussian noise with identity covariance $)^{2}$ and where the realization $R_{i}=\left(A_{i}, B_{i}, C_{i}, D_{i}\right)$ is learnt and assumed to be known. The problem is to: (1) Choose an appropriate space $\mathcal{S}$ of LDSs containing the learnt models $\left\{M_{i}\right\}_{i=1}^{N}$, (2) geometrize $\mathcal{S}$, i.e., equip it with an appropriate geometry (e.g., define a distance on $\mathcal{S}$ ), (3) develop tools (e.g., probability distributions, averages or means, variance, PCA) to perform statistical analysis (e.g., classification and clustering) in a computationally efficient manner.

The first question to ask is: why model the processes using the state-space model (representation) (8.1)? Recall that processes have equivalent ARMA and state-space representations. Moreover, model (8.1) is quite general and with $n$ large enough it can approximate a large class of processes. More importantly, state-space representations (especially in high dimensions) are often more suitable for parameter learning or system identification. In important practical cases of interest such models conveniently yield more parsimonious parametrization than vectorial ARMA models which suffer from the curse of dimensionality [24]. The curse of dimensionality in ARMA models stems from the fact that for $p$-dimensional time series if $p$ is very large the number of parameters of an ARMA model is roughly proportional to $p^{2}$, which could be much larger than the number of data samples available $p T$, where $T$ is the observation time period (note that the autoregressive coefficient matrices are very large $p \times p$ matrices). However, in many situations encountered in real world examples, state-space models are more effective in overcoming the curse of dimensionality [20, 24]. The intuitive reason, as already alluded to, is that often (very) high-dimensional time series can be well approximated as being generated by a low order but high-dimensional dynamical system (which implies small $n$ despite large $p$ in the model (8.1)). This can be attributed to the fact that the components of the observed time series exhibit correlations (cross sectional correlation). Moreover, the contaminating noises also show correlation across different components (see [20, 24] for examples of exact and detailed assumptions and conditions to formalize these intuitive facts). Therefore, overall the number of parameters in the state-space model is small compared with $p^{2}$ and this is readily reflected in (or encoded by) the small size of the dynamics matrix $A_{i}$ and the thinness of the observation matrix $C_{i}$ in (8.1). ${ }^{3}$

[^14]Also, in general, state-space models are more convenient for computational purposes than vectorial ARMA models. For example, in the case of high-dimensional time series most effective estimation methods are based on state-space domain system identification rooted in control theory [7, 41, 51]. Nevertheless, it should be noted that, in general, the identification of multi-input multi-output (MIMO) systems is a subtle problem (see Sect. 8.4 and e.g., [11, 31, 32]). However, for the case where $p>n$, there are efficient system identification algorithms available for finding the state-space parameters [20, 22].

Notice that in Problem 1 we are assuming that all the LDSs have the same order $n$ (more precisely the minimal order, see Sect.8.3.3.1). Such an assumption might seem rather restrictive and a more realistic assumption might be that all systems be of order not larger than $n$ (see Sect. 8.5.1). Note that since in practice real data can be only approximately modeled by an LDS of fixed order, if $n$ is not chosen too large, then gross over-fitting of $n$ is less likely to happen. From a practical point of view (e.g., implementation) fixing the order for all systems results in great simplification in implementation. Moreover, in classification or clustering problems one might need to combine (e.g., average) such LDSs for the goal of replacing a class of LDSs with a representative LDS. Ideally one would like to define an average in a such a way that LDSs of the same order have an average of the same order and not higher, otherwise the problem can become intractable. In fact, most existing approaches tend to dramatically increase the order of the average LDS, which is certainly undesirable. Therefore, intuitively, we would like to consider a space $\mathcal{S}$ in which the order of the LDSs is fixed or limited. From a theoretical point of view also this assumption allows us to work with nicer mathematical spaces namely smooth manifolds (see Sect. 8.4).

Amongst the most widely used classification and clustering algorithms for static data are the $k$-nearest neighborhood and $k$-means algorithms, both of which rely on a notion of distance (in a feature space) [21]. These algorithms enjoy certain universality properties with respect to the probability distributions of the data; and hence in many practical situations where one has little prior knowledge about the nature of the data, they prove to be very effective [21, 35]. In view of this fact, in this paper we focus on the notion of distance between LDSs and the stochastic processes they generate. Hence, a natural question is what space we should use and what type of distance we should define on it. In Problem 1, obviously, the first two steps (which are the focus of this paper) have significant impacts on the third one. One has different choices for the space $\mathcal{S}$, as well as, for geometries on that space. The gamut ranges from an infinite dimensional linear space to a finite dimensional (non-Euclidean) manifold, and the geometry can be either intrinsic or extrinsic. By an intrinsic geometry we mean one in which a shortest path between two points in a space stays in the space, and by an extrinsic geometry we mean one where the distance between the two points is measured in an ambient space. In the second part of this paper, we study our recently developed approach, which is somewhere in between: to design an easy-to-compute extrinsic distance, while keeping the ambient space not too large.

This paper is organized as follows: In Sect.8.2, we review some existing approaches in geometrization of spaces of stochastic processes. In Sect. 8.3, we focus
on processes generated by LDSs of fixed order, and in Sect. 8.4, we study smooth fiber bundle structures over spaces of LDSs generating such processes. Finally, in Sect. 8.5, we introduce our class of group action induced distances namely the alignment distances. The paper is concluded in Sect. 8.6. To avoid certain technicalities and just to convey the main ideas the proofs are omitted and will appear elsewhere. We should stress that the theory of alignment distances on spaces of LDSs is still under development; however, its basics have appeared in earlier papers [1-3]. This paper for most parts is an extended version of [3].

### 8.2 A Review of Existing Approaches to Geometrization of Spaces of Stochastic Processes

This review, in particular, since the subject appears in a range of disciplines is nonexhaustive. Our emphasis is on the core ideas in defining distances on spaces of stochastic processes rather than enumerating all such distances. Other sources to consult may include [ $9,10,25$ ]. In view of Problem 1, our main interest is in the finite dimensional spaces of LDSs of fixed order and the processes they generate. However, since such a space can be embedded in the larger infinite dimensional space of "virtually all processes," first we consider the latter.

Remark 1 We shall discuss several "distance-like" measures some of which are known as "distance" in the literature. We will try to use the term distance exclusively for a true distance namely one which is symmetric, positive definite and obeys the triangle inequality. Due to convention or convenience, we still may use the term distance for something which is not a true distance, but the context will be clear. A distance-like measures is called a divergence it is only positive definite and it is called pseudodistance, if it is symmetric and obeys the triangle inequality but it is only positive semi-definitive (i.e., a zero distance between two processes does not imply that they are the same). As mentioned above, our review is mainly to show different schools of thought and theoretical approaches in defining distances. Obviously, when it comes to comparing these distances and their effectiveness (e.g., in terms of recognition rate in a pattern recognition problem) ultimately things very much depend on the specific application at hand. Although we should mention that for certain 1D spectral distances there has been some research about their relative discriminative properties, especially for applications in speech processing, the relation between such distances and the human auditory perception system has been studied (see e.g., [9, 25, 26, $29,49,54])$. Perhaps one aspect that one can judge rather comfortably and independently of the specific problem is the associated computational costs of calculating the distance and other related calculations (e.g., calculating a notion of average). In that regard, for Problem 1, when the time-series dimension $p$ is very large (e.g., in video classification problems) our introduced alignment distance (see Sect. 8.5) is cheaper to calculate relative to most other distances and also renders itself quite effective in defining a notion of average [1].

Remark 2 Throughout the paper, unless otherwise stated, by a process we mean a (real-valued) discrete-time wide-sense (or second order) stationary zero mean Gaussian regular stochastic process (i.e., one with no deterministic component). Some of the language used in this paper is borrowed from the statistical signal processing and control literature for which standard references include [40, 56]. Since we use the Fourier and $z$-transforms often and there are some disparities between the definitions (or notations) in the literature we review some terminologies and establish some notations. The $z$-transform of a matrix sequence $\left\{\mathbf{h}_{t}\right\}_{-\infty}^{+\infty}\left(\mathbf{h}_{t} \in \mathbb{R}^{p \times m}\right)$ is defined as $H(z)=\sum_{-\infty}^{+\infty} \mathbf{h}_{t} z^{-t}$ for $z$ in the complex plane $\mathbb{C}$. By evaluating $H(z)$ on the unit circle in the complex plane $\mathbb{C}$ (i.e., by setting $z=e^{i \omega}, \omega \in[0,2 \pi]$ ) we get $H\left(e^{i \omega}\right)$, the Fourier transform of $\left\{\mathbf{h}_{t}\right\}_{-\infty}^{+\infty}$, which sometimes we denote by $H(\omega)$. Note that the $z$-transform of $\left\{\mathbf{h}_{-t}\right\}_{-\infty}^{+\infty}$ is $H\left(z^{-1}\right)$ and its Fourier transform is $H\left(e^{-i \omega}\right)$, and since we deal with real sequences it is the same as $\overline{H\left(e^{i \omega}\right)}$, the complex conjugate of $H\left(e^{i \omega}\right)$. Also any matrix sequence $\left\{\mathbf{h}_{t}\right\}_{0}^{+\infty}$ defines (causal) a linear filter via the convolution operation $\boldsymbol{y}_{t}=h_{t} * e_{t}=\sum_{\tau=0}^{\infty} h_{\tau} \boldsymbol{\epsilon}_{t-\tau}$ on the $m$ dimensional sequence $\epsilon_{t}$. In this case, we call $H(\omega)$ or $H(z)$ the transfer function of the filter and $\left\{\mathbf{h}_{t}\right\}_{0}^{+\infty}$ the impulse response of the filter. We also say that $\boldsymbol{\epsilon}_{t}$ is filtered by $H$ to generate $\boldsymbol{y}_{t}$. If $H(z)$ is an analytic function of $z$ outside the unit disk in the complex plane, then the filter is called asymptotically stable. If the transfer function $H(z)$ is a rational matrix function of $z$ (meaning that each entry of $H(z)$ is a rational function of $z$ ), then the filter has a finite order state-space (LDS) realization in the form (8.1). The smallest (minimal) order of such an LDS can be determined as the sum of the orders of the denominator polynomials (in $z$ ) in the entries appearing in a specific representation (factorization) of $H(z)$, known as the Smith-McMillan form [40]. For a square transfer function this number (known as the McMillan degree) is, generically, equal to the order of the denominator polynomial in the determinant of $H(z)$. The roots of these denominators are the eigenvalues of the $A$ matrix in the minimal state-space realization of $H(z)$ and the system is asymptotically stable if all these eigenvalues are inside the unit disk in $\mathbb{C}$.

### 8.2.1 Geometrizing the Space of Power Spectral Densities

A $p$-dimensional process $\left\{\boldsymbol{y}_{t}\right\}$ can be identified with its $p \times p$ covariance sequence sequences $C_{\boldsymbol{y}}(\tau)=\mathbb{E}\left\{\boldsymbol{y}_{t} \boldsymbol{y}_{t-\tau}^{\top}\right\}(\tau \in \mathbb{Z})$, where ${ }^{\top}$ denotes matrix transpose and $\mathbb{E}\{\cdot\}$ denotes the expectation operation under the associated probability measure. Equivalently, the process can be identified by the Fourier (or $z$ ) transform of its covariance sequence, namely the power spectral density (PSD) $P_{y}(\omega)$, which is a $p \times p$ Hermitian positive semi-definite matrix for every $\omega \in[0,2 \pi] .{ }^{4}$ We denote the space of all $p \times p$ PSD matrices by $\mathcal{P}_{p}$ and its subspace consisting of elements

[^15]that are full-rank for almost every $\omega \in[0,2 \pi]$ by $\mathcal{P}_{p}^{+}$. Most of the literature prior to 2000 is devoted to geometrization of $\mathcal{P}_{1}^{+}$.

Remark 3 It is worth mentioning that the distances we discuss below here are blind to correlations, meaning that two processes might be correlated but their distance can be large or they can be uncorrelated but their distance can be zero. For us the starting point is the identification of a zero-mean (Gaussian) process with its probability distribution and hence its PSD. Consider the 1D case for convenience. Then in the Hilbert space geometry a distance between processes $\boldsymbol{y}_{t}^{1}$ and $\boldsymbol{y}_{t}^{2}$ can be defined as $\mathbb{E}\left\{\left(\boldsymbol{y}_{t}^{1}-\boldsymbol{y}_{t}^{2}\right)^{2}\right\}$ in which case the correlation appears in the distance and a zero distance means almost surely equal sample paths, whereas in PSD-induced distances $\boldsymbol{y}_{t}$ and $-\boldsymbol{y}_{t}$ which have completely different sample paths have zero distance. In a more technical language, the topology induced by the PSD-induced distances on stochastic processes is coarser than the Hilbert space topology. Hence, perhaps to be more accurate we should further qualify the distances in this paper by the qualifier "PSD-induced". Obviously, the Hilbert space topology may be too restrictive in some practical applications. Interestingly, in the derivation of the Hellinger distance (see below) based on the optimal transport principle the issue of correlation shows up and there optimality is achieved when the two processes are uncorrelated (hence the distance is computed as if the processes were uncorrelated, see [27, p. 292] for details). In fact, this idea is also present in our approach (and most of the other approaches), where in order to compare two LDSs we assume that they are stimulated with the same input process, meaning uncorrelated input processes with identical probability distributions (see Sect. 8.3).

The space $\mathcal{P}_{p}$ is an infinite dimensional cone which also has a convex linear structure coming from matrix addition and multiplication by nonnegative reals. The most immediate distance on this space is the standard Euclidean distance:

$$
\begin{equation*}
d_{\mathrm{E}}^{2}\left(\boldsymbol{y}^{1}, \boldsymbol{y}^{2}\right)=\int\left\|P_{\boldsymbol{y}^{1}}(\omega)-P_{\boldsymbol{y}^{2}}(\omega)\right\|^{2} \mathrm{~d} \omega \tag{8.2}
\end{equation*}
$$

where $\|\cdot\|$ is a matrix norm (e.g., the Frobenius norm $\|\cdot\|_{F}$ ). In the 1-dimensional case (i.e., $\mathcal{P}_{1}$ ) one could also define a distance based on the principle of optimal decoupling or optimal (mass) transport between the probability distributions of the two processes [27, p. 292]. This approach results in the formula:

$$
\begin{equation*}
d_{\mathrm{H}}^{2}\left(\boldsymbol{y}^{1}, \boldsymbol{y}^{2}\right)=\int\left|\sqrt{P_{\boldsymbol{y}^{1}}(\omega)}-\sqrt{P_{\boldsymbol{y}^{2}}(\omega)}\right|^{2} \mathrm{~d} \omega, \tag{8.3}
\end{equation*}
$$

This distance is derived in [28] and is also called the $\bar{d}_{2}$-distance (see also [27, p. 292]). In view of the Hellinger distance between probability measures [9], the above distance, in the literature, is also called the Hellinger distance [23]. Interestingly, $d_{\mathrm{H}}$ remains valid as the optimal transport-based distance for certain non-Gaussian processes, as well [27, p. 292]. The extension of the optimal transport-based definition to higher dimensions is not straightforward. However, note that in $\mathcal{P}_{1}, d_{\mathrm{H}}$ can be
thought of as a square root version of $d_{\mathrm{E}}$. In fact, the square root based definition can be easily extended to higher dimensions, e.g., in (8.3) one could simply replace the scalar square roots with the (matrix) Hermitian square roots of $P_{y^{i}}(\omega), i=1,2$ (at each frequency $\omega$ ) and use a matrix norm. Recall that the Hermitian square root of the Hermitian matrix $Y$ is the unique Hermitian solution of the equation $Y=X X^{H}$, where $H$ denotes conjugate transpose. We denote the Hermitian square root of $Y$ as $Y^{1 / 2}$. Therefore, we could define the Hellinger distance in higher dimensions as

$$
\begin{equation*}
d_{\mathrm{H}}^{2}\left(\boldsymbol{y}^{1}, \boldsymbol{y}^{2}\right)=\int\left\|P_{\boldsymbol{y}^{1}}^{1 / 2}(\omega)-P_{\boldsymbol{y}^{2}}^{1 / 2}(\omega)\right\|_{F}^{2} \mathrm{~d} \omega \tag{8.4}
\end{equation*}
$$

However note that, for any unitary matrix $U, X=Y^{1 / 2} U$ is also a solution to $Y=X X^{H}$ (but not Hermitian if $U$ differs from the intensity). This suggests that, one may be able to do better by finding the best unitary matrix $U(\omega)$ to minimize $\left\|P_{y^{1}}^{1 / 2}(\omega)-P_{y^{2}}^{1 / 2}(\omega) U(\omega)\right\|_{F}$ (at each frequency $\omega$ ). In [23] this idea has been used to define the (improved) Hellinger distance on $\mathcal{P}_{p}$, which can be written in closed-form as

$$
\begin{equation*}
d_{\mathrm{H}^{\prime}}^{2}\left(\boldsymbol{y}^{1}, \boldsymbol{y}^{2}\right)=\int\left\|P_{\boldsymbol{y}^{1}}^{1 / 2}-P_{\boldsymbol{y}^{2}}^{1 / 2}\left(P_{\boldsymbol{y}^{2}}^{1 / 2} P_{\boldsymbol{y}^{1}} P_{\boldsymbol{y}^{2}}^{1 / 2}\right)^{-1 / 2} P_{\boldsymbol{y}^{2}}^{1 / 2} P_{\boldsymbol{y}^{1}}^{1 / 2}\right\|_{F}^{2} \mathrm{~d} \omega \tag{8.5}
\end{equation*}
$$

where dependence of the terms on $\omega$ has been dropped. Notice that the matrix $U(\omega)=$ $\left(P_{y^{2}}^{1 / 2} P_{y^{1}} P_{y^{2}}^{1 / 2}\right)^{-1 / 2} P_{y^{2}}^{1 / 2} P_{y^{1}}^{1 / 2}$ is unitary for every $\omega$ and in fact it is a transfer function of an all-pass possibly infinite dimensional linear filter [23]. Here, by an all-pass transfer function or filter $U(\omega)$ we mean one for which $U(\omega) U(\omega)^{H}=I_{p}$. Also note that (8.5) seemingly breaks down if either of the PSDs is not full-rank. However, solving the related optimization shows that by continuity the expression remains valid. We should point out that recently a class of distances on $\mathcal{P}_{1}$ has been introduced by Georgiou et al. based on the notion of optimal mass transport or morphism between PSDs (rather than probability distributions, as above) [25]. Such distances enjoy some nice properties, e.g., in terms of robustness with respect to multiplicative and additive noise [25]. An extension to $\mathcal{P}_{p}$ also has been proposed [53]; however, the extension is no longer a distance and it is not clear if it inherits the robustness property.

Another (possibly deeper) aspect of working with the square root of the PSD is related to the ideas of spectral factorization and the innovations process. We review some basics, which can be found, e.g., in [6, 31, 32, 38, 62, 65]. The important fact is that the PSD $P_{\boldsymbol{y}}(\omega)$ of a regular process $\boldsymbol{y}_{t}$ in $\mathcal{P}_{p}$ is of constant rank $m \leq p$ almost everywhere in $[0,2 \pi]$. Moreover, it admits a factorization of the form $P_{y}(\omega)=P_{l y}(\omega) P_{l y}(\omega)^{H}$, where $P_{l y}(\omega)$ is $p \times m$-dimensional and uniquely determines its analytic extension $P_{l y}(z)$ outside the unit disk in $\mathbb{C}$. In this factorization, $P_{l y}(\omega)$, itself, is not determined uniquely and any two such factors are related by an $m \times m$-dimensional all-pass filter. However, if we require the extension $P_{l y}(z)$ to be in the class of minimum phase filters, then the choice of the factor $P_{l y}(\omega)$ becomes unique up to a constant unitary matrix. A $p \times m$
( $m \leq p$ ) transfer function matrix $H(z)$ is called minimum phase if it is analytic outside the unit disk and of constant rank $m$ there (including at $z=\infty$ ). Such a filter has an inverse filter, which is asymptotically stable. We denote this particular factor of $P_{y}$ by $P_{+y}$ and call it the canonical spectral factor. The canonical factor is still not unique, but the ambiguity is only in a constant $m \times m$ unitary matrix. The consequence is that $\boldsymbol{y}_{t}$ can be written as $\boldsymbol{y}_{t}=\sum_{\tau=0}^{\infty} \mathbf{p}_{+\tau} \boldsymbol{\epsilon}_{t-\tau}$, where the $p \times m$ matrix sequence $\left\{\mathbf{p}_{+t}\right\}_{t=0}^{\infty}$ is the inverse Fourier transform of $P_{+\boldsymbol{y}}(\omega)$ and $\epsilon_{t}$ is an $m$-dimensional white noise process with covariance equal to the identity matrix $I_{m}$. This means that $y_{t}$ is the output of a linear filter (i.e., an LDS of possibly infinite order) excited by a white noise process with standard covariance. The process $\boldsymbol{\epsilon}_{t}$ is called the innovations process or fundamental process of $\boldsymbol{y}_{t}$. Under the Gaussian assumption the innovation process is determined uniquely, otherwise it is determined up to an $m \times m$ unitary factor. The important case is when $P_{y}(z)$ is full-rank outside the unit disk, in which case the inverse filter $P_{+y}^{-1}$ is well-defined and asymptotically stable, and one could recover the innovations process by filtering $\boldsymbol{y}_{t}$ by its whitening filter $P_{+y}^{-1}$.

Now, to compare two processes, one could somehow compare their canonical spectral factors ${ }^{5}$ or if they are in $\mathcal{P}_{p}^{+}$their whitening filters. In [38] a large class of divergences based on the idea of comparing associated whitening filters (in the frequency domain) have been proposed. For example, let $P_{+y_{i}}$ be the canonical factor of $P_{y_{i}}, i=1,2$. If one filters $y_{t}^{i}, i=1,2$, with $P_{+\boldsymbol{y}^{j}}^{-1}, j=1,2$, then the output PSD is $P_{+\boldsymbol{y}^{j}}^{-1} P_{\boldsymbol{y}^{i}} P_{+\boldsymbol{y}^{j}}^{-H}$. Note that when $i=j$ then the output PSD is $I_{p}$ across every frequency. It can be shown that $d_{I}\left(\boldsymbol{y}^{1}, \boldsymbol{y}^{2}\right)=\int \operatorname{tr}\left(P_{+\boldsymbol{y}^{1}}^{-1} P_{\boldsymbol{y}^{2}} P_{+\boldsymbol{y}^{1}}^{-H}-I_{p}\right)+$ $\operatorname{tr}\left(P_{+\boldsymbol{y}^{2}}^{-1} P_{y^{1}} P_{+\boldsymbol{y}^{2}}^{-H}-I_{p}\right) \mathrm{d} \omega$ is a symmetric divergence [38]. Note that $d_{I}\left(\boldsymbol{y}^{1}, \boldsymbol{y}^{2}\right)$ is independent of the unitary ambiguity in the canonical factor and in fact

$$
\begin{equation*}
d_{I}\left(y^{1}, y^{2}\right)=\int \operatorname{tr}\left(P_{y^{1}}^{-1} P_{y^{2}}+P_{y^{2}}^{-1} P_{y^{1}}-2 I_{p}\right) \mathrm{d} \omega \tag{8.6}
\end{equation*}
$$

Such divergences enjoy certain invariance properties, e.g., if we filter both processes with a common minimum phase filter, then the divergence remains unchanged. In particular, it is scale-invariant. Such properties are shared by the distances or divergences that are based on the ratios of PSDs (see below for more examples). Scale invariance in the case of 1D PSDs has been advocated as a desirable property, since in many cases the shape of the PSDs rather than their relative scale is the discriminative feature (see e.g., [9, 26]).

One can arrive at similar distances from other geometric or probabilistic paths. One example is the famous Itakura-Saito divergence (sometimes called distance)

[^16]between PSDs in $\mathcal{P}_{1}^{+}$which is defined as
\[

$$
\begin{equation*}
d_{\mathrm{IS}}\left(\boldsymbol{y}^{1}, \boldsymbol{y}^{2}\right)=\int\left(\frac{P_{\boldsymbol{y}^{1}}}{P_{y^{2}}}-\log \frac{P_{\boldsymbol{y}^{1}}}{P_{\boldsymbol{y}^{2}}}-1\right) \mathrm{d} \omega \tag{8.7}
\end{equation*}
$$

\]

This divergence has been used in practice, at least, since the 1970s (see [48] for references). The Itakura-Saito divergence can be derived from the Kullback-Leibler divergence between (infinite dimensional) probability densities of the two processes (The definition is a time-domain based definition, however, the final result is readily expressible in the frequency domain). ${ }^{6}$ On the other hand, Amari's information geometry-based approach [5, Chap. 5] allows to geometrize $\mathcal{P}_{1}^{+}$in various ways and yields different distances including the Itakura-Saito distance (8.7) or a Riemannian distance such as

$$
\begin{equation*}
d_{\mathrm{R}}^{2}\left(\boldsymbol{y}^{1}, \boldsymbol{y}^{2}\right)=\int\left(\log \left(\frac{P_{\boldsymbol{y}^{1}}}{P_{\boldsymbol{y}^{2}}}\right)\right)^{2} \mathrm{~d} \omega \tag{8.8}
\end{equation*}
$$

Furthermore, in this framework one can define geodesics between two processes under various Riemannian or non-Riemannian connections. The high-dimensional version of the Itakura-Saito distance has also been known since the 1980s [42] but is less used in practice:

$$
\begin{equation*}
d_{\mathrm{IS}}\left(\boldsymbol{y}^{1}, \boldsymbol{y}^{2}\right)=\int\left(\operatorname{trace}\left(P_{\boldsymbol{y}^{2}}^{-1} P_{\boldsymbol{y}^{1}}\right)-\log \left(\operatorname{det}\left(P_{\boldsymbol{y}^{2}}^{-1} P_{\boldsymbol{y}^{1}}\right)\right)-p\right) \mathrm{d} \omega \tag{8.9}
\end{equation*}
$$

Recently, in [38] a Riemannian framework for geometrization of $\mathcal{P}_{p}^{+}$for $p \geq 1$ has been proposed, which yields Riemannian distances such as:

$$
\begin{equation*}
d_{\mathrm{R}}^{2}\left(\boldsymbol{y}^{1}, \boldsymbol{y}^{2}\right)=\int\left\|\log \left(P_{\boldsymbol{y}^{1}}^{-1 / 2} P_{\boldsymbol{y}^{2}} P_{\boldsymbol{y}^{1}}^{-1 / 2}\right)\right\|_{F}^{2} \mathrm{~d} \omega \tag{8.10}
\end{equation*}
$$

where $\log$ is the standard matrix logarithm. In general, such approaches are not suited for large $p$ due to computational costs and the full-rankness requirement. We should stress that in (very) high dimensions the assumption of full-rankness of PSDs is not a viable one, in particular because usually not only the actual time series are highly correlated but also the contaminating noises are correlated, as well. In fact, this has lead to the search for models capturing this quality. One example is the class of generalized linear dynamic factor models, which are closely related to the tall, full rank LDS models (see Sect. 8.3.3 and [20, 24]).

Letting the above mentioned issues aside, for the purposes of Problem 1, the space $\mathcal{P}_{p}$ (or even $\mathcal{P}_{p}^{+}$) is too large. The reason is that it includes, e.g., ARMA processes of arbitrary large orders, and it is not clear, e.g., how an average of some ARMA models

[^17]or processes of equal order might turn out. As mentioned before, it is convenient or reasonable to require the average to be of the same order. ${ }^{7}$

### 8.2.2 Geometrizing the Spaces of Models

Any distance on $\mathcal{P}_{p}$ (or $\mathcal{P}_{p}^{+}$) induces a distance, e.g., on a subspace corresponding to AR or ARMA models of a fixed order. This is an example of an extrinsic distance induced from an infinite dimensional ambient space to a finite dimensional subspace. In general, this framework is not ideal and we might try to, e.g., define an intrinsic distance on the finite dimensional subspace. In fact, Amari's original paper [4] lays down a framework for this approach, but lacks actual computations. For the onedimensional case in [61], based on Amari's approach, distances between models in the space of ARMA models of fixed order are derived. For high order models or in high dimensions, such calculations are, in general, computationally difficult [61]. The main reason is that the dependence of PSD-based distances on state-space or ARMA parameters is, in general, highly nonlinear (the important exception is for parameters of AR models, especially in 1D).

Alternative approaches have also been pursued. For example, in [57] the main idea is to compare (based on the $\ell^{2}$ norm) the coefficients of the infinite order AR models of two processes. This is essentially the same as comparing (in the time domain) the whitening filters of the two processes. This approach is limited to $\mathcal{P}_{p}^{+}$ and computationally demanding for large $p$. See [19] for examples of classification and clustering of 1D time-series using this approach. In [8], the space of 1D AR processes of a fixed order is geometrized using the geometry of positive-definite Toeplitz matrices (via the reflection coefficients parameterization), and, moreover, $L^{p}$ averaging on that space is studied. In [50] a (pseudo)-distance between two processes is defined through a weighted $\ell^{2}$ distance between the (infinite) sequences of the cepstrum coefficients of the two processes. Recall that the cepstrum of a 1D signal is the inverse Fourier transform of the logarithm of the magnitude of the Fourier transform of the signal. In the frequency domain this distance (known as the Martin distance) can be written as (up to a multiplicative constant)

$$
\begin{equation*}
d_{\mathrm{M}}^{2}\left(\boldsymbol{y}_{1}, \boldsymbol{y}_{2}\right)=\int\left(\mathfrak{D}^{\frac{1}{2}} \log \left(\frac{P_{\boldsymbol{y}_{1}}}{P_{\boldsymbol{y}_{2}}}\right)\right)^{2} \mathrm{~d} \omega, \tag{8.11}
\end{equation*}
$$

where $\mathfrak{D}^{\lambda}$ is the fractional derivative operator in the frequency domain interpreted as multiplication of the corresponding Fourier coefficients in the time domain by $e^{\pi i \lambda / 2} n^{\lambda}$ for $n \geq 0$ and by $e^{-\pi i \lambda / 2}(-n)^{\lambda}$ for $n<0$. Notice that $d_{M}$ is scale-invariant in the sense described earlier and also it is a pseudo-distance since it is zero if the PSDs are multiple of each other (this is a true scale-invariance property, which in

[^18]certain applications is highly desirable). ${ }^{8}$ Interestingly, in the case of 1D ARMA models, $d_{M}$ can be expressed conveniently in closed form in terms of the poles and zeros of the models [50]. Moreover, in [18] it is shown that $d_{M}$ can be calculated quite efficiently in terms of the parameters of the state-space representation of the ARMA processes. In fact, the Martin distance has a simple interpretation in terms of the subspace angles between the extended observability matrices (cf. Sect. 8.4.3) of the state-space representations [18]. This brings about important computational advantages and has allowed to extend a form of Martin distance to higher dimensions (see e.g., [16]). However, it should be noted that the extension of the Martin distance to higher dimensions in such a way that all its desirable properties carry over has proven to be difficult [13]. ${ }^{9}$ Nevertheless, some extensions have been quite effective in certain high-dimensional applications, e.g., video classification [16]. In [16], the approach of [18] is shown to be a special case of the family of Binet-Cauchy kernels introduced in [64], and this might explain the effectiveness of the extensions of the Martin distance to higher dimensions.

In summary, we should say that the extensions of the geometrical methods discussed in this section to $\mathcal{P}_{p}$ for $p>1$ do not seem obvious or otherwise they are computationally very expensive. Moreover, these approaches often yield extrinsic distances induced from infinite dimensional ambient spaces, which, e.g., in the case of averaging LDSs of fixed order can be problematic.

### 8.2.3 Control-Theoretic Approaches

More relevant to us are [33, 46], where (intrinsic) state-space based Riemannian distances between LDSs of fixed size and fixed order have been studied. Such approaches ideally suit Problem 1, but they are computationally demanding. More recently, in [1] and subsequently in [2, 3], we introduced group action induced distances on certain spaces of LDSs of fixed size and order. As it will become clear in the next section, an important feature of this approach is that the LDS order is explicit in the construction of the distance, and the state-space parameters appear in the distance in a simple form. These features make certain related calculations (e.g., optimization) much more convenient (compared with other methods). Another aspect of our approach is that, contrary to most of the distances discussed so far, which compare the PSDs or the canonical factors directly, our approach amounts to comparing the

[^19]generative or the structural models of the processes or how they are generated. This feature also could be useful in designing more application-specific or structure-aware distances.

### 8.3 Processes Generated by LDSs of Fixed Order

Consider an LDS, $M$, of the form (8.1) with $a$ realization $R=(A, B, C, D) \in$ $\widetilde{\mathcal{S L}}_{m, n, p} \cdot{ }^{10}$ In the sequel, for various reasons, we will restrict ourselves to increasingly smaller submanifolds of $\widetilde{\mathcal{S L}}_{m, n, p}$, which will be denoted by additional superscripts. Recall that the $p \times m$ matrix transfer function is $T(z)=D+C\left(I_{n}-z^{-1} A\right)^{-1} B$, where $z \in \mathbb{C}$ and $I_{n}$ is the $n$-dimensional identity matrix. We assume that all LDSs are excited by the standard white Gaussian process. Hence, the output PSD matrix (in the $z$-domain) is the $p \times p$ matrix function $P(z)=T(z) T^{\top}\left(z^{-1}\right)$. The PSD is a rational matrix function of $z$ whose rank (a.k.a. normal rank) is constant almost everywhere in $\mathbb{C}$. Stationarity of the output process is guaranteed if $M$ is asymptotically stable. We denote the submanifold of such realizations by $\widetilde{\mathcal{S L}}_{m, n, p}^{a} \subset \widetilde{\mathcal{S}}_{m, n, p}$.

### 8.3.1 Embedding Stochastic Processes in LDS Spaces

Two (stochastic) LDSs are indistinguishable if their output PSDs are equal. Using this equivalence on the entire set of LDSs is not useful, because, as mentioned earlier two transfer functions which differ by an all-pass filter result in the same PSD. Therefore, the equivalence relation could induce a complicated many-to-one correspondence between the LDSs and the subspace of stochastic processes they generate. However, if we restrict ourselves to the subspace of minimum phase LDSs the situation improves. Let us denote the subspace of minimum-phase realizations by $\widetilde{\mathcal{S}}_{m, n, p}^{\mathrm{a}, \mathrm{mp}} \subset \widetilde{\mathcal{S}}_{m, n, p}^{\mathrm{a}}$. This is clearly an open submanifold of $\widetilde{\mathcal{S}}_{m, n, p}^{\mathrm{a}}$. In $\widetilde{\mathcal{S L}}_{m, n, p}^{\text {a,mp }}$, the canonical spectral factorization of the output PSD is unique up to an orthogonal matrix [6, 62, 65]: let $T_{1}(z)$ and $T_{2}(z)$ have realizations in $\widetilde{\mathcal{S}}_{m, n, p}^{\mathrm{a}, \mathrm{mp}}$ and let $T_{1}(z) T_{1}^{\top}\left(z^{-1}\right)=T_{2}(z) T_{2}^{\top}\left(z^{-1}\right)$, then $T_{1}(z)=T_{2}(z) \Theta$ for a unique $\Theta \in O(m)$, where $O(m)$ is the Lie group of $m \times m$ orthogonal matrices. Therefore, any $p$-dimensional processes with PSD of normal rank $m$ can be identified with a simple equivalent class of stable and minimum-phase transfer functions and the corresponding LDSs. ${ }^{11}$

[^20]
### 8.3.2 Equivalent Realizations Under Internal and External Symmetries

A fundamental fact is that there are symmetries or invariances due to certain Lie group actions in the model (8.1). Let $G L(n)$ denote the Lie group of $n \times n$ non-singular (real) matrices. We say that the Lie group $G L(n) \times O(m)$ acts on the realization space $\widetilde{\mathcal{S L}}_{m, n, p}$ (or its subspaces) via the action $\bullet$ defined as ${ }^{12}$

$$
\begin{equation*}
(P, \Theta) \bullet(A, B, C, D)=\left(P^{-1} A P, P^{-1} B \Theta, C P, D \Theta\right) \tag{8.12}
\end{equation*}
$$

One can easily verify that under this action the output covariance sequence (or PSD) remains invariant. In general, the converse is not true. That is, two output covariance sequences might be equal while their corresponding realizations are not related via - (due to non-minimum phase and the action not being free [47], also see below). Recall that the action of a group on a set is called free if every element of the set is fixed only by the identity element of the group. For the converse to hold we need to impose further rank conditions, as we will see next.

### 8.3.3 From Processes to Realizations (The Rank Conditions)

Now, we study some rank conditions (i.e., submanifolds of $\widetilde{\mathcal{S L}}_{m, n, p}$ on) under which - is a free action.

### 8.3.3.1 Observable, Controllable, and Minimal Realizations

Recall that the controllability and observability matrices of order $k$ associated with a realization $R=(A, B, C, D)$ are defined as $\mathcal{C}_{k}=\left[B, A B, \ldots, A^{k-1} B\right]$ and $\mathcal{O}_{k}=\left[C^{\top},(C A)^{\top}, \ldots,\left(C A^{k-1}\right)^{\top}\right]^{\top}$, respectively. A realization is called controllable (resp. observable) if $\mathcal{C}_{k}$ (resp. $\mathcal{O}_{k}$ ) is of rank $n$ for $k=n$. We denote the subspace of controllable (resp. observable) realizations by $\widetilde{\mathcal{S L}}_{m, n, p}^{\mathrm{co}}$ (resp. $\widetilde{\mathcal{S}}_{m, n, p}^{\mathrm{ob}}$ ). The space $\widetilde{\mathcal{S}}_{m, n, p}^{\min }=\widetilde{\mathcal{S}}_{m, n, p}^{\mathrm{co}} \cap \widetilde{\mathcal{S}}_{m, n, p}^{\mathrm{ob}}$ is called the space of minimal realizations. An important fact is that we cannot reduce the order (i.e., the size of $A$ ) of a minimal realization without changing its input-output behavior.

### 8.3.3.2 Tall, Full Rank LDSs

Another (less studied) rank condition is when $C$ is of $\operatorname{rank} n$ (here $p \geq n$ is required). Denote by $\widetilde{\mathcal{S}}_{m, n, p}^{\mathrm{tC}} \subset \widetilde{\mathcal{S L}}_{m, n, p}^{\mathrm{ob}}$ the subspace of such realizations and call a corresponding LDS tall and full-rank. Such LDSs are closely related to generalized

[^21]linear dynamic factor models for (very) high-dimensional time series [20] and also appear in video sequence modeling [1, 12, 60]. It is easy to verify that all the above realization spaces are smooth open submanifolds of $\widetilde{\mathcal{S L}}_{m, n, p}$. Their corresponding submanifolds of stable or minimum-phase LDSs (e.g., $\widetilde{\mathcal{S L}}_{m, n, p}^{\text {a,mp,co }}$ ) are defined in an obvious way.

The following proposition forms the basis of our approach to defining distances between processes: any distance on the space of LDSs with realizations in the above submanifolds (with rank conditions) can be used to define a distance on the space of processes generated by those LDSs.
Proposition 1 Let $\tilde{\Sigma}_{m, n, p}$ be $\widetilde{\mathcal{S L}}_{m, n, p}^{a, m p, c o}$, $\widetilde{\mathcal{S}}_{m, n, p}^{a, m p, o b}, \widetilde{\mathcal{S}}_{m, n, p}^{a, m p, m i n}$, or $\widetilde{\mathcal{S L}}_{m, n, p}^{a, m p, t C}$. Consider two realizations $R_{1}, R_{2} \in \tilde{\Sigma}_{m, n, p}$ excited by the standard white Gaussian process. Then we have:

1. If $(P, \Theta) \bullet R_{1}=R_{2}$ for some $(P, \Theta) \in G L(n) \times O(m)$, then the two realizations generate the same (stationary) output process (i.e., outputs have the same PSD matrices).
2. Conversely, if the outputs of the two realizations are equal (i.e., they have the same PSD matrices), then there exists a unique $(P, \Theta) \in G L(n) \times O(m)$ such that $(P, \Theta)$ $R_{1}=R_{2}$.

### 8.4 Principal Fiber Bundle Structures over Spaces of LDSs

As explained above, an LDS, $M$, has an equivalent class of realizations related by the action $\bullet$. Hence, $M$ sits naturally in a quotient space, namely $\widetilde{\mathcal{S L}}_{m, n, p} /(G L(n) \times$ $O(m))$. However, this quotient space is not smooth or even Hausdorff. Recall that if a Lie group $G$ acts on a manifold smoothly, properly, and freely, then the quotient space has the structure of a smooth manifold [47]. Smoothness of $\bullet$ is obvious. In general, the action of a non-compact group such as $G L(n) \times O(m)$ is not proper. However, one can verify that the rank conditions we imposed in Proposition 1 are enough to make - both a proper and free action on the realization submanifolds (see [2] for a proof). The resulting quotient manifolds are denoted by dropping the superscript ${ }^{\sim}$, e.g., $\mathcal{S} \mathcal{L}_{m, n, p}^{\mathrm{a}, \mathrm{mp}, \mathrm{min}}$. The next theorem, which is an extension of existing results, e.g., in [33] shows that, in fact, we have a principal fiber bundle structure.
Theorem 1 Let $\tilde{\Sigma}_{m, n, p}$ be as in Proposition 1 and $\Sigma_{m, n, p}=\tilde{\Sigma}_{m, n, p} /(G L(n) \times$ $O(m))$ be the corresponding quotient LDS space. The realization-system pair $\left(\tilde{\Sigma}_{m, n, p}, \Sigma_{m, n, p}\right)$ has the structure of a smooth principal fiber bundle with structure group $G L(n) \times O(m)$. In the case of $\mathcal{S} \mathcal{L}_{m, n, p}^{a, m p, t C}$ the bundle is trivial (i.e., diffeomorphic to a product), otherwise it is trivial only when $m=1$ or $n=1$.

The last part of the theorem has an important consequence. Recall that a principal bundle is trivial if it diffeomorphic to global product of its base space and its structure
group. Equivalently, this means that a trivial bundle admits a global smooth cross section or what is known as a smooth canonical form in the case of LDSs, i.e., a globally smooth mapping $s: \Sigma_{m, n, p} \rightarrow \widetilde{\Sigma}_{m, n, p}$ which assigns to every system a unique realization. This theorem implies that the minimality condition is a complicated nonlinear constraint, in the sense that it makes the bundle twisted and nontrivial for which no continuous canonical form exists. Establishing this obstruction put an end to control theorists' search for canonical forms for MIMO LDSs in the 1970s and explained why system identification for MIMO LDSs is a challenging task [11, 15, 36].

On the other hand, one can verify that $\left(\widetilde{\mathcal{S}}_{m, n, p}^{\mathrm{a}, \mathrm{mp}, \mathrm{tC}}, \mathcal{S} \mathcal{L}_{m, n, p}^{\mathrm{a}, \mathrm{mp}, \mathrm{tC}}\right)$ is a trivial bundle. Therefore, for such systems global canonical forms exist and they can be used to define distances, i.e., if $s: \mathcal{S L}_{m, n, p}^{\mathrm{a}, \mathrm{mp}, \mathrm{tC}} \rightarrow \widetilde{\mathcal{S}}_{m, n, p}^{\mathrm{a}, \mathrm{mp}, \mathrm{tC}}$ is such a canonical form then $d_{\mathcal{S} \mathcal{L}_{m, n, p}^{\mathrm{a}, \mathrm{mp}, \mathrm{tC}}}\left(M_{1}, M_{2}\right)=\tilde{d}_{\widetilde{\mathcal{S}}_{m, n, p}^{\mathrm{a}, \mathrm{mp}, \mathrm{tC}}}\left(s\left(M_{1}\right), s\left(M_{2}\right)\right)$ defines a distance on $\mathcal{S} \mathcal{L}_{m, n, p}^{\mathrm{a}, \mathrm{mp}, \mathrm{tC}}$ for any distance $\tilde{d}_{\widetilde{\mathcal{S}}_{m, n, p}^{\text {a,mp,tC }}}$ on the realization space. In general, unless one has some specific knowledge there is no preferred choice for a section or canonical form. If one has a group-invariant distance on the realization space, then the distance induced from using a cross section might be inferior to the group action induced distance, in the sense it may result in an artificially larger distance. In the next section we review the basic idea behind group action induced distances in our application.

### 8.4.1 Group Action Induced Distances

Figure 8.1a schematically shows a realization bundle $\widetilde{\Sigma}$ and its base LDS space $\Sigma$. Systems $M_{1}, M_{2} \in \Sigma$ have realizations $R_{1}$ and $R_{2}$ in $\widetilde{\Sigma}$, respectively. Let us assume that a $G=G L(n) \times O(n)$-invariant distance $\tilde{d}_{G}$ on the realization bundle is given. The realizations, $R_{1}$ and $R_{2}$, in general, are not aligned with each other, i.e., $\tilde{d}_{G}\left(R_{1}, R_{2}\right)$ can be still reduced by sliding one realization along its fiber as depicted in Fig. 8.1b. This leads to the definition of the group action induced distance: ${ }^{13}$

$$
\begin{equation*}
d_{\Sigma}\left(M_{1}, M_{2}\right)=\inf _{(P, \Theta) \in G} \tilde{d}_{\tilde{\Sigma}}\left((P, \Theta) \bullet R_{1}, R_{2}\right) \tag{8.13}
\end{equation*}
$$

In fact, one can show that $d_{\Sigma}(\cdot, \cdot)$ is a true distance on $\Sigma$, i.e., it is symmetric and positive definite and obeys the triangle inequality (see e.g., [66]). ${ }^{14}$

The main challenge in the above approach is the fact that, due to non-compactness of $G L(n)$, constructing a $G L(n) \times O(n)$-invariant distance is computationally dif-
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Fig. 8.1 Over each LDS in $\Sigma$ sits a realization fiber. The fibers together form the realization space (bundle) $\widetilde{\Sigma}$. If given a $G$-invariant distance on the realization bundle, then one can define a distance on the LDS space by aligning any realizations $R_{1}, R_{2}$ of the two LDSs $M_{1}, M_{2}$ as in (8.13)
ficult. The construction of such a distance can essentially be accomplished by defining a $G L(n) \times O(n)$-invariant Riemannian metric on the realization space and solving the corresponding geodesic equation, as well as searching for global minimizers. ${ }^{15}$ Such a Riemannian metric for deterministic LDSs was proposed in [45, 46]. One could also start from (an already invariant) distance on a large ambient space such as $\mathcal{P}_{p}$ and specialize it to the desired submanifold $\Sigma$ of LDSs to get a Riemannian manifold on $\Sigma$ and then thereon solve geodesic equations, etc. to get an intrinsic distance (e.g., as reported in [33, 34]). Both of these approaches seem very complicated to implement for the case of very high-dimensional LDSs. Instead, our approach is to use extrinsic group action induced distances, which are induced from unitary-invariant distances on the realization space. For that we recall the notion of reduction of structure group on a principal fiber bundle.

### 8.4.2 Standardization: Reduction of the Structure Group

Next, we recall the notion of reducing a bundle with non-compact structure group to one with a compact structure group. This will be useful in our geometrization approach in the next section. Interestingly, bundle reduction also appears in statistical analysis of shapes under the name of standardization [43]. The basic fact is that any principal fiber $G$-bundle $(\tilde{\Sigma}, \Sigma)$ can be reduced to an $O G$-subbundle $\widetilde{\mathcal{O} \Sigma} \subset \tilde{\Sigma}$, where $O G$ is the maximal compact subgroup of $G$ [44]. This reduction means that
 the subbundle and the subgroup). Therefore, in our cases of interest we can reduce a $G L(n) \times O(m)$-bundle to an $O G(n, m)=O(n) \times O(m)$-subbundle. We call
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Fig. 8.2 A standardized subbundle $\widetilde{\mathcal{O}}_{m, n, p}$ of $\widetilde{\Sigma}_{m, n, p}$ is a subbundle on which $G$ acts via its compact subgroup $O G$. The quotient space $\widetilde{\mathcal{O}}_{m, n, p} / O G$ still is diffeomorphic to the base space $\widetilde{\Sigma}_{m, n, p}$. One can define an alignment distance on the base space by aligning realizations $R_{1}, R_{2} \in$ $\widetilde{\mathcal{O}}_{m, n, p}$ of $M_{1}, M_{2} \in \Sigma_{m, n, p}$ as (8.15)
such a subbundle a standardized realization space or (sub)bundle. One can perform reduction to various standardized subbundles and there is no canonical reduction. However, in each application one can choose an interesting one. A reduction is in spirit similar to the Gram-Schmidt orthonormalization [44, Chap. 1]. Figure 8.2a shows a standardized subbundle $\widetilde{\mathcal{O} \Sigma}$ in the realization bundle $\widetilde{\Sigma}$.

### 8.4.3 Examples of Realization Standardization

As an example consider $R=(A, B, C, D) \in \widetilde{\mathcal{S}}_{m, n, p}^{\mathrm{a}, \mathrm{mp}, \mathrm{tC}}$, and let $C=U P$ be an orthonormalization of $C$, where $U^{\top} U=I_{n}$ and $P \in G L(n)$. Now the new realization $\hat{R}=\left(P^{-1}, I_{m}\right) \bullet R$ belongs to the $O(n)$-subbundle $\widetilde{\mathcal{O S L}}_{m, n, p}^{\text {a,mp,tC }}=\{R \in$ $\left.\widetilde{\mathcal{S}} \mathcal{L}_{m, n, p}^{\mathrm{a}, \mathrm{mp}, \mathrm{tC}} \mid C^{\top} C=I_{n}\right\}$.

Other forms of bundle reduction, e.g., in the case of the nontrivial bundle $\widetilde{\mathcal{S}}_{m, n, p}^{\mathrm{a}, \mathrm{mp}, \mathrm{min}}$ are possible. In particular, via a process known as realization balancing (see [2, 37]), we can construct a large family of standardized subbundles. For example, a more sophisticated one is in the case of $\widetilde{\mathcal{S}}_{m, n, p}^{\text {a,mp, min }}$ via the notion of (internal) balancing. Consider the symmetric $n \times n$ matrices $W_{c}=\mathcal{C}_{\infty} \mathcal{C}_{\infty}^{\top}$ and $W_{o}=\mathcal{O}_{\infty}^{\top} \mathcal{O}_{\infty}$, which are called controllability and observability Gramians, respectively, and where $\mathcal{C}_{\infty}$ and $\mathcal{O}_{\infty}$ are called extended controllability and observability matrices, respectively (see the definitions in Sect. 8.3.3.1 with $k=\infty$ ). Due to the minimality assumption, both $W_{o}$ and $W_{c}$ are positive definite. Notice that under the action $\bullet, W_{c}$ transforms to $P^{-1} W_{c} P^{-\top}$ and $W_{o}$ to $P^{\top} W_{o} P$. Consider the function $h: G L(n) \rightarrow \mathbb{R}$ defined as $h(P)=\operatorname{trace}\left(P^{-1} W_{c} P^{-\top}+P^{\top} W_{o} P\right)$. It is easy to see that $h$ is constant on $O(n)$. More importantly, it can be shown that any critical point $P_{1}$ of $h$ is global minimizer and if $P_{2}$ is any other minimizer then $P_{1}=P_{2} Q$
for some $Q \in O(n)$ [37]. Minimizing $h$ is called balancing (in the sense of Helmke [37]). One can show that balancing is, in fact, a standardization in the sense that we defined (a proof of this fact will appear elsewhere). Note that a more specific form of balancing called diagonal balancing (due to Moore [52]) is more common in the control literature, however, that cannot be considered as a form of reduction of the structure group. The interesting intuitive reason is that it tries to reduce the structure group beyond the orthogonal group to the identity element, i.e., to get a canonical form (see also [55]). However, it fails in the sense that, as mentioned above, it cannot give a smooth canonical form, i.e., a section which is diffeomorphic to $\mathcal{S} \mathcal{L}_{m, n, p}^{\mathrm{a}, \mathrm{mp}, \mathrm{min}}$.

### 8.5 Extrinsic Quotient Geometry and the Alignment Distance

In this section, we propose to use the large class of extrinsic unitary invariant distances on $a$ standardized realization subbundle to build distances on the LDS base space. The main benefits are that such distances are abundant, the ambient space is not too large (e.g., not infinite dimensional), and calculating the distance in the base space boils down to a static optimization problem (albeit non-convex). Specifically, let $\tilde{d}_{\mathcal{O}_{m, n, p}}$ be a unitary invariant distance on a standardized realization subbundle $\widetilde{\mathcal{O} \Sigma_{m, n, p}}$ with the base $\Sigma_{m, n, p}$ (as in Theorem 1). One example of such a distance is

$$
\begin{equation*}
\tilde{d}_{\mathcal{O}_{m, n, p}^{2}}\left(R_{1}, R_{2}\right)=\lambda_{A}\left\|A_{1}-A_{2}\right\|_{F}^{2}+\lambda_{B}\left\|B_{1}-B_{2}\right\|_{F}^{2}+\lambda_{C}\left\|C_{1}-C_{2}\right\|_{F}^{2}+\lambda_{D}\left\|D_{1}-D_{2}\right\|_{F}^{2}, \tag{8.14}
\end{equation*}
$$

where $\lambda_{A}, \lambda_{B}, \lambda_{C}, \lambda_{D}>0$ are constants and $\|\cdot\|_{F}$ is the matrix Frobenius norm. A group action induced distance (called the alignment distance) between two LDSs $M_{1}, M_{2} \in \Sigma_{m, n, p}$ with realizations $R_{1}, R_{2} \in{\widetilde{\mathcal{O} \Sigma_{m, n, p}}}$ is found by solving the realization alignment problem (see Fig. 8.2b)

$$
\begin{equation*}
d_{\Sigma_{m, n, p}}^{2}\left(M_{1}, M_{2}\right)=\min _{(Q, \Theta) \in O(n) \times O(m)} \tilde{d}_{\mathcal{O}_{m, n, p}^{2}}^{2}\left((Q, \Theta) \bullet R_{1}, R_{2}\right) . \tag{8.15}
\end{equation*}
$$

In [39] a fast algorithm is developed which (with little modification) can be used to compute this distance.
Remark 4 We stress that, via the identification of a process with its canonical spectral factors (Proposition 1 and Theorem 1), $d_{\Sigma_{m, n, p}}(\cdot, \cdot)$ is (or induces) a distance on the space of processes generated by the LDSs in $\Sigma_{m, n, p}$. Therefore, in the sprit of distances studied in Sect. 8.2 we could have written $d_{\Sigma_{m, n, p}}\left(\boldsymbol{y}_{1}, \boldsymbol{y}_{2}\right)$ instead of $d_{\Sigma_{m, n, p}}\left(M_{1}, M_{2}\right)$, where $\boldsymbol{y}_{1}$ and $\boldsymbol{y}_{2}$ are the processes generated by $M_{1}$ and $M_{2}$ when excited by the standard Gaussian process. However, the chosen notation seems more convenient.

Remark 5 Calling the static global minimization problem (8.15) "easy" in an absolute term is an oversimplification. However, even this global minimization
over orthogonal matrices is definitely simpler than solving the nonlinear geodesic ODEs and finding shortest geodesics globally (an infinite-dimensional dynamic programming problem). It is our ongoing research to develop fast and reliable algorithms to solve (8.15). Our experiments indicate that the Jacobi algorithm in [39] is quite effective in finding global minimizers.

In [1], this distance was first introduced on $\mathcal{S} \mathcal{L}_{m, n, p}^{\mathrm{a}, \mathrm{mp}, \mathrm{tC}}$ with the standardized subbundle $\widetilde{\mathcal{O S}} \mathcal{L}_{m, n, p}^{\mathrm{a}, \mathrm{mp}, \mathrm{tC}}$. The distance was used for efficient video sequence classification (using 1-nearest neighborhood and nearest mean methods) and clustering (e.g., via defining averages or a $k$-means like algorithm). However, it should be mentioned that in video applications (for reasons which are not completely understood) the comparison of LDSs based on the ( $A, C$ ) part in (8.1) has proven quite effective (in fact, such distances are more commonly used than distances based on comparing the full model). Therefore, in [1], the alignment distance (8.15) with parameters $\lambda_{B}=\lambda_{D}=0$ was used, see (8.14). An algorithm called the align and average is developed to do averaging on $\mathcal{S} \mathcal{L}_{m, n, p}^{\mathrm{a}, \mathrm{mp}, \mathrm{tC}}$ (see also [2]). One defines the average $\bar{M}$ of LDSs $\left\{M_{i}\right\}_{i=1}^{N} \subset \mathcal{S} \mathcal{L}_{m, n, p}^{\mathrm{a}, \mathrm{mp}, \mathrm{tC}}$ (the so-called Fréchet mean or average) as a minimizer of the sum of the squares of distances:

$$
\begin{equation*}
\bar{M}=\operatorname{argmin}_{M} \sum_{i=1}^{N} d_{\mathcal{S} \mathcal{L}_{m, n, p}^{2, m p, t c}}^{2}\left(M, M_{i}\right) \tag{8.16}
\end{equation*}
$$

The align and average algorithm is essentially an alternating minimization algorithm to find a solution. As a result, in each step it aligns the realizations of the LDSs $M_{i}$ to that of the current estimated average, then a Euclidean average of the aligned realizations is found and afterwards the found $C$ matrix is orthonormalized, and the algorithm iterates these steps till convergence (see [1,2] for more details). A nice feature of this algorithms is that (generically) the average LDS $\bar{M}$ by construction will be of order $n$ and minimum phase (and under certain conditions stable). An interesting question is whether the average model found this way is asymptotically stable, by construction. The most likely answer is, in general, negative. However, in a special case it can be positive. Let $\|A\|_{2}$ denote the 2-norm (i.e., the largest singular value) of the matrix $A$. In the case the standardized realizations $R_{i} \in \widetilde{\mathcal{O S}}_{m, n, p}^{\mathrm{a}, \mathrm{mp}, \mathrm{tC}},(1 \leq$ $i \leq N)$ are such that $\left\|A_{i}\right\|_{2}<1(1 \leq i \leq N)$, then by construction the 2-norm of the $A$ matrix of the average LDS will also be less than 1. Hence, the average LDS will be asymptotically stable. Moreover, as mentioned in Sect.8.4.3, in the case of $\mathcal{S} \mathcal{L}_{m, n, p}^{\mathrm{a}, \mathrm{mp}, \text { min }}$ we may employ the subbundle of balanced realizations as the standardized subbundle. It turns out that in this case preserving stability (by construction) can be easier, but the averaging algorithm gets more involved (see [2] for some more details).

Obviously, the above alignment distance based on (8.14) is only an example. In a pattern recognition application, a large class of such distances can be constructed and among them a suitable one can be chosen or they can be combined in a machine learning framework (such distances may even correspond to different standardizations).

### 8.5.1 Extensions

Now, we briefly point to some possible directions along which this basic idea can be extended (see also [2]). First, note that the Frobenius norm in (8.14) can be replaced by any other unitary invariant matrix norm (e.g., the nuclear norm). A less trivial extension is to get rid of $O(m)$ in (8.15) by passing to covariance matrices. For example, in the case of $\widetilde{\mathcal{O S}} \mathcal{L}_{m, n, p}^{\mathrm{a}, \mathrm{mp}, \mathrm{tC}}$ it is easy to verify that $\mathcal{S}_{m, n, p}^{\mathrm{a}, \mathrm{mp}, \mathrm{tC}}=$ $\widetilde{\mathcal{O S L}}_{m, n, p}^{\mathrm{a}, \mathrm{mp}, \mathrm{tC}, \mathrm{cv}} /\left(O(n) \times I_{m}\right)$, where $\widetilde{\mathcal{O S L}}_{m, n, p}^{\mathrm{a}, \mathrm{mp}, \mathrm{tC}, \mathrm{cv}}=\{(A, Z, C, S) \mid(A, B, C, D) \in$ $\left.\widetilde{\mathcal{O S}}_{m, n, p}^{\mathrm{a}, \mathrm{mp}, \mathrm{tC}}, Z=B B^{\top}, S=D D^{\top}\right\}$. On this standardized subspace one only has the action of $O(n)$ which we denote as $Q \star(A, Z, C, S)=\left(Q^{\top} A Q, Q^{\top} Z Q, C Q, S\right)$. One can use the same ambient distance on this space as in (8.14) and get

$$
\begin{equation*}
d_{\Sigma_{m, n, p}}^{2}\left(M_{1}, M_{2}\right)=\min _{Q \in O(n)} \tilde{d}_{\widehat{\mathcal{O} \Sigma_{m, n, p}}}\left(Q \star R_{1}, R_{2}\right), \tag{8.17}
\end{equation*}
$$

for realizations $R_{1}, R_{2} \in \widetilde{\mathcal{O S}}_{m, n, p}^{\text {a,mp,tC,cv }}$. One could also replace the $\|\cdot\|_{F}$ in the terms associated with $B$ and $D$ in (8.14) with some known distances in the spaces of positive definite matrices or positive-semi-definite matrices of fixed rank (see e.g., $[14,63])$. Another possible extension is, e.g., to consider other submanifolds of $\widetilde{\mathcal{O S}}{ }_{m, n, p}^{\text {a,mp,tC }}$, e.g., a submanifold where $\|C\|_{F}=\|B\|_{F}=1$. In this case the corresponding alignment distance is essentially a scale invariant distance, i.e., two processes which are scaled version of one another will have zero distance. A more significant and subtle extension is to extend the underlying space of LDSs of fixed size and order $n$ to that of fixed size but (minimal) order not larger than $n$. The details of this approach will appear elsewhere.

### 8.6 Conclusion

In this paper our focus was the geometrization of spaces of stochastic processes generated by LDSs of fixed size and order, for use in pattern recognition of highdimensional time-series data (e.g., in the prototype Problem 1). We reviewed some of the existing approaches. We then studied the newly developed class of group action induced distances called the alignment distances. The approach is a general and flexible geometrization framework, based on the quotient structure of the space of such LDSs, which leads to a large class of extrinsic distances. The theory of alignment distances and their properties is still in early stages of development and we are hopeful to be able to tackle some interesting problems in control theory as well as pattern recognition in time-series data.
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# Chapter 9 <br> Discrete Ladders for Parallel Transport in Transformation Groups with an Affine Connection Structure 

Marco Lorenzi and Xavier Pennec

### 9.1 Introduction

The analysis of complex information in medical imaging and in computer vision often requires to represent data in suitable manifolds in which we need to compute trajectories, distances, means and statistical modes. An important example is found in computational anatomy, which aims at developing statistical models of the anatomical variability of organs and tissues. Following Thompson [14], we can assume that the variability of a given observation of the population is encoded by a spatial deformation of a template shape or image (called an atlas in computational anatomy). The analysis of deformations thus enables the understanding of phenotypic variation and morphological traits in populations.

Deformations of images and shapes are usually estimated by image registration. Among the numerous methods used for registering medical images, the rich mathematical setting of diffeomorphic non-linear registration is particularly appealing since it provides elegant and grounded methods for atlas building [21], group-wise [9], and longitudinal statistical analysis of deformations [7, 15, 17]. In particular, temporal evolutions of anatomies can be modeled by transformat trajectories in the space of diffeomorphisms. However, developing population-based models requires reliable methods for comparing different trajectories.

Among the different techniques proposed so far [10, 17, 37], parallel transport represents a promising method which relies on a solid mathematical background. At the infinitesimal level, a trajectory is a tangent vector to a transformation. Parallel transport consists in transporting the infinitesimal deformation vector across the

[^24]manifold by preserving its properties with respect to the space geometry. It is one of the fundamental operations of differential geometry which enables to compare tangent vectors, and thus the underlying trajectories, across the whole manifold.

For this reason, parallel transport in transformation groups is currently an important field of research with applications in medical imaging to the development of spatio-temporal atlases for brain images [26], the study of hippocampal shapes [35], or cardiac motion [1]. In computer vision one also finds applications to motion tracking and more generally to statistical analysis [12, 42, 45, 47].

Even though the notion of parallel transport comes in some way intuitively, its practical implementation requires the precise knowledge of the space geometry, in particular of the underlying connection. This is not always easy, especially in infinite dimensions such as in the setting of diffeomorphic image registration. Moreover, parallel transport is a continuous operation involving the computation of (covariant) derivatives which, from the practical point of view, might lead to issues concerning numerical stability and robustness. These issues are related to the unavoidable approximations arising when continuous energy functionals and operators are discretized on grids, especially concerning the evaluation of derivatives through finite difference schemes.

The complexity and limitations deriving from the direct computation of continuous parallel transport methods can be alleviated by considering discrete approximations. In the '70s of the past century [31] proposed a scheme for performing the parallel transport with a very simple geometrical constructions. This scheme was called Schild's Ladder since it was in the spirit of the work of the theoretical physicist Alfred Schild's. The computational interest of Schild's ladder resides in its generality, since it enables the transport of vectors in manifolds by computing geodesics only. This way, the implementation of covariant derivatives is not required anymore, and we can concentrate the implementation effort on the geodesics only.

We recently showed that numerical schemes derived from the Schild's ladder can be effectively applied in the setting of diffeomorphic image registration, by appropriately taking advantage of the underlying geometrical setting [28, 29]. Based on this experience, we believe that discrete transport methods represent promising and powerful techniques for the analysis of transformations due to their simplicity and generality. Bearing in mind the applicative context of the development of transport techniques, this chapter aims to illustrate the principles of discrete schemes for parallel transport in smooth groups equipped with affine connection or Riemannian structures.

The chapter is structured as follows. In Sect. 9.2 we provide fundamental notions of finite-dimensional Lie Groups and Riemannian geometry concerning affine connection and covariant derivative. These notions are the basis for the continuous parallel transport methods defined in Sect. 9.3. In Sect. 9.4 we introduce the Schild's ladder. After detailing its construction and mathematical properties, we derive from it the more efficient Pole ladder construction in Sect. 9.4.2. These theoretical concepts are then contextualized and discussed in the applicative setting of diffeomorphic image registration, in which some limitations arise when considering infinite dimensional Lie groups (Sect. 9.5). Finally, after illustrating numerical implementations of the
aforementioned discrete transport methods, we show in Sect. 9.6 their effectiveness when applied to the very practical problem of statistical analysis of the group-wise longitudinal brain changes in Alzheimer's disease.

This chapter summarizes and contextualizes a series of contributions concerning the theoretical foundations of diffeomorphic registration parametrized by stationary velocity fields (SVFs) and discrete transport methods. The application of Schild's ladder in the context of image registration was first presented in [29]. In [28], we highlighted the geometrical basis of the SVFs registration setting by investigating its theoretical foundations and its connections with Lie group theory and affine geometry. These insights allowed to define a novel discrete transport scheme, the pole ladder, which optimizes the Schild ladder by taking advantage of the geometrical properties of the SVF setting [27].

### 9.2 Basics of Lie Groups

We recall here the theoretical notions of Lie group theory and affine geometry, that will be extensively used in the following sections.

A Lie group $\mathbb{G}$ is a smooth manifold provided with an identity element $i d$, a smooth associative composition rule $(g, h) \in \mathbb{G} \times \mathbb{G} \mapsto g h \in \mathbb{G}$ and a smooth inversion rule $g \mapsto g^{-1}$ which are both compatible with the differential manifold structure. As such, we have a tangent space $T_{g} \mathbb{G}$ at each point $g \in \mathbb{G}$. A vector field $\mathbf{X}$ is a smooth function that maps a tangent vector $\left.\mathbf{X}\right|_{g}$ to each point $g$ of the manifold. The set of vector fields (the tangent bundle) is denoted $T \mathbb{G}$. Vector fields can be viewed as the directional (or Lie) derivative of a scalar function $\phi$ along the vector field at each point: $\left.\partial \mathbf{X} \phi\right|_{g}=\left.\frac{d}{d t} \phi\left(\varphi_{t}\right)\right|_{t=0}$, where $\varphi_{t}$ is the flow of $\mathbf{X}$ and $\varphi_{0}=g$. Composing directional derivatives $\partial_{\mathbf{X}} \partial_{\mathbf{Y}} \phi$ leads in general to a second order derivation. However, we can remove the second order terms by subtracting $\partial_{\mathbf{Y}} \partial_{\mathbf{X}} \phi$ (this can be checked by writing these expression in a local coordinate system). We obtain the Lie bracket that acts as an internal multiplication in the algebra of vector fields:

$$
[\mathbf{X}, \mathbf{Y}](\phi)=\partial_{\mathbf{X}} \partial_{\mathbf{Y}} \phi-\partial_{\mathbf{Y}} \partial_{\mathbf{x}} \phi
$$

Given a group element $a \in \mathbb{G}$, we call left translation $L_{a}$ the composition with the fixed element $a$ on the left: $L a: g \in \mathbb{G} \mapsto a g \in \mathbb{G}$. The differential $D L_{a}$ of the left translation maps the tangent space $T_{g} \mathbb{G}$ to the tangent space $T_{a g} \mathbb{G}$. We say that a vector field $\mathbf{X} \in T(\mathbb{G})$ is left invariant if it remains unchanged under the action of the left translation: $D L_{a} \mathbf{X}|g=\mathbf{X}|_{a g}$. The sub-algebra of left-invariant vector fields is closed under the Lie bracket and is called the Lie algebra $\mathfrak{g}$ of the Lie group. Since a left-invariant vector field is uniquely determined by its value at identity through the one-to-one map $\left.\tilde{\mathbf{X}}\right|_{g}=D L_{g} X$, the Lie algebra can be identified to the tangent space at the identity $T_{i d} \mathbb{G}$. One should notice that any smooth vector field can be written as a linear combination of left-invariant vector fields with smooth functional coefficients.

Left-invariant vector fields are complete in the sense that their flow $\varphi_{t}$ is defined for all time. Moreover, this flow is such that $\varphi_{t}(g)=g \varphi_{t}(i d)$ by left invariance. The map $X \mapsto \varphi_{1}(i d)$ of $\mathfrak{g}$ into $\mathbb{G}$ is called Lie group exponential and denoted by exp. In particular, the group exponential defines the one-parameter subgroup associated to the vector $X$ and has the following properties:

- $\varphi_{t}(i d)=\exp (t X)$, for each $t \in \mathbb{R}$;
- $\exp ((t+s) X)=\exp (t X) \exp (s X)$, for each $t, s \in \mathbb{R}$.

In finite dimension, it can be shown that the Lie group exponential is a diffeomorphism from a neighborhood of 0 in $\mathfrak{g}$ to a neighborhood of id in $\mathbf{G}$.

For each tangent vector $X \in \mathfrak{g}$, the one parameter subgroup $\exp (t X)$ is a curve that starts from identity with this tangent vector. One could question if this curve could be seen as a geodesic like in Riemannian manifolds. To answer this question, we first need to define what are geodesics. In a Euclidean space, straight lines are curves which have the same tangent vector at all times. In a manifold, tangent vectors at different times belong to different tangent spaces. When one wants to compare tangent vectors at different points, one needs to define a specific mapping between their tangent spaces: this is the notion of parallel transport. There is generally no way to define globally a linear operator $\Pi_{g}^{h}: T_{g} \mathbb{G} \rightarrow T_{h} \mathbb{G}$ which is consistent with composition (i.e. $\Pi_{g}^{h} \circ \Pi_{f}^{g}=\Pi_{f}^{h}$ ). However, specifying the parallel transport for infinitesimal displacements allows integrating along a path, thus resulting in a parallel transport that depend on the path. This specification of the parallel transport for infinitesimal displacements is called the (affine) connection.

### 9.2.1 Affine Connection Spaces

An affine connection on $\mathbb{G}$ is an operator which assigns to each $\mathbf{X} \in T(\mathbb{G})$ a linear mapping $\nabla_{\mathbf{X}}: T(\mathbb{G}) \rightarrow T(\mathbb{G})$ such that, for each vector field $\mathbf{X}, \mathbf{Y} \in T(\mathbb{G})$, and smooth function $f, g \in C^{\infty}(\mathbb{G}, \mathbb{R})$

$$
\begin{align*}
& \nabla_{f} \mathbf{X}+g \mathbf{Y}=f \nabla_{\mathbf{X}}+g \nabla_{\mathbf{Y}} \quad \text { (Linearity) }  \tag{9.1}\\
& \nabla_{\mathbf{X}}(f \mathbf{Y})=f \nabla_{\mathbf{X}}(\mathbf{Y})+(\mathbf{X} f) \mathbf{Y} \quad \text { (Leibniz rule) } \tag{9.2}
\end{align*}
$$

The affine connection is therefore a derivation on the tangent space which infinitesimally maps them from one tangent plane to another.

The connection give rise to two very important geometrical objects: the torsion and curvature tensors. The torsion quantifies the failure to close infinitesimal geodesic parallelograms:

$$
T(\mathbf{X}, \mathbf{Y})=\nabla_{\mathbf{X}} \mathbf{Y}-\nabla_{\mathbf{Y}} \mathbf{X}-[\mathbf{X}, \mathbf{Y}]
$$

while the curvature measures the local deviation of the space from being flat, and is defined as

$$
R(\mathbf{X}, \mathbf{Y}) \mathbf{Z}=\nabla_{\mathbf{X}} \nabla_{\mathbf{Y}} \mathbf{Z}-\nabla_{\mathbf{Y}} \nabla_{\mathbf{X}} \mathbf{Z}-\nabla_{[\mathbf{X}, \mathbf{Y}]} \mathbf{Z}
$$

Once the manifold is provided with a connection, it is possible to generalize the notion of "straight line": a vector field $\mathbf{X}$ is parallel along a curve $\gamma(t)$ if $\nabla_{\dot{\gamma}(t)} \mathbf{X}=0$ for each $t$. A path $\gamma(t)$ on $\mathbf{G}$ is said to be straight or geodesic if $\nabla_{\dot{\gamma}} \dot{\gamma}=0$, i.e. if its tangent vector remains parallel to itself along the path.

In a local coordinate system, the geodesic equation is a second order differential equation. Thus, given a point $p \in \mathbb{G}$ and a vector $X \in T_{p} \mathbb{G}$, there exist a unique geodesic $\gamma(t, p, X)$ that passes through $p$ with velocity $X$ at the instant $t=0$ [34]. We define therefore the Affine exponential as the application $\exp : \mathbb{G} \times T(\mathbb{G}) \rightarrow \mathbb{G}$ given by $\exp _{p}(X)=\gamma(1, p, X)$.

If, as in the Euclidean case, we want to associate to the straight lines the property of minimizing the distance between points, we need to provide the group $\mathbb{G}$ with a Riemannian manifold structure, i.e. with a metric operator $g$ on the tangent space. In this case there is a unique connection, called the Levi Civita connection, which, for each $\mathbf{X}, \mathbf{Y}, \mathbf{Z} \in T(\mathbb{G})$ :

- Preserves the metric, i.e. the parallel transport along any curve connecting $f$ to $g$ is an isometry:

$$
g(\mathbf{X}, \mathbf{Y})_{g}=g\left(\Pi_{g}^{f} \mathbf{X}, \Pi_{g}^{f} \mathbf{Y}\right)_{f}
$$

- Is torsion free:

$$
\nabla_{\mathbf{X}} \mathbf{Y}-\nabla_{\mathbf{Y}} \mathbf{X}=[\mathbf{X}, \mathbf{Y}]
$$

thus the parallel transport is symmetric with respect to the Lie bracket.
By choosing the Levi Civita connection of a given Riemannian metric, the affine geodesics are the length minimizing paths (i.e. classical Riemannian geodesics). However, given a general affine connection, there may not exist any Riemannian metric for which affine geodesics are length minimizing.

### 9.2.2 Cartan-Schouten Connections

Given an affine connection $\nabla$ and a vector $X$ on $T_{i d} \mathbb{G}$, we can therefore define two curves on $\mathbb{G}$ passing through $i d$ and having $X$ as tangent vector, one given by the Lie group exponential exp and the other given by the affine exponential $\exp _{i d}$. When do they coincide?

The connection $\nabla$ on $\mathbb{G}$ is left-invariant if, for each left translation $L_{a}(a \in \mathbb{G})$ and any vector fields $\mathbf{X}$ and $\mathbf{Y}$, we have $\nabla_{D L_{a}} \mathbf{X}\left(D L_{a} \mathbf{Y}\right)=D L_{a} \nabla_{\mathbf{X}}(\mathbf{Y})$. Using two left invariant vector fields $\tilde{\mathbf{X}}, \tilde{\mathbf{Y}} \in \mathfrak{g}$ generated by the tangent vectors $X, Y \in T_{i d} \mathbb{G}$, we see that $\nabla_{\tilde{\mathbf{X}}} \tilde{\mathbf{Y}}$ is itself a left-invariant vector field generated by its value at identity. Since a connection is completely determined by its action on the left-invariant vector fields
(we can recover the connection on arbitrary vector fields using Eqs. (9.1 and 9.2) from their decomposition on the Lie Algebra), we conclude that each left-invariant connection $\nabla$ is uniquely determined by a product $\alpha$ (symmetric bilinear operator) on $T_{i d} \mathbb{G}$ through

$$
\alpha(X, Y)=\left.\nabla_{\tilde{\mathbf{X}}} \tilde{\mathbf{Y}}\right|_{i d}
$$

Notice that such a product can be uniquely decomposed into a commutative part $\alpha^{\prime}=$ $\frac{1}{2}(\alpha(X, Y)+\alpha(Y, X))$ and a skew symmetric part $\alpha^{\prime \prime}=\frac{1}{2}(\alpha(X, Y)-\alpha(Y, X))$. The symmetric part specifies the geodesics (i.e. the parallel transport of a vector along its own direction) while the skew-symmetric part specifies the torsion which governs the parallel transport of a vector along a transverse direction (the rotation around the direction of the curve if we have a metric connection with torsion).

Following [34], a left-invariant connection $\nabla$ on a Lie group $\mathbb{G}$ is a CartanSchouten connection if, for any tangent vector $X$ at the identity, the one-parameter subgroups and the affine geodesics coincide, i.e. $\exp (t X)=\gamma(t, i d, X)$. We can see that a Cartan connection satisfies $\alpha(X, X)=0$ or, equivalently, is purely skew-symmetric.

The one-dimensional family of connections generated by $\alpha(X, Y)=\lambda[X, Y]$ obviously satisfy this skew-symmetry condition. Moreover, the connections of this family are also invariant by right translation [33], thus invariant by inversion also since they are already left invariant. This make them particularly interesting since they are fully compatible with all the group operations.

In this family, three connections have special curvature or symmetric properties and are called the canonical Cartan-Schouten connections [11]. The zero curvature connections given by $\lambda=0,1$ (with torsion $T=-[\tilde{\mathbf{X}}, \tilde{\mathbf{Y}}]$ and $T=[\tilde{\mathbf{X}}, \tilde{\mathbf{Y}}]$ respectively on left invariant vector fields) are called left and right Cartan connections. The choice of $\lambda=1 / 2$ leads to average the left and right Cartan connections. It is called the symmetric (or mean) Cartan connection. It is torsion-free, but has curvature $R(\tilde{\mathbf{X}}, \tilde{\mathbf{Y}}) \tilde{\mathbf{Z}}=-\frac{1}{4}[[\tilde{\mathbf{X}}, \tilde{\mathbf{Y}}], \tilde{\mathbf{Z}}]$.

As a summary, the three canonical Cartan connections of a Lie group are (for two left-invariant vector fields):

$$
\begin{array}{lr}
\nabla_{\tilde{\mathbf{X}}} \tilde{\mathbf{Y}}=0 & \text { Left (Torsion, Flat); } \\
\nabla_{\tilde{\mathbf{X}}} \tilde{\mathbf{Y}}=\frac{1}{2}[\tilde{\mathbf{X}}, \tilde{\mathbf{Y}}] & \text { Symmetric (Torsion-Free, Curved); } \\
\nabla_{\tilde{\mathbf{X}}} \tilde{\mathbf{Y}}=[\tilde{\mathbf{X}}, \tilde{\mathbf{Y}}] & \text { Right (Torsion, Flat). }
\end{array}
$$

Since the three canonical Cartan connections only differ by torsion, they share the same affine geodesics which are the left and right translations of one parameter subgroups. In the following, we call them group geodesics. However, the parallel transport of general vectors along these group geodesics is specific to each connection as we will see below.

### 9.2.3 Riemannian Setting: Levi Civita Connection

Given a metric $<X, Y>$ on the tangent space at identity of a group, one can propagate this metric to all tangent spaces using left (resp. right) translation to obtain a left(resp. right-) invariant Riemannian metric on the group. In the left-invariant case we have $\left\langle D L_{a} X, D L_{a} Y\right\rangle_{a}=\langle X, Y\rangle$ and one can show [24] that the Levi Civita connection is the left-invariant connection generated by the product

$$
\alpha(X, Y)=\frac{1}{2}[X, Y]-\frac{1}{2}\left(a d^{*}(X, Y)+a d^{*}(Y, X)\right)
$$

where the operator $a d^{*}$ is defined by $<a d^{*}(Y, X), Z>=<[X, Z], Y>$ for all $X, Y, Z \in \mathfrak{g}$. A similar formula can be established for right-invariant metrics using the algebra of right-invariant vector fields .

We clearly see that this left-invariant Levi Civita connection has a symmetric part which make it differ from the Cartan symmetric connection $\alpha(X, Y)=\frac{1}{2}[X, Y]$. In fact, the quantity $a d^{*}(X, X)$ specifies the rate at which a left invariant geodesic and a one parameter subgroup starting from the identity with the same tangent vector $X$ deviates from each-other. More generally, the condition $a d^{*}(X, X)=0$ for all $X \in \mathfrak{g}$ turns out to be a necessary and sufficient condition to have a bi-invariant metric [34]. It is important to notice that geodesics of the left- and right-invariant metrics differ in general as there do not exists bi-invariant metrics even for simple groups like the Euclidean motions [33]. However, right invariant geodesics can be easily obtained from the left invariant one through inversion: if $\phi(t)$ is a left invariant geodesic joining identity to the transformation $\phi_{1}$, then $\phi^{-1}(t)$ is a right-invariant geodesic joining identity to $\phi_{1}^{-1}$.

### 9.3 Continuous Methods for Parallel Transport

After having introduced the theoretical bases of affine connection spaces, in this section we detail the theoretical relationship between parallel transport of tangent vectors and respectively Cartan-Schouten and Riemannian (Levi Civita) connections.

### 9.3.1 Cartan-Schouten Parallel Transport

For the left Cartan connection, the unique fields that are covariantly constant are the left-invariant vector fields, and the parallel transport is induced by the differential of the left translation [34], i.e. $\Pi^{L}: T_{p} \mathbb{G} \rightarrow T_{q} \mathbb{G}$ is defined as

$$
\begin{equation*}
\Pi^{L}(X)=D L_{q p^{-1}} X \tag{9.3}
\end{equation*}
$$

One can see that the parallel transport is actually independent of the path, which is due to the fact that the curvature is null: we are in a space with absolute parallelism. Similarly, the right-invariant vector fields are covariantly constant with respect to the right invariant connection only. As above, the parallel transport is given by the differential of the right translation

$$
\begin{equation*}
\Pi^{R}(X)=D R_{p^{-1} q} X \tag{9.4}
\end{equation*}
$$

and we have an absolute parallelism as well.
Finally, the parallel transport for the symmetric Cartan connection is given by the infinitesimal alternation of the left and right transports. However, as there is curvature, it depends on the path: it can be shown [18] that the parallel transport of $X$ along the geodesic $\exp (t Y)$ is:

$$
\begin{equation*}
\Pi^{S}(X)=D L_{\exp \left(\frac{1}{2} Y\right)} D R_{\exp \left(\frac{1}{2} Y\right)} X \tag{9.5}
\end{equation*}
$$

### 9.3.2 Riemannian Parallel Transport

In the Riemannian setting the parallel transport with the Levi Civita connection can be computed by solving a system of PDEs which locally depend on the associated metric (the interested reader can refer to [16] for a more comprehensive description of the parallel transport in Riemannian geometry). Let $x_{i}$ be a local coordinate chart $x_{i}$ with $\partial_{i}=\frac{\partial}{\partial x_{i}}$ a local basis of the tangent space. The tangent vector to the curve $\gamma$ is $\dot{\gamma}=\sum_{i} \nu^{i} \partial_{i}$. It can be easily shown that a vector $Y=\sum_{i} y^{i} \partial_{i}$ is parallel transported along $\gamma$ with respect to the affine connection $\nabla$ iff

$$
\begin{equation*}
\nabla_{\dot{\gamma}} Y=\sum_{k}\left(\sum_{i j} \Gamma_{i j}^{k} j^{j} y^{k}+\dot{\gamma}\left(y^{k}\right)\right) \partial_{k}=0, \tag{9.6}
\end{equation*}
$$

with the Christoffel symbols of the connection being defined from the covariant derivative $\nabla_{\partial_{i}} \partial_{j}=\sum_{k} \Gamma_{i j}^{k} \partial_{k}$.

Let us consider the local expression for the metric tensor $g_{l k}=\left\langle\frac{\partial}{\partial x_{l}}, \frac{\partial}{\partial x_{k}}>\right.$. Thanks to the compatibility condition, the Christoffel symbols of the Levi Civita connection can be locally expressed via the metric tensor leading to

$$
\Gamma_{i j}^{k}=\frac{1}{2} \sum_{l}\left\{\frac{\partial}{\partial x_{i}} g_{j l}+\frac{\partial}{\partial x_{j}} g_{l i}+\frac{\partial}{\partial x_{l}} g_{i j}\right\} g^{l k},
$$

with $\left(g^{l k}\right)=\left(g_{l k}\right)^{-1}$.


Fig. 9.1 (1) The transport of the vector $A$ along the curve $C$ is performed by the Schild's ladder by (2) the construction of geodesic parallelograms in a sufficiently small neighborhood. (3) The construction is iterated for a sufficient number of neighborhoods

Thus, in the Riemannian setting the covariant derivative is uniquely defined by the metric, and the parallel transport thus depends from the path $\gamma$ and from the local expression of the metric tensor $g_{i j}$ (formula 9.6).

### 9.4 Discrete Methods for Parallel Transport

In Sect. 9.3 we showed that the parallel transport closely depends on the underlying connection, and that thus it assumes very specific formulations depending on the underlying geometry. In this section we introduce discrete methods for the computation of the parallel transport which do not explicitly depend on the connection and only make use of geodesics. Such techniques could be applied more generally when working on arbitrary geodesic spaces.

### 9.4.1 Schild's Ladder

Schild's ladder is a general method for the parallel transport, introduced in the theory of gravitation in [31] after Schild's similar constructions [39]. The method infinitesimally transports a vector along a given curve through the construction of geodesic parallelograms (Fig. 9.1). The Schild's ladder provides a straightforward method to compute a second order approximation of the parallel transport of a vector along a curve using geodesics only.

Let $M$ a manifold and $C$ a curve parametrized by the parameter $\tau$ with $\left.\frac{\partial C}{\partial \tau}\right|_{T_{0}}=u$, and $A \in T_{P_{0}} M$, a tangent vector on the curve at the point $P_{0}=C(0)$. Let $P_{1}$ be a point on the curve relatively close to $P_{0}$, i.e. separated by a sufficiently small parameter value $\tau$.

The Schild's ladder computes the parallel transport of $A$ along the curve $C$ as follows:

1. Define a curve on the manifold parametrized by a parameter $\sigma$ passing through the point $P_{0}$ with tangent vector $\left.\frac{\partial}{\partial \sigma}\right|_{P_{0}}=A$. Chose a point $P_{2}$ on the curve separated by $P_{0}$ by the value of the parameters $\sigma$. The values of the parameters $\sigma$ and $\tau$ should be chosen in order to construct this step of the ladder within a single coordinate neighborhood.
2. Let $l$ be the geodesic connecting $P_{2}=l(0)$ and $P_{1}=l(\lambda)$, we choose the "middle point" $P_{3}=l(\lambda / 2)$. Now, let us define the geodesic $r$ connecting the starting point $P_{0}$ and $P_{3}$ parametrized by $\rho$ such that $P_{3}=r(\rho)$. Extending the geodesic at the parameter $2 \rho$ we reach the point $P_{4}$. We can now compute the geodesic curve connecting $P_{1}$ and $P_{4}$. The vector $A^{\prime}$ tangent to the curve at the point $P 1$ is the parallel translation of $A$ along $C$.
3. If the distance between the points $P_{0}$ and $P_{1}$ is large, the above construction can be iterated for a sufficient number of steps.
The algorithmic interest of the Schild's ladder is that it only relies on the computation of geodesics. Although the geodesics on the manifold are not sufficient to recover all the information about the space properties, such as the torsion of the connection, it has been shown that the Schild's ladder implements the parallel transport with respect to the symmetric part of the connection of the space [23]. An intuitive view of that point is that the construction of the above diagram is commutative and can be symmetrized with respect to the points $P_{1}$ and $P_{2}$. If the original connection is symmetric, then this procedure provides a correct linear approximation of the parallel transport of vectors.

### 9.4.2 Pole Ladder

We proposed in [27] a different construction for the parallel transport of vectors based on geodesics parallelograms. If the curve $C$ is geodesic, then it can be itself one of the diagonals and the Schild's ladder can therefore be adapted by requiring the computation of only one new diagonal of the parallelogram. We define in this way a different ladder scheme, that we name "pole ladder" since its geometrical construction recalls the type of ladders with alternating or symmetric steps with respect to a central axis.

We now prove that the pole ladder is correctly implementing the parallel transport. In the diagram of Fig. 9.2, the parallel transport of the tangent vector $v=\dot{C}$ along the geodesic $C$ is specified by the geodesic equation $\dot{\mathbf{v}}+\Gamma_{i j}^{k} \mathbf{v}^{i} \mathbf{v}^{j}=0$ using the Christoffel symbols $\Gamma_{i j}^{k}(x)$. In a sufficiently small neighborhood the relationships can be linearized to give

$$
\mathbf{v}^{k}(t)=\mathbf{v}^{k}(0)-t \Gamma_{i j}^{k}(x(0)) \mathbf{v}^{i}(0) \mathbf{v}^{j}(0)+O\left(t^{2}\right)
$$

and by integrating:

Fig. 9.2 The pole ladder parallel transports the vector $A$ along the geodesic $C$. Contrarily to the Schild's ladder, it only requires to compute one diagonal geodesic


$$
x^{k}(t)=x^{k}(0)+t \mathbf{v}^{k}(0)-\frac{t^{2}}{2} \Gamma_{i j}^{k}(x(0)) \mathbf{v}^{i}(0) \mathbf{v}^{j}(0)+O\left(t^{3}\right) .
$$

By renormalizing the length of the vector $v$ so that $C(-1)=P_{0}, C(0)=M$ and $C(1)=Q_{0}$ (and denoting $\Gamma_{i j}^{k}=\Gamma_{i j}^{k}(M)$ ), we obtain the relations:

$$
\begin{aligned}
& P_{0}^{k}=M^{k}-\mathbf{v}_{M}^{k}-\frac{1}{2} \Gamma_{i j}^{k} \mathbf{v}_{M}^{i} \mathbf{v}_{M}^{j}+O\left(\|\mathbf{v}\|^{3}\right) \\
& Q_{0}^{k}=M^{k}+\mathbf{v}_{M}^{k}-\frac{1}{2} \Gamma_{i j}^{k} \mathbf{v}_{M}^{i} \mathbf{v}_{M}^{j}+O\left(\|\mathbf{v}\|^{3}\right)
\end{aligned}
$$

Similarly, we have along the second geodesic:

$$
\begin{aligned}
& P_{1}^{k}=M^{k}-\mathbf{u}_{M}^{k}-\frac{1}{2} \Gamma_{i j}^{k} \mathbf{u}_{M}^{i} \mathbf{u}_{M}^{j}+O\left(\|\mathbf{u}\|^{3}\right), \\
& Q_{1}^{k}=M^{k}+\mathbf{u}_{M}^{k}-\frac{1}{2} \Gamma_{i j}^{k} \mathbf{u}_{M}^{i} \mathbf{u}_{M}^{j}+O\left(\|\mathbf{u}\|^{3}\right) .
\end{aligned}
$$

Now, to compute the geodesics joining $P_{0}$ to $P_{1}$ and $Q_{0}$ to $Q_{1}$, we have to use a Taylor expansion of the Christoffel symbols $\Gamma_{i j}^{k}$ around the point $M$. In the following, we indicate the coordinate according to which the quantity is derived by the index after a comma: $\Gamma_{i j, a}^{k}=\partial_{a} \Gamma_{i j}^{k}$ :

$$
\Gamma_{i j}^{k}\left(P_{0}\right)=\Gamma_{i j}^{k}+\Gamma_{i j, a}^{k}\left(-\mathbf{v}_{M}^{k}-\frac{1}{2} \Gamma_{i j}^{k} \mathbf{v}_{M}^{i} \mathbf{v}_{M}^{j}\right)+\frac{1}{2} \Gamma_{i j, a b}^{k} \mathbf{v}_{M}^{a} \mathbf{v}_{M}^{b}+O\left(\|\mathbf{v}\|^{3}\right) .
$$

However, the Christoffel symbols are multiplied by a term of order $O\left(\|A\|^{2}\right)$, so that only the first term will be quadratic and all others will be of order 3 with respect to $A$ and $\mathbf{v}_{M}$. Thus, the geodesics joining $P_{0}$ to $P_{1}$ and $Q_{0}$ to $Q_{1}$ have equations:

$$
\begin{aligned}
& P_{1}^{k}=P_{0}^{k}+A^{k}-\frac{1}{2} \Gamma_{i j}^{k} A^{i} A^{j}+O\left(\left(\|A\|+\left\|\mathbf{v}_{M}\right\|\right)^{3}\right) \\
& Q_{1}^{k}=Q_{0}^{k}+B^{k}-\frac{1}{2} \Gamma_{i j}^{k} B^{i} B^{j}+O\left(\left(\|B\|+\left\|\mathbf{v}_{M}\right\|\right)^{3}\right)
\end{aligned}
$$

Equating $P_{1}^{k}$ in the previous equations gives

$$
\mathbf{u}_{M}^{k}+\frac{1}{2} \Gamma_{i j}^{k} \mathbf{u}_{M}^{i} \mathbf{u}_{M}^{j}=\mathbf{v}_{M}^{k}-A^{k}+\frac{1}{2} \Gamma_{i j}^{k}\left(\mathbf{v}_{M}^{i} \mathbf{v}_{M}^{j}+A^{i} A^{j}\right)+O\left(\left(\|B\|+\left\|\mathbf{v}_{M}\right\|\right)^{3}\right)
$$

Solving for $\mathbf{u}$ as a second order polynomial in $v_{M}$ and $A$ gives

$$
\mathbf{u}^{k}=\mathbf{v}_{M}^{k}-A^{k}+\frac{1}{2}\left(\Gamma_{i j}^{k}+\Gamma_{j i}^{k}\right) A^{i} \mathbf{v}_{M}^{j}+O\left(\left(\|A\|+\left\|\mathbf{v}_{M}\right\|\right)^{3}\right)
$$

Now equating $Q_{1}^{k}$ in the previous equations gives

$$
B^{k}-\frac{1}{2} \Gamma_{i j}^{k} B^{i} B^{j}=-A^{k}+\left(\Gamma_{i j}^{k}+\Gamma_{j i}^{k}\right) A^{i} \mathbf{v}_{M}^{j}+\frac{1}{2} \Gamma_{i j}^{k} A^{i} A^{j}+O\left(\left(\|A\|+\left\|\mathbf{v}_{M}\right\|\right)^{3}\right)
$$

Solving for $B^{k}$ as a second order polynomial in $v_{M}$ and $A$ gives:

$$
\begin{equation*}
B^{k}=-A^{k}+\left(\Gamma_{i j}^{k}+\Gamma_{j i}^{k}\right) A^{i} \mathbf{v}^{j}+O\left(\left(\|A\|+\left\|\mathbf{v}_{M}\right\|\right)^{3}\right) \tag{9.7}
\end{equation*}
$$

To verify that this is the correct formula for the parallel transport of $A$, let us observe that the field $A(x)$ is parallel in the direction of $\mathbf{v}^{j}$ if $\nabla_{V} A=0$, i.e. if $\partial_{v} A^{k}+\Gamma_{i j}^{k} A^{i} \mathbf{v}^{j}=0$, which means that $A^{k}(x+\epsilon v)=A^{k}-\epsilon \Gamma_{i j}^{k} A^{i} \mathbf{v}^{j}+O\left(\epsilon^{2}\right)$. If the connection is symmetric, i.e. if $\Gamma_{i j}^{k}=\Gamma_{j i}^{k}$, Eq. (9.7) shows that the pole ladder leads to $B^{k} \simeq-A^{k}+2 \Gamma_{i j}^{k} A^{i} \mathbf{v}^{j}$. Thus the pole ladder is realizing the parallel transport for a length $\epsilon=2$ (remember that our initial geodesic was defined from -1 to 1 ).

We have thus demonstrated that the vector $-B$ of Fig. 9.2 is a second order approximation of the transport of $A$. In order to optimize the number of time steps we should evaluate the error in Eq. (9.7) at high orders on $\|A\|$ and $\left\|\mathbf{v}_{M}\right\|$. The computation is not straightforward and involves a large number of terms, thus preventing the possibility to synthesize a useful result. However, we believe that the dependency on $\|A\|$ is more important that the one on $\left\|\mathbf{v}_{M}\right\|$, and that we could obtain larger time steps provided that $\|A\|$ is sufficiently small.

### 9.5 Diffeomorphic Medical Image Registration

We now describe a practical context in which the previous theoretical insights find useful application. For this purpose, we describe here the link between the theory
described in Sect. 9.2 and the context of computational anatomy, in particular through the diffeomorphic non-linear registration of time series of images.

### 9.5.1 Longitudinal and Cross-Sectional Registration Settings

Modeling the temporal evolution of the tissues of the body is an important goal of medical image analysis for understanding the structural changes of organs affected by a pathology, or for studying the physiological growth during the life span. For such purposes we need to analyze and compare the observed anatomical differences between follow-up sequences of anatomical images of different subjects. Nonrigid registration is one of the main instruments for modeling anatomical differences from images. The aim of non-linear registration is to encode the observed structural changes as deformation fields densely represented in the image space, which represent the warping required to match the observed differences. This way, the anatomical changes can be modeled and quantified by analyzing the associated deformations.

We can identify two distinct settings for the application of non-linear registration: longitudinal and cross-sectional. In the former, non-linear registration estimates the deformation field which explains the longitudinal anatomical (intra-subject) changes that usually reflect biological phenomena of interest, like atrophy or growth. In the latter, the deformation field accounts for the anatomical differences between different subjects (inter-subject), in order to match homologous anatomical regions. These two settings are profoundly different: the cross-sectional setting does not involve any physical or mechanical deformations and we might wish to compare different anatomies with different topologies. Moreover, inter-subject deformations are often a scale of magnitude higher than the ones characterizing the usually subtle variations of the longitudinal setting.

In case of group-wise analysis of longitudinal deformations, longitudinal and cross-sectional settings must be integrated in a consistent manner. In fact, the comparison of longitudinal deformations is usually performed after normalizing them in a common reference frame through the inter-subject registration, and the choice of the normalization method might have a deep impact on the following analysis. In order to accurately identify longitudinal deformations in a common reference frame space, a rigorous and reliable normalization procedure need thus to be defined.

Normalization of longitudinal deformations can be done in different ways, depending on the analyzed feature. For instance, the scalar Jacobian determinant of longitudinal deformations represents the associated local volume change, and can be compared by scalar resampling in a common reference frame via inter-subject registration. This simple transport of scalar quantities is the basis of the classical deformation/tensor based morphometry techniques [5, 38]. However, transporting the Jacobian determinant is not sufficient to reconstruct a deformation in the Template space.

If we consider vector-values characteristics of deformations instead of scalar quantities, the transport is not uniquely defined anymore. For instance, a simple method
of transport consists in reorienting the longitudinal intra-subject displacement vector field by the Jacobian matrix of the subject-to-reference deformation. Another intuitive method was proposed by [37] and uses the transformation conjugation (change of coordinate system) in order to compose the longitudinal intra-subject deformation with the subject-to-reference one. As pointed out in [10], this practice could potentially introduce variations in the transported deformation and relies on the inverse consistency of the estimated deformations, which can raise numerical problems for large deformations.

In the geometric setting, when we have a Riemannian or affine manifold structure for the space our deformations, one would like to use a normalization which is consistent with the manifold structure. This requirement naturally raise parallel transport as the natural tool for normalizing measurements at different points. In order to elaborate along this idea, we first need to describe the geometric structures on diffeomorphic deformations.

A first formulation of diffeomorphic registration was proposed with the "Large Deformation Diffeomorphic Metric Mapping (LDDMM)" setting [8, 44]. In this framework the images are registered by minimizing the length of the trajectory of transformations in the space of diffeomorphism, once specified an opportune right invariant metric. The solution is the endpoint of the flow of a time-varying velocity field, which is a geodesic parametrized through the Riemannian exponential. The LDDMM deformations are thus Riemannian (metric) geodesics, which are also geodesics of the Levi Civita connection.

Since LDDMM is generally computationally intensive, a different diffeomorphic registration method was later proposed with the stationary velocity field (SVF) setting [3]. In this case the diffeomorphisms are parametrized by stationary velocity fields, in opposition to the time varying velocity fields of the LDDMM framework, through the Lie group exponential. The restriction to stationary velocity fields simplifies the registration problem and provides efficient numerical schemes for the computation of deformations. This time the flow associated to SVFs is a one-parameter subgroup, which is a geodesic with respect to the Cartan-Schouten connections. One-parameter subgroups are generally not metric geodesics, since there do not exist any left and right invariant metric on non-compact and non-commutative groups.

In both the LDDMM and SVF settings, the longitudinal deformation is encoded by the initial tangent velocity field. The transport of longitudinal deformations can be then naturally formulated as the parallel transport of tangent vectors along geodesics according to the underlying connection, i.e. the Levi Civita connection in LDDMM, and the canonical symmetric Cartan-Schouten connection in the SVF setting.

### 9.5.2 A Glimpse of Lie Group Theory in Infinite Dimension

In Sect. 9.2.2, we derived the equivalence of one-parameter subgroups and the affine geodesics of the canonical Cartan connections in a finite dimensional Lie group. In order to use such a framework for diffeomorphisms, we have to generalize the theory
to infinite dimensions. However, defining infinite dimensional Lie groups is raising much more difficulties. This is in fact the reason why Lie himself restricted to finite dimensions. The theory was developed since the ' 70 s and is now an active field of research. We refer the reader to the recent books [22, 48] for more details on this theory and to [40] for a good overview of the problems and applications.

The basic construction scheme is to consider an infinite dimensional manifold endowed with smooth group operations. Such a Lie group is locally diffeomorphic to an infinite-dimensional vector space which can be a Fréchet space (a locally convex space which is complete with respect to a translation invariant distance), a Banach space (where the distance comes from a norm) or a Hilbert space (where the norm is derived from a scalar product). We talk about Fréchet, Banach or Hilbert Lie groups, respectively. Extending differential calculus from $\mathbb{R}^{n}$ to Banach and Hilbert spaces is straightforward, but this is not so simple for Fréchet spaces. In particular, the dual of a Fréchet space need not be Fréchet, which means that some extra care must be taken when defining differential forms. Moreover, some important theorems such as the inverse function theorem hold for Banach spaces but not necessarily for Fréchet spaces.

For instance, the set $\operatorname{Diff}^{k}(\mathcal{M})$ of $C^{k}$ diffeomorphisms of a compact manifold $\mathcal{M}$ is a Banach manifold and the set of Sobolev $H^{s}$ diffeomorphisms $\operatorname{Diff}^{s}(\mathcal{M})$ is a Hilbert manifold (if $s>\operatorname{dim} \mathcal{M} / 2$ ). However, these are no-classical "Lie groups" since one loses derivatives when differentiating the composition and inversion maps. To obtain the complete smoothness of the composition and inversion maps, one has to go to infinity, but the Banach structure is lost in the process [40, p.12] and we are left with Diff $^{\infty}(\mathcal{M})$ being only a Fréchet Lie group. Some additional structure can be obtained by considering the sequence of $\operatorname{Diff}^{k}(\mathcal{M})$ spaces as a succession of dense inclusions as $k$ goes to infinity: this the Inverse Limit of Banach (ILB)-Lie group setting. Likewise, the succession of dense inclusions of Sobolev $H^{s}$ diffeomorphisms give rise to the Inverse Limit of Hilbert (ILH)-Lie group setting.

As the diffeomorphisms groups considered are Fréchet but not Banach, the usual setting of infinite dimensional Lie groups is the general framework of Fréchet manifolds. This implies that many of the important properties which are true in finite dimension do not hold any more for general infinite dimensional Lie groups [41].

First, there is no implicit or inverse function theorem (except Nash-Moser type theorems.) This implies for instance that the log-map (the inverse of the exponential map) may not be smooth even if the differential of the exponential map is the identity.

Second, the exponential map is not in general a diffeomorphism from a neighborhood of zero in the Lie algebra onto a neighborhood of the identity in the group. This means that it cannot be used as a local chart to work on the manifold. For instance in $\operatorname{Diff}^{s}(\mathcal{M})$, in every neighborhood of the identity there may exist diffeomorphisms which are not the exponential of an $H^{s}$ vector field. A classical example of the non-surjectivity of the exponential map is the following function in $\operatorname{Diff}\left(\mathbb{S}^{1}\right)$ [30]:

$$
\begin{equation*}
f_{n, \epsilon}(\theta)=\theta+\pi / n+\epsilon \sin ^{2}(n \theta) \tag{9.8}
\end{equation*}
$$

This function can be chosen as close as we want to the identity by opportunely dimensioning $\epsilon$ and $\theta$. However, it can be shown that it cannot be reached by any one-parameter subgroup, and therefore the Lie group exponential is not a local diffeomorphisms of $\operatorname{Diff}\left(\mathbb{S}^{1}\right)$.

This example is quite instructive and shows that this theoretical problem might actually be a very practical advantage: the norm of the $k$-th derivative of $f_{n, \epsilon}$ is exploding when $k$ is going to infinity, which shows that we would rather want to exclude this type of diffeomorphisms from the group under consideration.

### 9.5.3 Riemannian Structure and Stationary Velocity Fields

In the Large Deformation Diffeomorphic Metric Mapping (LDDMM) framework [48], a different construction is leading to a more restricted subgroup of diffeomorphisms which is more rational from the computational point of view. One first chooses a Hilbert norm on the Lie Algebra which turn it into an admissible Hilbert space. Admissible means that it can be embedded into the space of vector fields which are bounded and vanishing at infinity, as well as all the first order derivatives. Typically, this is a Sobolev norm of a sufficiently high order. Then, one restricts to the subgroup of diffeomorphisms generated by the flow of integrable sequences of such vector fields for a finite time. To provide this group with a Riemannian structure, a right invariant metric is chosen. A first reason for choosing right translation is that it is simply a composition which does not involve a differential operator as for the left translation. A second reason is that the resulting metric on the group is generating an invariant metric on the object space with a right action. One can show that the group provided with this right-invariant metric is a complete metric space [44, 48]: the choice of the norm on the Lie algebra is specifying the subgroup of diffeomorphisms which are reachable, i.e. which are at a finite distance.

In the SVF setting, the fact that the flow in an autonomous ODE allows us to generalize efficient algorithms such as the scaling and squaring algorithm: given an approximation $\exp (\delta Y)=i d+\delta Y$ for small vector fields $\delta Y$, the exponential of a SVF $Y$ can be efficiently and simply computed by recursive compositions:

$$
\exp (Y)=\exp \left(\frac{Y}{2}\right) \circ \exp \left(\frac{Y}{2}\right)=\left(\exp \left(\frac{Y}{2^{n}}\right)\right)^{2^{n}}
$$

A second algorithm is at the heart of the efficiency of the optimization algorithms with SVFs: the Baker-Campbell-Hausdorff (BCH) formula [9] tells us how to approximate the log of the composition:

$$
\begin{aligned}
B C H(X, \delta Y) & =\log (\exp (X) \circ \exp (\delta Y)) \\
& =X+\delta Y+\frac{1}{2}[X, \delta Y]+\frac{1}{12}[X,[X, \delta Y]]+\ldots
\end{aligned}
$$

In order to have a well-posed space of deformations, we need to specify on which space is modeled the Lie algebra, as previously. This is the role of the regularization term of the SVF registration algorithms [19, 46] or of the spline parametrization of the SVF in $[6,32]$ : this restricts the Lie algebra to the sub-algebra of sufficiently regular velocity fields. The subgroup of diffeomorphisms considered is then generated by the flow of these stationary velocity fields and their finite composition. So far, the theoretical framework is very similar to the LDDMM setting and we can see that the diffeomorphisms generated by the one-parameter subgroups (the exponential of SVFs) all belong to the group considered in the LDDMM setting, provided that we model the Lie algebra on the same admissible Hilbert space. As in finite dimension, the affine geodesics of the Cartan connections (group geodesics) are metric-free (the Hilbert metric is only used to specify the space on which is modeled the Lie Algebra) and generally differ from the Riemannian geodesics of LDDMM.

It is well known that the subgroup of diffeomorphisms generated by this Lie algebra is significantly larger than what is covered by the group exponential. Indeed, although our affine connection space is geodesically complete (all geodesics can be continued for all time without hitting a boundary), there is no Hopf-Rinow theorem which state that any two points can be joined by a geodesic (metric completeness). Thus, in general, not all the elements of the group $\mathbb{G}$ may be reached by the oneparameter subgroups. An example in finite dimension is given by $\operatorname{SL}(2)$.

However, this might not necessarily results into a problem in the image registration context since we are not interested in recovering "all" the possible diffeomorphisms, but only those which lead to admissible anatomical transformations. For instance, the diffeomorphism on the circle defined above at Eq. (9.8) cannot be reached by any one-parameter subgroup of $\mathbb{S}^{1}$. However, since

$$
\lim _{k \rightarrow \infty}\left\|f_{n, \epsilon}\right\|_{H^{k}} \rightarrow \infty
$$

this function is not well behaved from the regularity point of view, which is a critical feature when dealing with image registration.

In practice, we have a spatial discretization of the SVF (and of the deformations) on a grid, and the temporal discretization of the time varying velocity fields by a fixed number of time steps. This intrinsically limits the frequency of the deformation below a kind of "Nyquist" threshold, which prevents these diffeomorphisms to be reached anyway both by the SVF and by the "discrete" LDDMM frameworks. Therefore, it seems more importance to understand the impact of using stationary velocity fields in registration from the practical point of view, than from the theoretical point of view, because we will have necessarily to deal with the unavoidable numerical implementation and relative approximation issues.

### 9.6 Parallel Transport in Diffeomorphic Registration

Continuous and discrete methods for the parallel transport provided in Sects. 9.3 and 9.4 can be applied in the diffeomorphic registration setting, once provided the appropriate geometrical context (Sect. 9.5). In this section we discuss and illustrate practical implementations of the parallel transport in diffeomorphic registration, with special focus on the application of the ladder schemes exposed in Sect. 9.4.

### 9.6.1 Continuous Versus Discrete Transport Methods

As illustrated in abstract form in [2], parallel transport can be approximated infinitesimally by Jacobi fields. Following this intuition, a computational method for the parallel transport along geodesics of diffeomorphisms provided with a right invariant metric was proposed in the LDDMM context by [49]. This framework enables to transport diffeomorphic deformations of point supported and image data, and it was applied to study the hippocampal shape changes in Alzheimer's disease [35, 36]. Although it represents a rigorous implementation of the parallel transport, it comes to the price of the computationally intense scheme. More importantly, it is limited to the transport along geodesics of the considered right invariant metric, and does not allow to specify different metrics for longitudinal and inter-subject registrations. While from the theoretical point of view parallel transporting along a generic curve can be approximated by the parallel transport on piecewise geodesics, the effectiveness of the above methods was shown only on LDDMM geodesics, and no general computational schemes were provided.

The parallel transport in the SVF setting was investigated in [28], in which explicit formula for the parallel transport with respect to the standard Cartan-Schouten connections (left, right and symmetric) in the case of finite dimensional Lie groups were derived. Then it was proposed to seamlessly apply these formulas in the infinite dimensional case of the diffeomorphic registration of images. Although further investigations would be needed to better understand the impact of generalizing to infinite dimensions the concepts defined for the Lie Group theory in finite dimension, practical examples of parallel transport of longitudinal diffeomorphisms in synthetic and real images with respect to the Cartan-Schouten connections showed to be an effective and simple way to transport tangent SVFs. In particular the parallel transport of the left, right and symmetric Cartan connection defined in Eqs. (9.3), (9.4), and (9.5) was directly applied to longitudinal deformations and compared against the discrete transport implemented with the Schild's ladder. These experiments highlighted the central role of the numerical implementation on stability and accuracy of the methods. For instance, the left and symmetric Cartan transports were much less stable than the right one because they involve the computation of the Jacobian matrix, computed here with standard finite differences. More robust numerical schemes to


Fig. 9.3 Geometrical schemes in the Schild's ladder and in the pole ladder. By using the curve $C$ as diagonal, the pole ladder requires the computation of half times of the geodesics (blue) required by the Schild's ladder (red)
compute differential operators on discrete image grids are definitely required to compare them on a fair basis.

### 9.6.2 Discrete Ladders: Application to Image Sequences

Let $I_{i}(i=1 \ldots n)$ be a time series of images with the baseline $I_{0}$ as reference. Consider a template image $T_{0}$, the aim of the procedure is to compute the image $T_{i}$ in order to define the transport of the sequence $I_{0}, \ldots, I_{i}$ in the reference of $T_{0}$. In the sequel, we focus on the transport of a single image $I_{1}$.

```
Algorithm 1: Schild's ladder for the transport of a longitudinal deformation.
    Let \(I_{0}\) and \(I_{1}\) be a series of images, and \(T_{0}\) a reference frame.
    1. Compute the geodesic \(l(\lambda)\) in the space \(\mathbb{I}\) connecting \(I_{1}\) and \(T_{0}\)
        such that \(l(0)=I_{1}\), and \(l(1)=T_{0}\).
    2. Define the half-space image \(l(1 / 2)=I_{\frac{1}{2}}\).
    3. Compute the geodesic \(r(\rho)\) connecting \(I_{0}\) and \(I_{\frac{1}{2}}\)
        such that \(r(0)=I_{0}\) and \(r(1)=I_{\frac{1}{2}}\).
    4. Define the transported follow-up image as \(T_{1}=r(2)\).
    5. The transported deformation is given by registering the images \(T_{0}\) and \(T_{1}\).
```

We assume that a well posed Riemannian metric is given on the space of images. This could be $\mathrm{L}_{2}, \mathrm{H}_{k}$ or the metric induced on the space of images by the action of diffeomorphisms of a well chosen right-invariant metric (LDDMM).

Schild's ladder can be naturally translated in the image context (Algorithm 1), by requiring the computation of two diagonal geodesics.

The pole ladder is similar to the Schild's one, with the difference of explicitly using as a diagonal the geodesic $C$ which connects $I_{0}$ and $T_{0}$ (Algorithm 2). This is an interesting property since, given $C$, it requires the computation of only one additional geodesic, thus the transport of time series of several images is based on the same baseline-to-reference curve $C$ (Fig. 9.3).

```
Algorithm 2: Pole ladder for the transport of a longitudinal deformation.
    Let \(I_{0}\) and \(I_{1}\) be a series of images, and \(T_{0}\) a reference frame.
    1. Compute the geodesic \(C(\mu)\) in the space \(\mathbb{I}\) connecting \(I_{0}\) and \(T_{0}\)
        such that \(C(0)=I_{0}\) and \(C(1)=T_{0}\).
    2. Define the half-space image \(C(1 / 2)=I_{\frac{1}{2}}\).
    3. Compute the geodesic \(g(\eta)\) connecting \(I_{1}\) and \(I_{\frac{1}{2}}\)
        such that \(g(0)=I_{1}\) and \(g(1)=I_{\frac{1}{2}}\).
    4. Define the transported image as \(\frac{T_{1}^{\prime}}{=} g(2)\)
    5. Compute the path \(p(t)\) such that \(p(0)=T_{0}\) and \(p(1)=T_{1}^{\prime}\).
        The transported deformation is the inverse of the registration of \(p(0)=T_{0}\) to \(p(1)=T_{1}^{\prime}\).
```


### 9.6.2.1 Lifting the Transport to Diffeomorphisms

Despite the straightforward formulation, algorithms (1) and (2) require multiple evaluations of image geodesics, and a consequent a high cost in terms of computation time and resources if we compute them with registration. Moreover, since we look for regular transformations of the space, the registration is usually constrained to be smooth and the perfect match of correspondent intensities in the registered images is not possible. For instance, the definition of $I_{\frac{1}{2}}$ using the forward deformation on $I_{1}$ or the backward from $T_{0}$ would lead to different results. Since we work in computational anatomy with deformations, it seems more natural to perform the parallel transport directly in the group of diffeomorphisms

### 9.6.3 Effective Ladders Within the SVF Setting

Given a pair of images $I_{i}, i \in\{0,1\}$, the SVF framework parametrizes the diffeomorphism $\varphi$ required to match the reference $I_{0}$ to the moving image $I_{1}$ by a SVF $u$. The velocity field $u$ is an element of the Lie Algebra $\mathfrak{g}$ of the Lie group of diffeomorphisms $G$, i.e. an element of the tangent space at the identity $T_{i d} G$. The diffeomorphism $\varphi$ belongs to the one parameter subgroup $\varphi=\exp (t u)$ generated by the flow of $u$.

Fig. 9.4 Ladder with the one parameter subgroups. The transport $\exp (\Pi(u))$ is the deformation $\exp (v / 2) \circ$ $\exp (u) \circ \exp (-v / 2)$


We can therefore define the paths in the space of the diffeomorphisms from the one parameter subgroup parametrization $l(\lambda)=\exp (\lambda \cdot u)$.

Figure 9.4 illustrate how we can take advantage of the stationarity properties of the one-parameter subgroup in order to define the following robust scheme:

1. Let $I_{1}=\exp (u) * I_{0}$.
2. Compute $v=\operatorname{argmin}_{v \in \mathbb{G}} E\left(T_{0} \circ \exp (-v / 2), I_{0} \circ \exp (v / 2)\right)$, where $E$ is a generic registration energy functional to be minimized.
The half space image $I_{\frac{1}{2}}$ can be defined in terms of $v / 2$ as $\exp (-v / 2) * T_{0}$ or $\exp (v / 2) * I_{0}$. While from the theoretical point of view the two images are identical, the choice of one of them, or even their mean, introduces a bias in the construction. The definition of the half step image can be bypassed by relying on the symmetric construction of the parallelogram.
3. The transformation from $I_{1}$ to $I_{\frac{1}{2}}$ is $\rho=\exp (v / 2) \circ \exp (-u)$ and the symmetry leads to $\exp (\Pi(u))=\exp (v / 2) \circ \rho^{-1}=\exp (v / 2) \circ \exp (u) \circ \exp (-v / 2)$.

The transport of the deformation $\varphi=\exp (u)$ can be therefore obtained through the conjugate action operated by the deformation parametrized by $v / 2$.

Since the direct computation of the conjugation by composition is potentially biased by the spatial discretization, we propose a numerical scheme to more robustly evaluate the transport directly in the Lie Algebra.

### 9.6.3.1 BCH Formula for the Conjugate Action

The Baker Campbell Hausdorff (BCH) formula was introduced in the SVF diffeomorphic registration in [9] and provides an explicit way to compose diffeomorphisms parametrized by SVFs by operating in the associated Lie Algebra. More specifically, if $v, u$ are SVFs, then $\exp (v) \circ \exp (u)=\exp (w)$ with $w=B C H(v, u)=$ $v+u+\frac{1}{2}[v, u]+\frac{1}{12}[v,[v, u]]-\frac{1}{12}[u,[v, u]]+\ldots$. In particular, for small $u$, the computation can be truncated to any order to obtain a valid approximation for the composition of diffeomorphisms. Applying the truncate BCH to the conjugate action
leads to

$$
\begin{equation*}
\Pi_{B C H}(u) \simeq u+[v / 2, u]+\frac{1}{2}[v / 2,[v / 2, u]] . \tag{9.9}
\end{equation*}
$$

To establish this formula, let consider the following second order truncation of the BCH formula

$$
B C H\left((v / 2, u) \simeq v / 2+u+\frac{1}{2}[v / 2, u]+\frac{1}{12}[v / 2,[v / 2, u]]-\frac{1}{12}[u,[v / 2, u]]\right.
$$

The composition

$$
\Pi_{B C H}(u)=B C H(v / 2, B C H(u,-v / 2))
$$

is

$$
\begin{aligned}
\Pi(u)^{v}= & \underbrace{v / 2+B C H(u,-v / 2)}_{A}+\underbrace{\frac{1}{2}[v / 2, B C H(u,-v / 2)]}_{B} \\
& +\underbrace{\frac{1}{12}[v / 2,[v / 2, B C H(u,-v / 2)]}_{C}-\underbrace{\frac{1}{12}[B C H(u,-v / 2),[v / 2, B C H(u,-v / 2)]]}_{D}
\end{aligned}
$$

The second order truncation of the four terms is:

$$
\begin{aligned}
A & \simeq u+\frac{1}{2}[u,-v / 2]+\frac{1}{12}[u,[u,-v / 2]]-\frac{1}{12}[-v / 2,[u,-v / 2]] \\
B & \simeq \frac{1}{2}[v / 2, u]+\frac{1}{4}[v / 2,[u,-v / 2]] \\
C & \simeq \frac{1}{12}[v / 2,[v / 2, u]] \\
D & \simeq-\frac{1}{12}[u,[v / 2, u]]+\frac{1}{12}[v / 2,[v / 2, u]]
\end{aligned}
$$

From the additive and anticommutative properties of the Lie bracket, adding the four terms leads to (9.9).

### 9.6.3.2 Iterative Computation of the Ladder

Once defined the formula for the computation of the ladder, we need a consistent scheme for the iterative construction along trajectories. We recall that the transport by geodesic parallelograms holds only if both sides of the parallelogram are sufficiently small, which in our case means that both longitudinal and inter-subject vectors must be small. This is not the case in practice, since the inter-subject deformation is usually very large. By definition, the ladder requires to scale down vectors to a
sufficiently small neighborhood, in order to correctly approximate the transport by parallelograms.

From the theoretical point of view, the degree of approximation of the ladder is approximately proportional to the curvature of the space of deformations. This can be seen by the higher order terms that we dropped off in the proof of Sect. 9.4.2, which are all derivatives of the Christoffel symbols. While on a linear space the ladder is the exact parallel transport, when working on curved spaces the error resulting from the non-infinitesimal geodesic parallelogram is proportional to the distance between the points.

From the numerical point of view, we notice that Formula (9.9) requires the computation of the Lie brackets of the velocity fields. Lie brackets involve the differentiation of the vector which is usually computed on images by finite differences, and which are know to be very sensitive to noise and to be unstable in case of large deformations.

For all these reasons we propose the following iterative scheme based on the properties of SVFs. To provide a sufficiently small vector for the computation of the conjugate we observe that

$$
\begin{aligned}
& \exp (v) \circ \exp (u) \circ \exp (-v) \\
= & \exp \left(\frac{v}{n}\right) \circ \ldots \circ \exp \left(\frac{v}{n}\right) \circ \exp (u) \circ \exp \left(-\frac{v}{n}\right) \circ \ldots \circ \exp \left(-\frac{v}{n}\right)
\end{aligned}
$$

The conjugation can then be recursively computed in the following way:

1. Scaling step. Find $n$ such that $v / n$ is small.
2. Ladder step. Compute $w=u+\left[\frac{v}{n}, u\right]+\frac{1}{2}\left[\frac{v}{n},\left[\frac{v}{n}, u\right]\right]$.
3. Let $u=w$.
4. Iterate the steps 2 and $3 n$ times.

The BCH formula allows to perform the transport directly in the Lie algebra and avoids multiple exponentiation and interpolations, thus reducing the bias introduced by the numerical approximations. Moreover, this method preserves the original "ladder" formulation, operated along the inter-subject geodesic $\exp (t v)$. In fact it iterates the construction of the ladder along the path $\exp (t v)$ over small steps of size $\exp \left(\frac{v}{n}\right)$.

The stability of the proposed method critically depends from the initial scaling step $n$, which determines the step-size of the numerical scheme. Ideally the stepsize should depend on the curvature, and should be therefore small enough in order to minimize the error in case of highly curved space. For this purpose, given the image domain $\Omega$, we define a global scaling factor $n$ in order to guarantee that the given SVF stays sufficiently close to 0 , i.e. in order to satisfy the global condition $\max _{x \in \Omega}\|v(x)\| / n<\delta$, with $\delta=0.5 *$ voxel_size. This condition ensures reasonably small SVFs, and thus enables the iterative construction of the parallelogram in small neighborhoods.

### 9.6.4 Pole Ladder for Estimating Longitudinal Changes in Alzheimer's Disease

We provide here an application of the pole ladder for the estimation of a group-wise model of the longitudinal changes in a group of patients affected by Alzheimer's disease ( AD ). AD is a neurodegenerative pathology of the brain, characterized by the co-occurrence of different phenomena, starting from the deposition of amyloid plaques and neurofibrillary tangles, to the development of functional loss and finally to cell deaths [20]. In particular brain atrophy detectable from magnetic resonance imaging (MRI) is currently considered as a potential outcome measure for the monitoring of the disease progression. Structural atrophy was shown to strongly correlate with cognitive performance and neuropsychological scores, and characterizes the progression from pre-clinical to pathological stages [20]. For this reason, the development of reliable atlases of the pathological longitudinal evolution of the brain is of paramount importance for improving the understanding of the pathology.

A preliminary approach to the group-wise analysis of longitudinal morphological changes in AD consists in performing the longitudinal analysis after the subject-to-template normalization [13, 43]. A key issue here is the different nature of the changes occurring at the intra-subject level, which reflects the biological phenomena of interest, and the changes across different subjects, which are usually large and not related to any biological process. In fact, the inter-subject variability is a scale of magnitude higher than the more subtle longitudinal subject-specific variations. To provide a more sensitive quantification of the longitudinal dynamics, the intra-subject changes should be modeled independently from the subject-to-template normalization, and only transported in the common reference for statistical analysis afterward. Thus, novel techniques such as the parallel transport of longitudinal deformations might lead to better accuracy and precision for the modeling and quantification of longitudinal pathological brain changes.

### 9.6.4.1 Data Analysis and Results

Images corresponding to the baseline $I_{0}$ and the one-year follow-up $I_{1}$ scans were selected for 135 subjects affected by Alzheimer's disease. For each subject $i$, the pairs of scans were rigidly aligned. The baseline was linearly registered to a reference template and the parameters of the transformation were applied to $I_{1}^{i}$. Finally, for each subject, the longitudinal changes were measured by non-linear registration using the LCC-Demons algorithm [25].

The resulting deformation fields $\varphi_{i}=\exp \left(v_{i}\right)$ were transported with the pole ladder ( BCH scheme) in the template reference along the subject-to-template deformation. The group-wise longitudinal progression was modeled as the mean of the transported SVFs $v_{i}$. The areas of significant longitudinal changes were investigated by one-sample $t$-test on the group of log-Jacobian scalar maps corresponding


Fig. 9.5 One year structural changes for 135 Alzheimer's patients. a Mean of the longitudinal SVFs transported in the template space with the pole ladder. We notice the lateral expansion of the ventricles and the contraction in the temporal areas. b T-statistic for the correspondent log-Jacobian values significantly different from 0 ( $p<0.001$ FDR corrected). c T-statistic for longitudinal log-Jacobian scalar maps resampled from the subject to the template space. Blue color significant expansion, Red color significant contraction. The figure is reproduced from [27]
to the transported deformations, in order to detect the areas of measured expansion/contraction significantly different from zero.

For the sake of comparison, the one sample t-statistic was tested on the subject specific longitudinal log-Jacobian scalar maps warped into the template space along the subject-to-template deformation. This is the classical transport used in tensor's based morphometry studies [4].

Figure 9.5 shows a detail from the mean SVF from the transported one-year longitudinal trajectories. The field flows outward from the ventricles indicates a pronounced enlargement. Moreover, we notice an expansion in the temporal horns of the ventricles as well as a consistent contracting flow in the temporal areas. The same effect can be statistically quantified by evaluating the areas where the logJacobian maps are statistically different from zero. The areas of significant expansion are located around the ventricles and spread in the CSF areas, while a significant contraction is appreciable in the temporal lobes, hippocampi, parahippocampal gyrus and in the posterior cingulate. The statistical result is in agreement with the one provided by the simple scalar interpolation of the longitudinal subject specific log-


Fig. 9.6 Apparent relative volume changes encoded by the average longitudinal trajectory computed with the pole ladder (Fig. 9.5). The trajectory describes a pattern of apparent volume gain in the CSF areas, and of apparent volume loss in temporal areas and around the ventricles

Jacobian maps. In fact we do not experience any substantial loss of localization power by transporting SVFs instead of scalar log-Jacobian maps. However by parallel transporting we preserve also the multidimensional information of the SVFs that, as experienced in [26], potentially leads to more powerful voxel-by-voxel comparisons than the ones obtained with univariate tests on scalars.

Finally, Fig. 9.6 shows that the apparent volume changes associated to the average trajectory computed with the pole ladder describe biologically plausible dynamics of longitudinal atrophy. We notice that the estimated one-year longitudinal trajectory is associated to local volume changes ranging from $+12 \%$ for the expansion of the ventricles, to $5 \%$ for the volume loss of the hippocampi.

We recall that the apparent expansion of the CSF areas is detectable thanks to the diffeomorphic registration constraint. In fact, since the deformation is spatially smooth, the apparent volume loss (e.g. brain atrophy) detectable in the image is modeled as voxels shrinkage, which is associated to the enlargement of the surrounding areas (e.g. ventricles).

### 9.7 Conclusions

This chapter illustrates the principles of parallel transporting in transformation groups, with particular focus on discrete transport methods. The use of discrete transport is motivated from both theoretical and practical point of view. In fact, discrete methods such as the pole ladder are based only on the computation of geodesics, and thus they do not require the explicit knowledge of the connection of the space.

This is a rather interesting characteristic that enables to employ the ladder without requiring the design of any additional tool outside geodesics.

From the practical point of view, discrete methods can alleviate the numerical problems arising from the discretization of continuous functional on finite grids, and thus provide feasible and numerically stable alternatives to continuous transport approaches. The application shown in Sect. 9.6.4 is a promising example of the potential of such approaches when applied to challenging problems such as the estimation of longitudinal atlases in diffeomorphic registration.

As shown in Sect. 9.4 the construction of the ladder holds in sufficiently small neighborhoods. From the practical point of view this is related to the choice of an appropriate step size for the iterative scheme proposed in Sect. 9.6, and future studies are required in order to investigate the impact of the step size from the numerical point of view.

Finally, future studies aimed to directly compare discrete versus continuous approaches might shed more light on the theoretical and numerical properties of different methods of transport.
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# Chapter 10 <br> Diffeomorphic Iterative Centroid Methods for Template Estimation on Large Datasets 

Claire Cury, Joan Alexis Glaunès and Olivier Colliot


#### Abstract

A common approach for analysis of anatomical variability relies on the estimation of a template representative of the population. The Large Deformation Diffeomorphic Metric Mapping is an attractive framework for that purpose. However, template estimation using LDDMM is computationally expensive, which is a limitation for the study of large datasets. This chapter presents an iterative method which quickly provides a centroid of the population in the shape space. This centroid can be used as a rough template estimate or as initialization of a template estimation method. The approach is evaluated on datasets of real and synthetic hippocampi segmented from brain MRI. The results show that the centroid is correctly centered within the population and is stable for different orderings of subjects. When used as an initialization, the approach allows to substantially reduce the computation time of template estimation.


[^25]
### 10.1 Introduction

Large imaging datasets are being increasingly used in neuroscience, thanks to the wider availability of neuroimaging facilities, the development of computing infrastructures and the emergence of large-scale multi-center studies. Such largescale datasets offer increased statistical power which is crucial for addressing questions such as the relationship between anatomy and genetics or the discovery of new biomarkers using machine learning techniques for instance.

Computational anatomy aims at developing tools for the quantitative analysis of variability of anatomical structures, its variation in healthy and pathological cases and relations between functions and structures [1]. A common approach in computational anatomy is template-based analysis, where the idea is to compare anatomical objects by analyzing their variations relatively to a common template. These variations are analyzed using the ambient space deformations that match each individual structure to the template.

A common requirement is that transformations must be diffeomorphic in order to preserve the topology and to consistently transform coordinates. The Large Deformation Diffeomorphic Metric Mapping (LDDMM) framework [2, 3] has been widely used for the study of the geometric variation of human anatomy, of intra-population variability and inter-population differences. It focuses the study on the spatial transformations which can match subject's anatomies one to another, or one to a template structure which needs to be estimated. These transformations not only provide a diffeomorphic correspondence between shapes, but also define a metric distance in shape space.

Several methods have been proposed to estimate templates in the LDDMM framework [4-8]. Vaillant et al. proposed in 2004 [4] a method based on geodesic shooting which iteratively updates a shape by shooting towards the mean of directions of deformations from this shape to all shapes of the population. The method proposed by Glaunès and Joshi [5] starts from the whole population and estimates a template by co-registering all subjects. The method uses a backward scheme: deformations are defined from the subjects to the template. The method optimizes at the same time the deformations between subjects and the template, and the template itself. The template is composed, in the space of currents (more details on Sect. 10.2.2), by all surfaces of the population. A different approach was proposed by Durrleman et al. [6, 7]. The method initializes the template with a standard shape, in practice it is often an ellipsoid. The method uses a forward scheme: deformations are defined from the template to the subjects. Again, it optimizes at the same time the deformations and the template. The template is composed by one surface which presents the same configuration as the initial ellipsoid. The method presented by Ma et al. [8] introduces an hyper template which is an extra fixed shape (which can be a subject of the population). The method aims at optimizing at the same time deformations from the hyper template to the template and deformations from the template to subjects of the population. The template is optimized via the deformation of the hyper template, not directly.

A common point of all these methods is that they need a surface matching algorithm, which is very expensive in terms of computation time in the LDDMM framework. When no specific optimization is used, computing only one matching between two surfaces, each composed of 3000 vertices, takes approximately $30-40 \mathrm{~min}$. Then, computing a template composed of one hundred such surfaces until convergence can take a few days or some weeks. This is a limitation for the study of large databases. Different strategies can be used to reduce computation time. GPU implementation can substantially speed up the computation of convolutions that are heavily used in LDDMM deformations. Matching pursuit on current can also be used to reduce the computation time [9]. Sparse representations of deformations allow to reduce the number of optimized parameters of the deformations [7].

Here, we propose a new approach to reduce the computation time called diffeomorphic iterative centroid using currents. The method provides in $N-1$ steps (with $N$ the number of shapes of the population) a centroid already correctly centered within the population of shapes. It increases the convergence speed of the template estimation by providing an initialization that is closer to the target.

Our method has some close connections with more general iterative methods to compute means on Riemannian manifolds. For example Arnaudon et al. [10] defined a stochastic iterative method which converges to the Fréchet mean of the set of points. Ando et al. [11] gave a recursive definition of the mean of positive definite matrices which verifies important properties of geometric means. However these methods require a large number of iterations (much larger than the number of points of the dataset), while in our case, due to the high computational cost of matchings, we aim at limiting as much as possible the number of iterations.

The chapter is organized as follows. First, we present the mathematical framework of LDDMM and currents (Sect.10.2). Section 10.3.1 then introduces the template estimation and the iterative centroid method. In Sect. 10.4.1, we evaluate the approach on datasets of real and synthetic hippocampi extracted from brain magnetic resonance images (MRI).

### 10.2 Notation and Mathematical Setup

For the Diffeomorphic Iterative Centroid method, we use the LDDMM framework (Sect. 10.2.1) to quantify the difference between shapes. To model surfaces of the population, we use the framework of currents (Sect.10.2.2) which does not assume point-to-point correspondences.

### 10.2.1 Large Diffeomorphic Deformations

The Large Diffeomorphic Deformation Metric Mapping framework allows quantifying the difference between shapes and provides a shape space representation: shapes of the population are seen as points in an infinite dimensional smooth manifold,
providing a continuum between shapes of the population. In this framework a diffeomorphism deforms the whole space, not only a shape.
Diffeomorphisms as flows of vector fields In the LDDMM framework, deformation maps $\varphi: \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$ are generated by integration of time-dependent vector fields $v(x,$.$) in an Hilbert space V$, with $x \in \mathbb{R}^{3}$ and $t \in[0,1]$. If $v(x, t)$ is regular enough, i.e. if we consider the vector fields $(v(\cdot, t))_{t \in[0,1]}$ in $L^{2}([0,1], V)$, where $V$ is a Reproducing Kernel Hilbert Space (R. K. H. S.) embedded in the space of $C^{1}\left(\mathbb{R}^{3}, \mathbb{R}^{3}\right)$ vector fields vanishing at infinity, then the transport equation:

$$
\begin{cases}\frac{d \phi_{v}}{d t}(x, t)=v\left(\phi_{v}(x, t), t\right) & \forall t \in[0,1]  \tag{10.1}\\ \phi_{v}(x, 0)=x & \forall x \in \mathbb{R}^{3}\end{cases}
$$

has a unique solution, and one sets $\varphi_{v}=\phi_{v}(\cdot, 1)$ the diffeomorphism induced by $v(x, t)$. The induced set of diffeomorphisms $\mathcal{A}_{V}$ is a subgroup of the group of $C^{1}$ diffeomorphisms. To enforce velocity fields to stay in this space, one must control the energy

$$
\begin{equation*}
E(v):=\int_{0}^{1}\|v(\cdot, t)\|_{V}^{2} d t \tag{10.2}
\end{equation*}
$$

Metric structure on the diffeomorphisms group The induced subgroup of diffeomorphisms $\mathcal{A}_{V}$ is equipped with a right-invariant metric defined by the rules: $\forall \varphi, \psi \in \mathcal{A}_{V}$,

$$
\left\{\begin{array}{l}
D(\varphi, \psi)=D\left(I d, \varphi^{-1} \circ \psi\right)  \tag{10.3}\\
D(I d, \varphi)=\inf \left\{\int_{0}^{1}\|v(\cdot, t)\|_{V} d t ; v \in L^{2}([0,1], V), \varphi_{v}=\varphi\right\}
\end{array}\right.
$$

$D(\varphi, \psi)$ represents the shortest length of paths connecting $\varphi$ to $\psi$ in the diffeomorphisms group. Moreover, as in the classical Riemannian theory, minimizing the length of paths is equivalent to minimizing their energy, and one has also:

$$
\begin{equation*}
D(I d, \varphi))=\inf \left\{E(v) ; v \in L^{2}([0,1], V), \varphi_{v}=\varphi\right\} \tag{10.4}
\end{equation*}
$$

Discrete matching functionals Considering two surfaces $S$ and $T$, the optimal matching between them is defined in an ideal setting, as the map $\varphi_{v}$ minimizing $E(v)$ under the constraint $\varphi_{v}(S)=T$. In practice such an exact matching is often not feasible and one writes inexact unconstrained matching functionals which minimize both $E(v)$ and a matching criterion which evaluates the spatial proximity between $\varphi_{v}(S)$ and $T$, as we will see in the next section.

In a discrete setting, when the matching criterion depends only on $\varphi_{v}$ via the images $\varphi_{v}\left(x_{i}\right)$ of a finite number of points $x_{i}$ (such as the vertices of the mesh $S$ ) one can show that the vector fields $v(x, t)$ which induce the optimal deformation map
can be written via a convolution formula over the surface involving the reproducing kernel $K_{V}$ of the R.K.H.S. $V$. This is due to the reproducing property of $V$; indeed $V$ is the closed span of vectors fields of the form $K_{V}(x,.) \alpha$, and therefore $v(x, t)$ writes

$$
\begin{equation*}
v(x, t)=\sum_{i=1}^{n} K_{V}\left(x, x_{i}(t)\right) \alpha_{i}(t), \tag{10.5}
\end{equation*}
$$

where $x_{i}(t)=\phi_{v}\left(x_{i}, t\right)$ are the trajectories of points $x_{i}$, and $\alpha_{i}(t) \in \mathbb{R}^{3}$ are timedependent vectors called momentum vectors, which parametrize completely the deformation. Trajectories $x_{i}(t)$ depend only on these vectors as solutions of the following system of ordinary differential equations:

$$
\begin{equation*}
\frac{d x_{j}(t)}{d t}=\sum_{i=1}^{n} K_{V}\left(x_{j}(t), x_{i}(t)\right) \alpha_{i}(t) \tag{10.6}
\end{equation*}
$$

for $1 \leq j \leq n$. This is obtained by plugging formula 10.5 for the optimal velocity fields into the flow equation 10.1 taken at $x=x_{j}$. Moreover, the energy $E(v)$ takes an explicit form as expressed in terms of trajectories and momentum vectors:

$$
\begin{equation*}
E(v)=\int_{0}^{1} \sum_{i, j=1}^{n} \alpha_{i}(t)^{T} K_{V}\left(x_{i}(t), x_{j}(t)\right) \alpha_{j}(t) d t \tag{10.7}
\end{equation*}
$$

These equations reformulate the problems in a finite dimensional Riemannian setting. Indeed $E(v)$ appears as the energy of the path $t \mapsto\left(x_{i}(t)\right)_{1 \leq i \leq n}$ in the space of landmarks $\mathcal{L}^{n}=\left\{\mathbf{x}=\left(x_{i}\right)_{1 \leq i \leq n}, x_{i} \neq x_{j} \quad \forall i, j\right\}$ equipped with local metric $g(\mathbf{x})=K(\mathbf{x})^{-1}$, where $K_{V}(\mathbf{x})$ is the $3 n \times 3 n$ matrix with block entries $K_{V}\left(x_{i}, x_{j}\right)$, $1 \leq i, j \leq n$.

Geodesic equations and local encoding As introduced previously, the minimization of the energy $E(v)$ in matching problems can be interpreted as the estimation of a length-minimizing path in the group of diffeomorphisms $\mathcal{A}_{V}$, and also additionally as a length-minimizing path in the space of landmarks when considering discrete problems. Such length-minimizing paths obey some geodesic equations [4] (distances are define as in 10.3), which write as follows in the case of landmarks (using matrix notations):

$$
\left\{\begin{array}{l}
\frac{d \mathbf{x}(t)}{d t}=K_{V}(\mathbf{x}(t)) \boldsymbol{\alpha}(t)  \tag{10.8}\\
\frac{d \boldsymbol{\alpha}(t)}{d t}=-\frac{1}{2} \nabla_{\mathbf{x}(t)}\left[\boldsymbol{\alpha}(t)^{T} K_{V}(\mathbf{x}(t)) \boldsymbol{\alpha}(t)\right]
\end{array}\right.
$$

Note that the first equation is nothing more than Eq. 10.6 which allows to compute trajectories $x_{i}(t)$ from any time-dependant momentum vectors $\alpha_{i}(t)$, while the second equation gives the evolution of the momentum vectors themselves. This new
set of ODEs can be solved from any initial conditions $x_{i}(0), \alpha_{i}(0)$, which means that the initial momentum $\alpha_{i}(0)$ fully determine the subsequent time evolution of the system (since the $x_{i}(0)$ are fixed points). As a consequence, these initial momentum vectors encode all information of the optimal diffeomorphism. This is a very important point for applications, specifically for group studies, since it allows to analyse the set of deformation maps from a given template to the observed shapes by performing statistics on the initial momentum vectors located on the template shape. We also can use geodesic shooting from initial conditions $\left(x_{i}(0), \alpha_{i}(0)\right)$ in order to generate any arbitrary deformation of a shape in the shape space. We will use this tool for the construction of our synthetic dataset Data1 (see Sect. 10.4.1).

### 10.2.2 Currents

The idea of the mathematical object named "currents" is related to the theory of distributions as presented by Schwartz in 1952 [12], in which distributions are characterized by their action on any smooth functions with compact support. In 1955, De Rham [13] generalized distributions to differential forms to represent submanifolds, and called this representation currents. This mathematical object serves to model geometrical objects using a non parametric representation.

The use of currents in computational anatomy was introduced by J. Glaunés and M. Vaillant in 2005 [14, 15] and subsequently developed by Durrleman [16] in order to provide a dissimilarity measure between meshes which does not assume point-to-point correspondence between anatomical structures. The approach proposed by Vaillant and Glaunès is to represent meshes as objects in a linear space and supply it with a computable norm. Using currents to represent surfaces has some benefits. First it avoids the point correspondence issue: one does not need to define pairs of corresponding points between two surfaces to evaluate their spatial proximity. Moreover, metrics on currents are robust to different samplings and topologies and take into account not only the global shapes but also their local orientations. Another important benefit is that the space of currents is a vector space, which allows to consider linear combinations such as means of shapes in the space of currents. This property will be used in the centroid and template methods that we introduce in the following.

We limit the framework to surfaces embedded in $\mathbb{R}^{3}$. Let $S$ be an oriented compact surface, possibly with boundary. Any smooth and compactly supported differential 2-form $\omega$ of $\mathbb{R}^{3}$ —i.e. a mapping $x \mapsto \omega(x)$ such that for any $x \in \mathbb{R}^{3}, \omega(x)$ is a 2-form, an alternated bilinear mapping from $\mathbb{R}^{3} \times \mathbb{R}^{3}$ to $\mathbb{R}$ —can be integrated over $S$

$$
\begin{equation*}
\int_{S} \omega=\int_{S} \omega(x)\left(u_{1}(x), u_{2}(x)\right) d \sigma(x) \tag{10.9}
\end{equation*}
$$

where $\left(u_{1}(x), u_{2}(x)\right)$ is an orthonormal basis of the tangent plane at point $x$, and $d \sigma$ the Lebesgue measure on the surface $S$. Hence one can define a linear form $[S]$ over
the space of 2-forms via the rule $[S](\omega):=\int_{S} \omega$. If one defines a Hilbert metric on the space of 2 -forms such that the corresponding space is continuously embedded in the space of continuous bounded 2 -forms, this mapping will be continuous [14], which will make $[S]$ an element of the space of 2-currents, the dual space to the space of 2-forms.

Note that since we are working with 2 -forms on $\mathbb{R}^{3}$, we can use a vectorial representation via the cross product: for every 2 -form $\omega$ and $x \in \mathbb{R}^{3}$ there exists a vector $\bar{\omega}(x) \in \mathbb{R}^{3}$ such that for every $\alpha, \beta \in \mathbb{R}^{3}$,

$$
\begin{equation*}
\omega(x)(\alpha, \beta)=\langle\bar{\omega}(x), \alpha \times \beta\rangle=\operatorname{det}(\alpha, \beta, \bar{\omega}(x)), \tag{10.10}
\end{equation*}
$$

Therefore we can work with vector fields $\bar{\omega}$ instead of 2-forms $\omega$. In the following, with a slight abuse of notation, we will use $\omega(x)$ to represent both the bilinear alternated form and its vectorial representative. Hence the current of a surface $S$ can be re-written from Eq. 10.9 as follows:

$$
\begin{equation*}
[S](\omega)=\int_{S}\langle\omega(x), n(x)\rangle d \sigma(x) \tag{10.11}
\end{equation*}
$$

with $n(x)$ the unit normal vector to the surface: $n(x):=u_{1}(x) \times u_{2}(x)$.
We define a Hilbert metric $\langle\cdot, \cdot\rangle_{W}$ on the space of vector fields of $\mathbb{R}^{3}$, and require the space $W$ to be continuously embedded in $C_{0}^{1}\left(\mathbb{R}^{3}, \mathbb{R}^{3}\right)$. The space of currents we consider is the space of continuous linear forms on $W$, i.e. the dual space $W^{*}$, and the required embedding property ensures that for a large class of oriented surfaces $S$ in $\mathbb{R}^{3}$, comprising smooth surfaces and also triangulated meshes, the associated linear mapping $[S]$ is indeed a current, i.e. it belongs to $W^{*}$.

The central object from the computational point of view is the reproducing kernel of space $W$, which we introduce here. For any point $x \in \mathbb{R}^{3}$ and vector $\alpha \in \mathbb{R}^{3}$ one can consider the Dirac functional $\delta_{x}^{\alpha}: \omega \mapsto\langle\omega(x), \alpha\rangle$ which is an element of $W^{*}$. The Riesz representation theorem then states that there exists a unique $u \in W$ such that for all $\omega \in W,\langle u, \omega\rangle_{W}=\delta_{x}^{\alpha}(\omega)=\langle\omega(x), \alpha\rangle$. $u$ is thus a vector field which depends on $x$ and linearly on $\alpha$, and we write it $u=K_{W}(\cdot, x) \alpha$. Thus we have the rule

$$
\begin{equation*}
\left\langle K_{W}(\cdot, x) \alpha, \omega\right\rangle_{W}=\langle\omega(x), \alpha\rangle \tag{10.12}
\end{equation*}
$$

Moreover, applying this formula to $\omega=K_{W}(\cdot, y) \beta$ for any other point $y \in \mathbb{R}^{3}$ and vector $\beta \in \mathbb{R}^{3}$, we get

$$
\begin{align*}
\left\langle K_{W}(\cdot, x) \alpha, K_{W}(\cdot, y) \beta\right\rangle_{W} & =\left\langle K_{W}(x, y) \beta, \alpha\right\rangle  \tag{10.13}\\
& =\alpha^{T} K_{W}(x, y) \beta=\left\langle\delta_{x}^{\alpha}, \delta_{y}^{\beta}\right\rangle_{W^{*}}
\end{align*}
$$

$K_{W}(x, y)$ is a $3 \times 3$ matrix, and the mapping $K_{W}: \mathbb{R}^{3} \times \mathbb{R}^{3} \rightarrow \mathbb{R}^{3 \times 3}$ is called the reproducing kernel of the space $W$. Now, note that we can rewrite Eq. 10.11 as

$$
\begin{equation*}
[S](\omega)=\int_{S} \delta_{x}^{n(x)}(\omega) d \sigma(x) \tag{10.14}
\end{equation*}
$$

Thus using Eq. 10.13, one can prove that for two surfaces $S$ and $T$,

$$
\begin{equation*}
\langle[S],[T]\rangle_{W^{*}}^{2}=\int_{S} \int_{T}\left\langle n_{S}(x), K_{W}(x, y) n_{T}(y)\right\rangle d s(x) d s(y) \tag{10.15}
\end{equation*}
$$

This formula defines the metric we use for evaluating spatial proximity between shapes. It is clear that the type of kernel one uses fully determines the metric and therefore will have a direct impact on the behaviour of the algorithms. We use scalar invariant kernels of the form $K_{W}(x, y)=h\left(\|x-y\|^{2} / \sigma_{W}^{2}\right) I_{3}$, where $h$ is a real function such as $h(r)=e^{-r}$ (gaussian kernel) or $h(r)=1 /(1+r)$ (Cauchy kernel), and $\sigma_{W}$ a scale factor. In practice this scale parameter has a strong influence on the results; we will go back to this point later.

We can now define the optimal match between two currents $[S]$ and $[T]$, which is the diffeomorphism minimizing the functional

$$
\begin{equation*}
J_{S, T}(v)=\gamma E(v)+\left\|\left[\varphi_{v}(S)\right]-[T]\right\|_{W^{*}}^{2} \tag{10.16}
\end{equation*}
$$

This functional is non convex and in practice we use a gradient descent algorithm to perform the optimization, which cannot guarantee to reach a global minimum. We observed empirically that local minima can be avoided by using a multi-scale approach in which several optimization steps are performed with decreasing values of the width $\sigma_{W}$ of the kernel $K_{W}$ (each step provides an initial guess for the next one).

In practice, surfaces are given as triangulated meshes, which we discretize in the space of currents $W^{*}$ by combinations of Dirac functionals: $[S] \simeq \sum_{f \in S} \delta_{c_{f}}^{n_{f}}$, where the sum is taken over all triangles $f=\left(f^{1}, f^{2}, f^{3}\right)$ of the mesh $S$, and $c_{f}=\frac{1}{2}\left(f^{1}+f^{2}+f^{3}\right), n_{f}=\frac{1}{2}\left(f^{2}-f^{1}\right) \times\left(f^{3}-f^{1}\right)$ denote respectively the center and normal vector of the triangle. Given a deformation map $\varphi$ and a triangulated surface $S$, we also approximate its image $\varphi(S)$ by the triangulated mesh obtained by letting $\phi$ act only on the vertices of $S$. This leads us to the following discrete formulation of the matching problem:

$$
\begin{aligned}
J_{S, T}^{d}(\alpha)= & \gamma \int_{0}^{1} \sum_{i=1}^{n} \alpha_{i}(t)^{T} K_{V}\left(x_{i}(t), x_{j}(t)\right) \alpha_{j}(t) d t \\
& +\sum_{f, f^{\prime} \in S} n_{\varphi(f)}^{T} K_{W}\left(c_{\varphi(f)}, c_{\varphi\left(f^{\prime}\right)}\right) n_{\varphi\left(f^{\prime}\right)}
\end{aligned}
$$

$$
\begin{equation*}
+\sum_{g, g^{\prime} \in T} n_{g} K_{W}\left(c_{g}, c_{g^{\prime}}\right) n_{g^{\prime}}-2 \sum_{f \in S, g \in T} n_{\varphi(f)}^{T} K_{W}\left(c_{\varphi(f)}, c_{g}\right) n_{g} \tag{10.17}
\end{equation*}
$$

where $\varphi$ denotes the diffeomorphism associated to momentum vectors $\alpha_{i}(t)$ and trajectories $x_{i}(t), x_{i}=x_{i}(0)$ being the vertices of mesh $S$, and where we have noted for any face $f, \varphi(f)=\left(\varphi\left(f^{1}\right), \varphi\left(f^{2}\right), \varphi\left(f^{3}\right)\right)$. We note 3 important parameters, $\gamma$ which controls the regularity of the map, $\sigma_{V}$ which controls the scale in the space of deformations and $\sigma_{W}$ which controls the scale in the space of currents.

### 10.3 A Template Estimation for Large Database via LDDMM

### 10.3.1 Why Building a Template?

A central notion in computational anatomy is the generation of registration maps, mapping a large set of anatomical data to a common coordinate system to study intra-population variability and inter-population differences. In this chapter, we use the method introduced by Glaunès et al. [5] which estimates a template given a collection of unlabelled points sets or surfaces in the framework of scalar measures and currents. In our case we use the framework of currents. This method is posed as a minimum mean squared error estimation problem and uses the metric on the space of diffeomorphisms. Let $S_{i}$ be $N$ surfaces in $\mathbb{R}^{3}$ (i.e. the whole surface population). Let $\left[S_{i}\right.$ ] be the corresponding current of $S_{i}$, or its approximation by a finite sum of vectorial Diracs. The problem is formulated as follows:

$$
\begin{equation*}
\left\{\hat{v}_{i}, \hat{\mathcal{T}}\right\}=\underset{v_{i}, \mathcal{T}}{\arg \min } \sum_{i=1}^{N}\left\{\left\|\mathcal{T}-\left[\varphi_{v_{i}}\left(S_{i}\right)\right]\right\|_{W^{*}}^{2}+\gamma E\left(v_{i}\right)\right\} \tag{10.18}
\end{equation*}
$$

where the minimization is performed over the spaces $L^{2}([0,1], V)$ for the velocity fields $v_{i}$ and over the space of currents $W^{*}$ for $\mathcal{T}$. The method uses an alternated optimization i.e. surfaces are successively matched to the template, then the template is updated and this sequence is iterated until convergence. One can observe that when $\varphi_{i}$ is fixed, the functional is minimized when $\mathcal{T}$ is the average of $\left[\varphi_{i}\left(S_{i}\right)\right]$ in space $W^{*}$ :

$$
\begin{equation*}
\mathcal{T}=\frac{1}{N} \sum_{i=1}^{N}\left[\varphi_{v_{i}}\left(S_{i}\right)\right] \tag{10.19}
\end{equation*}
$$

which makes the optimization with respect to $\mathcal{T}$ straightforward. This optimal current is not a surface itself; in practice it is constituted by the union of all surfaces $\varphi_{v_{i}}\left(S_{i}\right)$, and the $\frac{1}{N}$ factor acts as if all normal vectors to these surfaces were weighted by $\frac{1}{N}$.

At the end of the optimization process however, all surfaces being co-registered, the $\hat{\varphi}_{v_{i}}\left(S_{i}\right)$ are close to each other, which makes the optimal template $\hat{\mathcal{T}}$ close to being a true surface.

In practice, we stop the template estimation method after $P$ loops, and with the datasets we use, $P=7$ seems to be sufficient to obtain an adequate template.

As detailed in Sect. 10.2, obtaining a template allows to perform statistical analysis of the deformation maps via the initial momentum representation to characterize the population. One can run analysis on momentum vectors such as Principal Component Analysis (PCA), or estimate an approximation of pairwise diffeomorphic distances between subjects using the estimated template [17] in order to use manifold learning methods like Isomap [18].

In the present case, the optimal template for the population is not a true surface but is defined, in the space of currents, by the mean $\hat{\mathcal{T}}=\frac{1}{N} \sum_{j=1}^{N} \hat{\varphi}_{v_{j}}\left[S_{j}\right]$. However this makes no difference from the point of view of statistical analysis, because this template can be used in the LDDMM framework exactly as if it was a true surface.

One may speed up the estimation process and avoid local minima issues by defining a good initialization of the optimization process. Standard initialization consists in setting $\mathcal{T}=\frac{1}{N} \sum_{i=1}^{N}\left[S_{i}\right]$, which means that the initial template is defined as the combination of all unregistered shapes in the population. Alternatively, if one is given a good initial guess $\mathcal{T}$, the convergence speed of the method can be improved. This is the primary motivation for the introduction of the iterative centroid method which we present in the next section.

### 10.3.2 The Iterative Centroid Method

As presented in the introduction, computing a template in the LDDMM framework can be highly time consuming, taking a few days or some weeks for large real-world databases. To increase the speed of the method, one of the key points may be to start with a good initial template, already correctly centred among shapes in the population. Of course the computation time of such an initialization method must be substantially lower than the template estimation itself. The Iterative Centroid method presented here performs such an initialization with $N-1$ pairwise matchings only.

The LDDMM framework, in an ideal setting (exact matching between shapes), sets the template estimation problem as the computation of a centroid on a Riemannian manifold, which is of finite dimension in the discrete case (we limit our analysis to this finite dimensional setting in what follows). The Fréchet mean is the standard way for defining such a centroid and provides the basic inspiration of all LDDMM template estimation methods. Since our Iterated Centroid method is also inspired by considerations about computation of centroids in Euclidean space and their analogues on Riemannian manifolds, we will briefly discuss these ideas in the following.

Centroid computation on Euclidean and Riemannian spaces If $x_{i}, 1 \leq i \leq N$ are points in $\mathbb{R}^{d}$, then their centroid is defined as

$$
\begin{equation*}
b_{N}=\frac{1}{N} \sum_{i=1}^{N} x_{i} \tag{10.20}
\end{equation*}
$$

It satisfies also the following:

$$
\begin{equation*}
b_{N}=\underset{y \in \mathbb{R}^{d}}{\arg \min } \sum_{1 \leq i \leq N}\left\|y-x_{i}\right\|^{2} . \tag{10.21}
\end{equation*}
$$

Now, when considering points $x_{i}$ living on a Riemannian manifold $M$ (we assume $M$ is path-connected and geodesically complete), the definition of $b_{N}$ cannot be used because $M$ is not a vector space. However the variational characterization of $b_{N}$ has an analogue, which leads to the definition of the Fréchet mean, also called 2-mean, which is uniquely defined under some constraints (see [10]) on the relative locations of points $x_{i}$ in the manifold:

$$
\begin{equation*}
b_{N}=\underset{y \in M}{\arg \min } \sum_{1 \leq i \leq N} d_{M}\left(y, x_{i}\right)^{2} \tag{10.22}
\end{equation*}
$$

Many mathematical studies (as for example Kendall [19], Karcher [20] Le [21], Afsari [22, 23]), have focused on proving the existence and uniqueness of the mean, as well as proposing algorithms to compute it. The more general notion of $p$-mean of a probability measure $\mu$ on a Riemannian manifold $M$ is defined by:

$$
\begin{equation*}
b=\underset{x \in M}{\arg \min } F_{p}(x), \quad F_{p}(x)=\int_{M} d_{M}(x, y)^{p} \mu(d y) . \tag{10.23}
\end{equation*}
$$

Arnaudon et al. [10] published in 2012 for $p \geq 1$ a stochastic algorithm which converges almost surely to the $p$-mean of the probability measure $\mu$. This algorithm does not require to compute the gradient of the functional $F_{p}$ to minimize. The authors construct a time inhomogeneous Markov chain by choosing at each step a random point $P$ with distribution $\mu$ and moving the current point $X$ to a new position along the geodesic connecting $X$ to $P$. As it will be obvious in the following, our method shares similarities with this method for the case $p=2$, in that it also uses an iterative process which at each step moves the current position to a new position along a geodesic. However our method is not stochastic and does not compute the 2-mean of the points. Moreover, our approach stops after $N-1$ iterations, while on the contrary the stochastic method does not ensure to have considered all subjects of the population after $N$ iterations.

Other definitions of centroids in the Riemannian setting can be proposed. The following ideas are more directly connected to our method. Going back to the Euclidean case, one can observe that $b_{N}$ satisfies the following iterative relation:

$$
\left\{\begin{array}{l}
b_{1}=x_{1}  \tag{10.24}\\
b_{k+1}=\frac{k}{k+1} b_{k}+\frac{1}{k+1} x_{k+1}, \quad 1 \leq k \leq N-1
\end{array}\right.
$$

which has the side benefit that at each step $b_{k}$ is the centroid of the $x_{i}, 1 \leq i \leq k$. This iterative process has an analogue in the Riemannian case, because one can interpret the convex combination $\frac{k}{k+1} b_{k}+\frac{1}{k+1} x_{k+1}$ as the point located along the geodesic linking $b_{k}$ to $x_{k+1}$, at a distance equal to $\frac{1}{k+1}$ of the total length of the geodesic, which we can write $\operatorname{geod}\left(b_{k}, x_{k+1}, \frac{1}{k+1}\right)$. This leads to the following definition in the Riemannian case:

$$
\left\{\begin{array}{l}
\tilde{b}_{1}=x_{1}  \tag{10.25}\\
\tilde{b}_{k+1}=\operatorname{geod}\left(\tilde{b}_{k}, x_{k+1}, \frac{1}{k+1}\right), \quad 1 \leq k \leq N-1,
\end{array}\right.
$$

Of course this new definition of centroid does not coincide with the Fréchet mean when the metric is not Euclidean, and furthermore it has the drawback to depend on the ordering of points $x_{i}$. Moreover one may consider other iterative procedures such as computing midpoints between arbitrary pairs of points $x_{i}$, and then midpoints of the midpoints, etc. In other words, all procedures that are based on decomposing the Euclidean equality $b_{N}=\frac{1}{N} \sum_{i=1}^{N} x_{i}$ as a sequence of pairwise convex combinations lead to possible alternative definitions of centroid in a Riemannian setting. Based on these remarks, Emery and Mokobodzki [24] proposed to define the centroid not as a unique point but as the set $B_{N}$ of points $x \in M$ satisfying

$$
\begin{equation*}
f(x) \leq \frac{1}{N} \sum_{i=1}^{N} f\left(x_{i}\right) \tag{10.26}
\end{equation*}
$$

for any convex function $f$ on $M$ (a convex function $f$ on $M$ being defined by the property that its restriction to all geodesics is convex). This set $B_{N}$ takes into account all centroids obtained by bringing together points $x_{i}$ by all possible means, i.e. recursively by pairs, or by iteratively adding a new point, as explained above (see Fig. 10.2).

Outline of the method The Iterated Centroid method consists roughly in applying the following procedure: given a collection of $N$ shapes $S_{i}$, we successively update the centroid by matching it to the next shape and moving along the geodesic flow. Figure 10.1 illustrates the general idea. We propose two alternative ways for the update step (algorithms 1 and 2 below).

Direct iterative centroid: IC1 The first version of the method computes a centroid between two objects $O_{1}$ and $O_{2}$ by transporting a first object $O_{1}$ along the geodesic going from this object to $O_{2}$. The transport is stopped depending of the weights of


Fig. 10.1 Illustration of the method. Left image red stars are subjects of the population, the yellow star is the final Centroid, and orange stars are iterations of the centroid. Right image Final centroid with the hippocampus population from Data1 (red). See Sect. 10.4.1 for more details about datasets


Fig. 10.2 Diagrams of the iterative processes which lead to the centroid computation. The tops of the diagrams represent the final centroid. The diagram on the left corresponds to the iterative centroid algorithms (IC1 and IC2). The diagram on the right corresponds to the pairwise algorithm (PW)
the objects. If the weight of $O_{1}$ is $w_{1}$, and the weight of $O_{2}$ is $w_{2}$ with $w_{1}+w_{2}=1$, we stop the deformation of $O_{1}$ at time $t=w_{2}$. Since the method is iterative, the first two objects are two subjects of the population, for the next step we have as a first object the previous centroid and as a second object a new subject of the population. The algorithm proceeds as presented in the Algorithm 1.

```
Data: \(N\) surfaces \(S_{i}\)
Result: 1 surface \(B_{N}\) representing the centroid of the population
\(B_{1}=S_{1}\);
for \(i\) from 1 to \(N-1\) do
    \(B_{i}\) is matched using the Eq. (10.16) to \(S_{i+1}\) which results in a deformation map \(\phi_{v_{i}}(x, t)\);
    Set \(B_{i+1}=\phi_{v_{i}}\left(B_{i}, \frac{1}{i+1}\right)\) which means we transport \(B_{i}\) along the geodesic and stop at
    time \(t=\frac{1}{i+1}\);
end
```

Algorithm 1: Iterative Centroid 1 (IC1)

Iterative centroid with averaging in the space of currents: IC2 Because matchings are inaccurate, the centroid computed with the method presented above accumulates small errors which can have an impact on the final centroid. Furthermore, the centroid computed with algorithm 1 is in fact a deformation of the first shape $S_{1}$, which makes the procedure even more dependent on the ordering of subjects than it would be in an ideal exact matching setting. In this second algorithm, we modify the updating step by computing a mean in the space of currents between the deformation of the current centroid and the backward flow of the curent shape being matched. Hence the computed centroid is not a true surface but a current, i.e. combination of surfaces, as in the template estimation method. The weights chosen in the averaging reflects the relative importance of the new shape, so that at the end of the procedure, all shapes forming the centroid have equal weight $\frac{1}{N}$. The algorithm proceeds as presented in Algorithm 2.

```
Data: \(N\) surfaces \(S_{i}\)
Result: 1 current \(\mathcal{B}_{N}\) representing the centroid of the population
\(\mathcal{B}_{1}=\left[S_{1}\right]\);
for \(i\) from 1 to \(N-1\) do
    \(\mathcal{B}_{i}\) is matched using the Eq. (10.16) to \(S_{i+1}\) which results in a deformation map \(\phi_{v_{i}}(x, t)\);
    Set \(\mathcal{B}_{i+1}=\frac{i}{i+1} * \phi_{v_{i}}\left(\mathcal{B}_{i}, \frac{1}{i+1}\right)+\frac{1}{i+1}\left[\phi_{u_{i}}\left(S_{i+1}, \frac{i}{i+1}\right)\right]\) which means we transport \(\mathcal{B}_{i}\)
    along the geodesic and stop at time \(t=\frac{1}{i+1}\);
    where \(u_{i}(x, t)=-v_{i}(x, 1-t)\), i.e. \(\phi_{u_{i}}\) is the reverse flow map.
end
```

Algorithm 2: Iterative Centroid 2 (IC2)
Note that we have used the notation $\phi_{v_{i}}\left(\mathcal{B}_{i}, \frac{1}{i+1}\right)$ to denote the transport (pushforward) of the current $\mathcal{B}_{i}$ by the diffeomorphism. Here $\mathcal{B}_{i}$ is a linear combination of currents associated to surfaces, and the transported current is the linear combination (keeping the weights unchanged) of the currents associated to the transported surfaces.
An alternative method: Pairwise Centroid ( $P W$ ) Another possibility is to group objects by pairs, compute centroids (middle points) for each pair, and then recursively apply the same procedure to the set of centroids, until having only one centroid (see Fig. 10.2). This pairwise method also depends on the ordering of subjects, and also provides a centroid which satisfies the definition of Emery and Mokobodzki (disregarding the inaccuracy of matchings).

When the population is composed of more than 3 subjects, we split the population in two parts and recursively apply the same splitting until having two or three objects in each group. We then apply algorithm 1 to obtain the corresponding centroid before going back up along the dyadic tree, and keeping attention to the weight of each object. This recursive algorithm is described in algorithm 3.

```
Data: \(N\) surfaces \(S_{i}\)
Result: 1 surface \(B\) representing the centroid of the population
if \(N \geq 2\) then
    \(B_{l e f t}=\) Pairwise Centroid \(\left(S_{1}, \ldots, S_{[N / 2]}\right)\);
    \(B_{\text {right }}=\) Pairwise Centroid \(\left(S_{[N / 2]+1}, \ldots, S_{N}\right)\);
    \(B_{\text {left }}\) is matched to \(B_{\text {right }}\) which results in a deformation map \(\phi_{v}(x, t)\);
    Set \(B=\phi_{v}\left(B_{\text {left }}, \frac{[N / 2]+1}{N}\right)\) which means we transport \(B_{\text {left }}\) along the geodesic and stop
    at time \(t=\frac{[N / 2]+1}{N}\);
end
else
    \(B=S_{1}\)
end
```

Algorithm 3: Pairwise Centroid

### 10.3.3 Implementation

The methods presented just before need some parameters. Indeed, in each algorithm we have to compute the matching from one surface to another. For each matching we minimize the corresponding functional (see Eq. 10.17 at the end of Sect. 10.2.2) which estimates the news momentum vectors $\alpha$, which then are used to update the positions of points $x_{i}$ of the surface. A gradient descent with adaptive step size is used for the minimization of the functional $J$. Evaluation of the functional and its gradient require numerical integrations of high-dimensional ordinary differential equations, which is done using Euler trapezoidal rule.

The main parameters for computing $J$ are maxiter which is the maximum number of iterations for the adaptive step size gradient descent algorithm, $\gamma$ for the regularity of the matching, and $\sigma_{W}$ and $\sigma_{V}$ the sizes of the kernels which control the metric of the spaces $W$ and $V$.

We selected parameters in order to have relatively good matchings in a short time. We chose $\gamma$ close enough to zero to enforce the matching to bring the first object to the second one. Nevertheless, we must be prudent: choosing a $\gamma$ too small could be hazardous because the regularity of the deformation could not be preserved. For each pairwise matching, we use the multi-scale approach described in Sect. 10.2.2 page 5, performing four consecutive optimization processes with decreasing values by a constant factor of the $\sigma_{W}$ parameter which is the size of the R. K. H. S. $W$, to increase the precision of the matching. At the beginning, we fix this $\sigma_{W}$ parameter with a sufficient large value in order the capture the possible important variations or differences between shapes. This is for this reason that for the two first minimizations of the functional, we use a small maxiter parameter. For the results presented after, we used very small values for the parameter maxiter $=[50,50,100,300]$, to increase the velocity of the method. Results can be less accurate than in our previous study [25] which used different values for maxiter: [40, 40, 100, 1000], which take twice as much time to compute. For the kernel size $\sigma_{V}$ of the deformation space, we fix this parameter at the beginning and have to adapt it to the size of the data.


Fig. 10.3 On the left, an iterative centroid of the dataset data2 (see Sect. 10.4.1 for more details about datasets) computed using the IC1 algorithm, and on the right the IC2 algorithm

The first method starts from $N$ surfaces, and gives a centroid composed by only one surface, which is a deformation of the surface used at the initialization step. An example is shown in Fig. 10.3. This method is rather fast, because at each step we have to match only one mesh composed by $n_{1}$ vertices to another, where $n_{1}$ is the number of vertices of the first mesh of the iterative procedure.

The second method starts from $N$ surfaces and gives a centroid composed of deformations of all surfaces of the population. At each step it forms a combination in the space of currents between the current centroid and a backward flow of the new surface being matched. In practice this implies that the centroid grows in complexity; at step $i$ its number of vertices is $\sum_{j=1}^{i} j * n_{j}$. Hence this algorithm is slower than the first one, but the mesh structure of the final centroid does not depend on the mesh of only one subject of the population, and the combination compensates the bias introduced by the inaccuracy of matchings.

The results of the Iterative Centroid algorithms depend on the ordering of subjects. We will study this dependence in the experimental part, and also study the effect of stopping the I. C. before it completes all iterations.

### 10.4 Experiments and Results

### 10.4.1 Data

To evaluate our approach, we used data from 95 young (14-16 years old) subjects from the European database IMAGEN. The anatomical structure that we considered was the hippocampus, which is a small bilateral structure of the temporal lobe of the brain involved in memory processes. The hippocampus is one of the first structures to be damaged in Alzheimer's disease; it is also implicated in temporal lobe epilepsy, and is altered in stress and depression. Ninety five left hippocampi were segmented from T1-weighted Magnetic Resonance Images (MRI) of this database (see Fig. 10.4)


Fig. 10.4 Left panel coronal view of the MRI with the meshes of hippocampi segmented by the SACHA software [26], the right hippocampus is in green and the left one in pink. Right panel 3D view of the hippocampi


Fig. 10.5 Top to bottom meshes from Data1 $(\mathrm{n}=500)$, Data2 $(\mathrm{n}=95)$ and RealData $(\mathrm{n}=95)$
with the software SACHA [26], before computing meshes from the binary masks using BrainVISA software. ${ }^{1}$

We denote as RealData the dataset composed of all 95 hippocampi meshes. We rigidly aligned all hippocampi to one subject of the population. For this rigid registration, we used a similarity term based on measures (as in [27]) rather than currents.

We also built two synthetic populations of hippocampi meshes, denoted as Datal and Data2. Data1 is composed of a large number of subjects, in order to test our algorithms on a large dataset. In order to study separately the effect of the population size, meshes of this population are simple. Data2 is a synthetic population close to the real one, with the difference that all subjects have the same mesh structure.

[^26]This allows to test our algorithms in a population with a single mesh structure, thus disregarding the effects of different mesh structures. These two datasets are defined as follows (examples of subjects from these datasets are shown on Fig. 10.5):

- Data 1 We chose one subject $S_{0}$ that we decimated (down to 135 vertices) and deformed using geodesic shooting in 500 random directions with a sufficiently large kernel and a reasonable momentum vector norm in order to preserve the overall hippocampal shape, resulting in 500 deformed objects. Each deformed object was then further transformed by a translation and a rotation of small magnitude. This resulted in the 500 different shapes of Data1. All shapes in Data1 have the same mesh structure. Datal thus provides a large dataset with simple meshes and mainly global deformations.
- Data 2 We chose the same initial subject $S_{0}$ that we decimated to 1001 vertices. We matched this mesh to each subject of the dataset RealData ( $n=95$ ), using diffeomorphic deformation, resulting in 95 meshes with 1001 vertices. Data2 has more local variability than Data1, and is closer to the anatomical truth.


### 10.4.2 Effect of Subject Ordering

Each of the 3 proposed algorithms theoretically depends on the ordering of subjects. Here, we aim to assess the influence of the ordering of subjects on the final centroid for each algorithm.

For that purpose, we compared several centroids computed with different orderings. For each dataset and each algorithm, we computed 10 different centroids. We computed the mean $m 1$ and maximal distance between all pairs of centroids. The three datasets have different variabilities. In order to relate the previous mean distance to the variability, we also computed the mean distance $m 2$ between each centroid and all subjects of a given dataset. We finally computed the ratio between these two mean distances $m 1 / m 2$. Distances between surfaces were computed in the space of currents, i.e. to compare two surfaces $S$ and $T$, we computed the squared norm $\|[S]-[T]\|_{W^{*}}^{2}$. Results are presented in Table 10.1. Additionnaly, we computed the mean of distances between centroids computed using the different methods. Results are presented in Table 10.2.

For each dataset and for each type of centroid, the mean of distances between all 10 centroids is small compared to the mean of distances between the centroid and the subjects. However, the three algorithms IC1, IC2 and PW were not equally influenced by the ordering. IC2 seems to be the most stable: the different centroids are very close one to each other, this being true for all datasets. This was expected since we reduce the matching error by combining in the space of currents the actual centroid with the deformation of the new subject along the reverse flow. For IC1, the distance was larger for Data2 and RealData, which have anatomically more realistic deformations, than for Data1, which has rather simplistic shapes. This suggests that, for real datasets, IC1 is more dependent on the ordering than IC2. This is due to the

Table 10.1 Distances between centroids computed with different subjects orderings, for each dataset and each of the 3 algorithms

|  |  | From different order |  |  | To the dataset |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | mean (m1) | max | std | mean (m2) | $m 1 / m 2$ |
| Datal | IC1 | 0.8682 | 1.3241 | 0.0526 | 91.25 | 0.0095 |
|  | IC2 | 0.5989 | 0.9696 | 0.0527 | 82.66 | 0.0072 |
|  | PW | 3.5861 | 7.1663 | 0.1480 | 82.89 | 0.0433 |
| Data2 | IC1 | 2.4951 | 3.9516 | 0.2205 | 16.29 | 0.1531 |
|  | IC2 | 0.2875 | 0.4529 | 0.0164 | 15.95 | 0.0181 |
|  | PW | 3.8447 | 5.3172 | 0.1919 | 17.61 | 0.2184 |
| RealData | IC1 | 4.7120 | 6.1181 | 0.0944 | 18.54 | 0.2540 |
|  | IC2 | 0.5583 | 0.7867 | 0.0159 | 17.11 | 0.0326 |
|  | PW | 5.3443 | 6.1334 | 0.1253 | 19.73 | 0.2708 |

The three first columns present the mean, standard deviation and the maximum of distances between all pairs of centroids computed with different orderings. The fourth column displays the mean of distances between each centroid algorithm and all subjects of the datasets. Distances are computed in the space of currents

Table 10.2 In columns, average distances between centroids computed using the different algorithms

|  | IC1 versus IC2 | IC1 versus PW | IC2 versus PW |
| :--- | :--- | :--- | :--- |
| Data1 | 1.57 | 5.72 | 6.31 |
| Data2 | 1.89 | 3.60 | 3.42 |
| RealData | 3.51 | 5.31 | 4.96 |

fact that IC1 provides a less precise estimate of the centroid between two shapes since it does not incorporate the reverse flow. For all datasets, distances for PW were larger than those for IC1 and IC2, suggesting that the PW algorithm is the most dependent on the subjects ordering. Furthermore, centroids computed with PW are also farther from those computed using IC1 or IC2. Furthermore, we speculate that the increased sensitivity of PW over IC1 may be due to the fact that, in IC1, $n-1$ levels of averaging are performed (and only $\log _{2} n$ for PW) leading to a reduction of matching errors.

Finally, in order to provide a visualization of the differences, we present matchings between 3 centroids computed with the IC1 algorithm, in the case of RealData. Figure 10.6 shows that shape differences are local and residual. Visually, the 3 centroids are almost similar, and the amplitudes of momentum vectors, which bring one centroid to another, are small and local.

### 10.4.3 Position of the Centroids Within the Population

We also assessed whether the centroids are close to the center of the population. To that purpose, we calculated the ratio


Fig. 10.6 a First row 3 initial subjects used for 3 different centroid computations with IC1 (mean distance between such centroids, in the space of currents, is 4.71) on RealData. Second row the 3 centroids computed using the 3 subjects from the first row as initialization. b Maps of the amplitude of the momentum vectors that map each centroid to another. Top and bottom views of the maps are displayed. One can note that the differences are small and local

$$
\begin{equation*}
R=\frac{\left\|\frac{1}{N} \sum_{i=1}^{N} v_{0}\left(S_{i}\right)\right\|_{V}}{\frac{1}{N} \sum_{i=1}^{N}\left\|v_{0}\left(S_{i}\right)\right\|_{V}}, \tag{10.27}
\end{equation*}
$$

with $v_{0}\left(S_{i}\right)$ the vector field corresponding to the initial momentum vector of the deformation from the template or the centroid to the subject $i$. This ratio gives some indication about the centering of the centroid, because in a pure Riemannian setting (i.e. disregarding the inaccuracies of matchings), a zero ratio would mean that we are at a critical point of the Fréchet functional, and under some reasonable assumptions on the curvature of the shape space in the neighbourhood of the dataset (which we cannot check however), it would mean that we are at the Fréchet mean. To compute $R$, we need to match the centroid to all subjects of the population. We computed this ratio on the best (i.e. the centroid which is the closest to all other centroids) centroid for each algorithm and for each dataset.

Results are presented in Table 10.3. We can observe that the centroids obtained with the three different algorithms are reasonably centered for all datasets. Centroids for Data1 are particularly well centered, which was expected given the nature of this population. Centroids for Data2 and RealData are slightly less well centered but they

Table 10.3 Ratio values for assessing the position of the representative centroid within the population, computed using Eq. 10.27 (for each algorithm and for each dataset)

| $R$ | IC1 | IC2 | PW |
| :--- | :--- | :--- | :--- |
| Data1 | 0.046 | 0.038 | 0.085 |
| Data2 | 0.106 | 0.102 | 0.107 |
| RealData | 0.106 | 0.107 | 0.108 |

are still close to the Fréchet mean. It is likely that using more accurate matchings (and thus increasing the computation time of the algorithms) we could reduce this ratio for RealData and Data2. Besides, one can note that ratios for Data2 and RealData are very similar; this indicates that the centering of the centroid is not altered by the variability of mesh structures in the population.

### 10.4.4 Effects of Initialization on Estimated Template

The initial idea was to have a method which provides a good initialization for template estimation methods for large databases. We just saw that IC1 and IC2 centroids are both reasonably centered and do not depend on the subjects ordering. Despite the fact that IC2 has the smallest sensitivity to the subjects ordering, the method is slower and provides a centroid composed of $N$ meshes. Because we want to decrease the computation time for the template estimation of a large database, it is natural to choose as initialization a centroid composed by only one mesh (time saved in kernel convolution) in a short time. We advocate to choose IC1 over PW because we can stop the IC1 algorithm at any step to get a centroid of the sub-population used so far. Furthermore, PW seems to be more sensitive to subjects ordering.

Now, we study the impact of the use of a centroid, computed with the IC1 algorithm, as initialization for the template estimation method presented in Sect. 10.3.1. To that purpose, we compared the template obtained using a standard initialization, denoted as $T$ (StdInit), to the template initialized with IC1 centroid, denoted as $T(I C 1)$. We chose to stop the template estimation method after 7 iterations of the optimization process. We arbitrarily chose this number of iterations, it is large enough to have a good convergence for $T(I C 1)$ and to have an acceptable convergence for $T$ (StdInit). We did not use a stopping criterion based on the $W^{*}$ metric because it is highly dependent on the data and is difficult to establish when using a multiscale approach. In addition to comparing $T(I C 1)$ to $T$ (StdInit), we also compared the templates corresponding to two different IC1 intialization based on two different orderings. We compared the different templates in the space of currents. Results are presented in Table 10.4. We also computed the same ratios $R$ as in equation 10.27. Results are presented in Table 10.5.

One can note that the differences between $T(I C 1)$ for different orderings are small for Data1 and Data2 and larger for RealData, suggesting that these are due to the mesh used for the initialization step. We can also observe that templates initialized

Table 10.4 Distances between templates initialized via differents IC1 ( $T(I C 1)$ ) for each datasets, and the distance between template initialized via the standard initialization (T(StdInit)) and templates initialized via IC1

|  | $\mathrm{T}(\mathrm{IC} 1)$ versus T(IC1) | $\mathrm{T}(\mathrm{IC} 1)$ versus T(StdInit) |
| :--- | :--- | :--- |
| Data1 | 0.9833 | 40.9333 |
| Data2 | 0.6800 | 20.4666 |
| RealData | 4.0433 | 26.8667 |

Table 10.5 Ratios $R$ for templates ( $T(I C 1)$ ) and for the template with its usual initialization $T$ (StdInit), for each datasets

| $R$ | $T(I C 1)$ | $\mathrm{T}($ StdInit $)$ |
| :--- | :--- | :--- |
| Data1 | 0.0057 | 0.0062 |
| Data2 | 0.0073 | 0.0077 |
| RealData | 0.0073 | 0.0074 |



Fig. 10.7 Estimated template from RealData. On the left, initialized via the standard initialization which is the whole population. On the right, estimated template initialized via a IC1 centroid
via IC1 are far, in terms of distances in the space of currents, from the template initialized by the standard initialization. These results could be alarming, but the results of ratios (see Table 10.5) prove that templates are all very close to the Fréchet mean, and that the differences are not due to a bad template estimation. Moreover, both templates are visually similar as seen on Fig. 10.7.

### 10.4.5 Effect of the Number of Iterations for Iterative Centroids

Since it is possible to stop the Iterative Centroid methods IC1 and IC2 at any step, we wanted to assess the influence of computing only a fraction of the $N$ iterations on the estimated template. Indeed one may wonder if computing an I.C. at e.g. $40 \%$ (then saving $60 \%$ of computation time for the IC method) could be enough


Fig. 10.8 First row Graphs of average $W^{*}$-distances between the IC1 at $x \%$ and the final one. The second row present the same results with IC2

Table 10.6 Results of initialization of template estimation method by a IC1 at $40 \%$

|  | Data1 | Data2 | RealData |
| :--- | :---: | :---: | :---: |
| T(IC1 at $40 \%)$ versus T(StdInit) | 41.41 | 24.41 | 24.82 |
| T(IC1 at $40 \%)$ versus T(IC1 at $100 \%$ ) | 9.36 | 9.56 | 6.18 |
| R value for T(IC1 at $40 \%)$ | 0.040 | 0.106 | 0.105 |

to initialize a template estimation. Moreover, for large datasets, the last subject will have a very small influence: for a database composed of 1000 subjects, the weight of the last subject is $1 / 1000$. We performed this experiment in the case of IC1. In the following, we call "IC1 at $x \%$ " an IC1 computed using $x \times N / 100$ subjects of the population.

We computed the distance in the space of currents between "IC1 at $x \%$ " and IC1. Results are presented on Fig. 10.8. These distances are averaged over the 10 centroids computed for each datasets. We can note that after processing $40 \%$ of the population, the IC1 covers more than $75 \%$ of the distance to the final centroid for all datasets.

We also compared $\mathrm{T}(\mathrm{IC1}$ at $40 \%$ ) to $\mathrm{T}(\mathrm{IC} 1)$ and to T (StdInit), using distances in the space of currents, as well as the $R$ ratio defined in Eq. 10.27. Results are shown on Table 10.6). They show that using $40 \%$ of subjects lowers substantially the quality of the resulting template. Indeed the estimated template seems trapped in the local minimum found by the IC1 at $40 \%$. We certainly have to take into account the size of the dataset. Nevertheless, we believe that if the dataset is very large and sufficiently homogeneous we could stop the Iterative Centroid method before the end.

### 10.4.6 Computation Time

To speed up the matchings, we use a GPU implementation for the computation of kernel convolutions, which constitutes the most time-consuming part of LDDMM

Table 10.7 Computation time (in h) for Iterative Centroids and for template estimation initialised by IC1 ( $T(I C 1)$ ), the standard initialization (T(StdInit)) and by IC1 at $40 \%$ (T(IC1 at $40 \%)$ )

| Computation time (h) | Data1 | Data2 | RealData |
| :--- | :--- | :--- | :--- |
| IC1 | 1.7 | 0.7 | 1.2 |
| IC2 | 5.2 | 2.4 | 7.5 |
| PW | 1.4 | 0.7 | 1.2 |
| $T(I C 1)$ | $21.1(=1.7+19.4)$ | $13.3(=0.7+12.6)$ | $27.9(=1.2+26.7)$ |
| T(StdInit) | 96.1 | 20.6 | 99 |
| T(IC1 at $40 \%)$ | $24.4(=0.7+23.7)$ | $10.4(=0.3+10.1)$ | $40.7(=0.5+40.2)$ |

For $T$ (IC1), we give the complete time for the whole process i.e. the time for the IC1 computation plus the time for $T$ (IC1) computation itself
methods. Computations were performed on a Nvidia Tesla C1060 card. Computation times are displayed in Table 10.7.

We can note that the computation time of IC1 is equal to the one of PW and that these algorithms are faster than the IC2 algorithm, as expected. The computation time for any IC method (even for IC2) is much lower (by a factor from 10 to $80 \%$ ) than the computation time of the template estimation method. Morevoer, initializing the template estimation with IC1 can save up to $70 \%$ of computation time over the standard initialization. On the other hand, using T(IC1 at $40 \%$ ) does not reduce computation time compared to using T(IC1).

It could be interesting to evaluate the parameters which would lead to a more precise centroid estimate in a time that would still be inferior to that needed for the template estimation. We should also mention that one could speed up computations by adding a Matching Pursuit on currents as described in [9].

### 10.5 Conclusion

We have proposed a new approach for the initialization of template estimation methods. The aim was to reduce computation time by providing a rough initial estimation, making more feasible the application of template estimation on large databases.

To that purpose, we proposed to iteratively compute a centroid which is correctly centered within the population. We proposed three different algorithms to compute this centroid: the first two algorithms are iterative (IC1 and IC2) and the third one is recursive (PW). We have evaluated the different approaches on one real and two synthetic datasets of brain anatomical structures. Overall, the centroids computed with all three approaches are close to the Fréchet mean of the population, thus providing a reasonable centroid or initialization for template estimation method. Furthermore, for all methods, centroids computed using different orderings are similar. It can be noted that IC2 seems to be more robust to the ordering than IC1 which in turns seems more robust than PW. Nevertheless, in general, all methods appear relatively robust with respect to the ordering.

The advantage of iterative methods, like IC1 and IC2, is that we can stop the deformation at any step, resulting in a centroid built with part of the population. Thus, for large databases (composed for instance of 1000 subjects), it may not be necessary to include all subjects in the computation since the weight of these subjects will be very small. The iterative nature of IC1 and IC2 provides another interesting advantage which is the possible online refinement of the centroid estimation as new subjects are entered in the dataset. This leads to an increased possibility of interaction with the image analysis process. On the other hand, the recursive PW method has the advantage that it can be parallelized (still using GPU implementation), although we did not implement this specific feature in the present work.

Using the centroid as initialization of the template estimation can substantially speed up the convergence. For instance, using IC1 (which is the fastest one) as initialization saved up $70 \%$ of computation time. Moreover, this method could certainly be used to initialize other template estimation methods, such as the method proposed by Durrleman et al. [6].

As we observed, the centroids, obtained with rough parameters, are close to the Fréchet mean of the population, thus we believe that computing IC with more precise parameters (but still reasonable in terms of computation time), we could obtain centroids closer to the center. This accurate centroid could be seen as a cheap alternative to true template estimation methods, particularly if computing a precise mean of the population of shapes is not required. Indeed, in the LDDMM framework, template-based shape analysis gives only a first-order, linearized approximation of the geometry in shape space. In a future work, we will study the impact of using IC as a cheap template on results of population analysis based for instance on kernel principal component analysis. Finally, the present work deals with surfaces for which the metric based on currents seems to be well-adapted. Nevertheless, the proposed algorithms for centroid computation are general and could be applied to images, provided that an adapted metric is used.
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# Chapter 11 <br> Hartigan's Method for $\boldsymbol{k}$-MLE: Mixture Modeling with Wishart Distributions and Its Application to Motion Retrieval 
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#### Abstract

We describe a novel algorithm called $k$-Maximum Likelihood Estimator ( $k$-MLE) for learning finite statistical mixtures of exponential families relying on Hartigan's $k$-means swap clustering method. To illustrate this versatile Hartigan $k$-MLE technique, we consider the exponential family of Wishart distributions and show how to learn their mixtures. First, given a set of symmetric positive definite observation matrices, we provide an iterative algorithm to estimate the parameters of the underlying Wishart distribution which is guaranteed to converge to the MLE. Second, two initialization methods for $k$-MLE are proposed and compared. Finally, we propose to use the Cauchy-Schwartz statistical divergence as a dissimilarity measure between two Wishart mixture models and sketch a general methodology for building a motion retrieval system.


Keywords Mixture modeling • Wishart $\cdot k$-MLE $\cdot$ Bregman divergences $\cdot$ Motion retrieval

### 11.1 Introduction and Prior Work

Mixture models are a powerful and flexible tool to model an unknown probability density function $f(x)$ as a weighted sum of parametric density functions $p_{j}\left(x ; \theta_{j}\right)$ :

[^27]$$
f(x)=\sum_{j=1}^{K} w_{j} p_{j}\left(x ; \theta_{j}\right), \text { with } w_{j}>0 \text { and } \sum_{j=1}^{K} w_{j}=1 .
$$

By far, the most common case are mixtures of Gaussians for which the ExpectationMaximization (EM) method is used for decades to estimate the parameters $\left\{\left(w_{j}, \theta_{j}\right)\right\}_{j}$ from the maximum likelihood principle. Many extensions aimed at overcoming its slowness and lack of robustness [1]. From the seminal work of Banerjee et al. [2], several methods have been generalized for the exponential families in connection with the Bregman divergences. In particular, the Bregman soft clustering provides a unifying and elegant framework for the EM algorithm with mixtures of exponential families. In a recent work [3], the $k$-Maximum Likelihood Estimator ( $k$-MLE) has been proposed as a fast alternative to EM for learning any exponential family mixtures: $k$-MLE relies on the bijection of exponential families with Bregman divergences to transform the mixture learning problem into a geometric clustering problem. Thus we refer the reader to the review paper [4] for an introduction to clustering.

This paper proposes several variations around the initial $k$-MLE algorithm with a specific focus on mixtures of Wishart [5]. Such a mixture can model complex distributions over the set $\mathcal{S}_{++}^{d}$ of $d \times d$ symmetric positive definite matrices. Data of this kind comes naturally in some applications like diffusion tensor imaging, radar imaging but also artificially as signature for a multivariate dataset (region of interest in an multispectral image or a temporal sequence of measures for several sensors).

In the literature, the Wishart distribution is rarely used for modeling data but more often in bayesian approaches as a (conjugate) prior for the inverse covariance-matrix of a gaussian vector. This justifies that few works concern the estimation of the parameters of Wishart from a set of matrices. To the best of our knowledge, the only and most related work is the one of Tsai [6] concerning MLE and Restricted-MLE with ordering constraints. From the application viewpoint, one may cite polarimetric SAR imaging [7], bio-medical imaging [8]. Another example is a recent paper on people tracking [9] which applies Dirichlet process mixture model (infinite mixture model) to the clustering of covariance matrices.

The paper is organized as follows: Sect. 11.2 recalls the definition of an exponential family (EF), the principle of maximum likelihood estimation in EFs and how it is connected with Bregman divergences. From these definitions, the complete description of $k$-MLE technique is derived by following the formalism of the Expectation-Maximization algorithm in Sect. 11.3. In the same section, the Hartigan approach for $k$-MLE is proposed and discussed as well as how to initialize it properly. Section 11.4 concerns the learning of a mixture of Wishart with $k$-MLE. For this purpose, a iterative procedure that converges to the MLE when it exists. In Sect. 11.5, we describe an application scenario to motion retrieval before concluding in Sect.11.6.

### 11.2 Preliminary Definitions and Notations

An exponential family is a set of probability distributions admitting the following canonical decomposition:

$$
p_{F}(x ; \theta)=\exp \{\langle t(x), \theta\rangle+k(x)-F(\theta)\}
$$

with $t(x)$ the sufficient statistic, $\theta$ the natural parameter, $k$ the carrier measure and $F$ the log-normalizer [10]. Most of commonly used distributions such Bernoulli, Gaussian, Multinomial, Dirichlet, Poisson, Beta, Gamma, von Mises are indeed exponential families (see above reference for a complete list). Later on in the chapter, a canonical decomposition of the Wishart distribution as an exponential family will be detailed.

### 11.2.1 Maximum Likelihood Estimator

The framework of exponential families gives a direct solution for finding the maximum likelihood estimator $\hat{\theta}$ from a set of i.i.d observations $\chi=\left\{x_{1}, \ldots, x_{N}\right\}$. Denoting $\mathcal{L}$ the likelihood function

$$
\begin{equation*}
\mathcal{L}(\theta ; \chi)=\prod_{i=1}^{N} p_{F}\left(x_{i} ; \theta\right)=\prod_{i=1}^{N} \exp \left\{\left\langle t\left(x_{i}\right), \theta\right\rangle+k\left(x_{i}\right)-F(\theta)\right\} \tag{11.2}
\end{equation*}
$$

and $\bar{l}$ the average log-likelihood function

$$
\begin{equation*}
\bar{l}(\theta ; \chi)=\frac{1}{N} \sum_{i=1}^{N}\left(\left\langle t\left(x_{i}\right), \theta\right\rangle+k\left(x_{i}\right)-F(\theta)\right) \tag{11.3}
\end{equation*}
$$

It follows that the MLE $\hat{\theta}=\arg \max _{\Theta} \bar{l}(\theta ; \chi)$ for $\theta$ satisfies

$$
\begin{equation*}
\nabla F(\hat{\theta})=\frac{1}{N} \sum_{i=1}^{N} t\left(x_{i}\right) \tag{11.4}
\end{equation*}
$$

Recall that the functional reciprocal $(\nabla F)^{-1}$ of $\nabla F$ is also $\nabla F^{*}$ for $F^{*}$ the convex conjugate of $F$ [11]. It is a mapping from the expectation parameter space $\mathbf{H}$ to the natural parameter space $\Theta$. Thus, the MLE is obtained by mapping $(\nabla F)^{-1}$ on the average of sufficient statistics:

$$
\begin{equation*}
\hat{\theta}=(\nabla F)^{-1}\left(\frac{1}{N} \sum_{i=1}^{N} t\left(x_{i}\right)\right) \tag{11.5}
\end{equation*}
$$

Whereas determining $(\nabla F)^{-1}$ may be trivial for some univariate distributions like Bernoulli, Poisson, Gaussian, multivariate case is much challenging and lead to consider approximate methods to solve this variational problem [12].

### 11.2.2 MLE and Bregman Divergence

In this part, the link between MLE and Kullback-Leibler (KL) divergence is recalled. Banerjee et. al. [2] interpret the log-density of a (regular) exponential family as a (regular) Bregman divergence:

$$
\begin{equation*}
\log p_{F}(x ; \theta)=-B_{F^{*}}(t(x): \eta)+F^{*}(t(x))+k(x) \tag{11.6}
\end{equation*}
$$

where $F^{*}$ is the convex conjugate (Legendre transform) of $F$. Skipping a formal definition, a Bregman divergence for a strictly convex and differentiable function $\varphi: \Omega \mapsto \mathbb{R}$ is

$$
\begin{equation*}
B_{\varphi}\left(\omega_{1}: \omega_{2}\right)=\varphi\left(\omega_{1}\right)-\varphi\left(\omega_{2}\right)-\left\langle\omega_{1}-\omega_{2}, \nabla \varphi\left(\omega_{2}\right)\right\rangle . \tag{11.7}
\end{equation*}
$$

From a geometric viewpoint, $B_{\varphi}\left(\omega_{1}: \omega_{2}\right)$ is the difference between the value of $\varphi$ at $\omega_{1}$ and its first-order Taylor expansion around $\omega_{2}$ evaluated at $\omega_{1}$. Since $\varphi$ is convex, $B_{\varphi}$ is positive, zero if and only if (iff) $\omega_{1}=\omega_{2}$ but not symmetric in general. The expression of $F^{*}$ (and thus of $B_{F^{*}}$ ) follows from $(\nabla F)^{-1}$

$$
\begin{equation*}
F^{*}(\eta)=\left\langle(\nabla F)^{-1}(\eta), \eta\right\rangle-F\left((\nabla F)^{-1}(\eta)\right) . \tag{11.8}
\end{equation*}
$$

In Eq. 11.6, term $B_{F^{*}}(t(x): \eta)$ says how much sufficient statistic $t(x)$ on observation $x$ is dissimilar to $\eta \in \mathbf{H}$.

The Kullback-Leibler divergence on two members of the same exponential family is equivalent to the Bregman divergence of the associated log-normalizer on swapped natural parameters [10]:

$$
\begin{equation*}
\operatorname{KL}\left(p_{F}\left(. ; \theta_{1}\right) \| p_{F}\left(. ; \theta_{2}\right)\right)=B_{F}\left(\theta_{2}: \theta_{1}\right)=B_{F^{*}}\left(\eta_{1}: \eta_{2}\right) . \tag{11.9}
\end{equation*}
$$

Let us remark that $B_{F}$ is always known in a closed-form using the canonical decomposition of $p_{F}$ whereas $B_{F^{*}}$ requires the knowledge of $F^{*}$. Finding the maximizer of the $\log$ likelihood on $\Theta$ amounts to find the minimizer $\hat{\eta}$ of

$$
\sum_{i=1}^{N} B_{F^{*}}\left(t\left(x_{i}\right): \eta\right)=\sum_{i=1}^{N} \operatorname{KL}\left(p_{F^{*}}\left(. ; t\left(x_{i}\right)\right) \| p_{F^{*}}(. ; \eta)\right)
$$

on $\mathbf{H}$ since the two last terms in Eq. (11.6) are constant with respect to $\eta$.

### 11.3 Learning Mixtures with $\boldsymbol{k}$-MLE

This section presents how to fit a mixture of exponential families with $k$-MLE. This algorithm requires to have a MLE (see previous section) for each component distribution $p_{F_{j}}$ of the considered mixture. As it shares many properties with the EM
algorithm for mixtures, this latter is recalled first. The heuristics Lloyd and Hartigan for $k$-MLE are completely described. Also, two methods for the initialization of $k$-MLE are proposed depending whether or not component distributions are known.

### 11.3.1 EM Algorithm

Mixture modeling is a convenient framework to address the problem of clustering defined as the partitioning of a set of i.i.d observations $\chi=\left\{x_{i}\right\}_{i=1, \ldots, N}$ into "meaningful" groups regarding to some similarity. Consider a finite mixture model of exponential families (see Eq. 11.1)

$$
\begin{equation*}
f(x)=\sum_{j=1}^{K} w_{j} p_{F_{j}}\left(x ; \theta_{j}\right) \tag{11.10}
\end{equation*}
$$

where $K$ is the number of components and $w_{j}$ are the mixture weights which sum up to unity. Finding mixture parameters $\left\{\left(w_{j}, \theta_{j}\right)\right\}_{j}$ can be again addressed by maximizing the log likelihood of the mixture distribution

$$
\begin{equation*}
\mathcal{L}\left(\left\{\left(w_{j}, \theta_{j}\right)\right\}_{j} ; \chi\right)=\sum_{i=1}^{N} \log \sum_{j=1}^{K} w_{j} p_{F_{j}}\left(x_{i} ; \theta_{j}\right) \tag{11.11}
\end{equation*}
$$

For $K>1$, a sum of terms appearing inside a logarithm makes optimization much more difficult than the one of Sect. 11.2.1 $(K=1)$. A classical solution, also well suitable for clustering purpose, is to augment model with indicatory hidden vector variables $z_{i}$ where $z_{i j}=1$ iff observation $x_{i}$ is generated for $j$ th component and 0 otherwise. Previous equation is now replaced by the complete log likelihood of the mixture distribution

$$
\begin{equation*}
\mathcal{L}_{\mathbf{c}}\left(\left\{\left(w_{j}, \theta_{j}\right)\right\}_{j} ;\left\{\left(x_{i}, z_{i}\right)\right\}_{i}\right)=\sum_{i=1}^{N} \sum_{j=1}^{K} z_{i j} \log \left(w_{j} p_{F_{j}}\left(x_{i} ; \theta_{j}\right)\right) \tag{11.12}
\end{equation*}
$$

This is typically the framework of the Expectation-Maximization (EM) algorithm [13] which optimizes this function by repeating two steps:

1. Compute $\mathcal{Q}\left(\left\{\left(w_{j}, \theta_{j}\right)\right\}_{j},\left\{\left(w_{j}^{(t)}, \theta_{j}^{(t)}\right)\right\}_{j}\right)$ the conditional expectation of $\mathcal{L}_{\mathbf{c}}$ w.r.t. the observed data $\chi$ given an estimate $\left\{\left(w_{j}^{(t)}, \theta_{j}^{(t)}\right)\right\}_{j}$ for mixture parameters. This step amounts to compute $\hat{z}_{i}^{(t)}=\mathbb{E}_{\left\{\left(w_{j}^{(t)}, \theta_{j}^{(t)}\right)\right\}_{j}}\left[z_{i} \mid x_{i}\right]$, the vector of responsibilities for each component to have generated $x_{i}$.

$$
\begin{equation*}
\hat{z}_{i j}^{(t)}=\frac{w_{j}^{(t)} p_{F_{j}}\left(x_{i} ; \theta_{j}^{(t)}\right)}{\sum_{j^{\prime}} w_{j^{\prime}}^{(t)} p_{F_{j^{\prime}}}\left(x_{i} ; \theta_{j^{\prime}}^{(t)}\right)} \tag{11.13}
\end{equation*}
$$

2. Update mixture parameters by maximizing $\mathcal{Q}$ (i.e. Eq. (11.12) where hidden values $z_{i j}$ are replaced by $\hat{z}_{i j}^{(t)}$ ).

$$
\begin{equation*}
\hat{w}_{j}^{(t+1)}=\frac{\sum_{i=1}^{N} \hat{z}_{i j}^{(t)}}{N}, \quad \hat{\theta}_{j}^{(t+1)}=\underset{\theta_{j} \in \Theta_{j}}{\arg \max } \sum_{i=1}^{N} \hat{z}_{i j}^{(t)} \log \left(p_{F_{j}}\left(x_{i} ; \theta_{j}\right)\right) . \tag{11.14}
\end{equation*}
$$

While $\hat{w}_{j}^{(t+1)}$ is always known in closed-form whatever $F_{j}$ are, $\hat{\theta}_{j}^{(t+1)}$ are obtained by component-wise specific optimization involving all observations.

Many properties of this algorithm are known (e.g. maximization of $\mathcal{Q}$ implies maximization of $\mathcal{L}$, slow convergence to local maximum, etc...). In a clustering perspective, components are identified to clusters and values $\hat{z}_{i j}$ are interpreted as soft membership of $x_{i}$ to cluster $\mathcal{C}_{j}$. In order to get a strict partition after the convergence, each $x_{i}$ is assigned to the cluster $\mathcal{C}_{j}$ iff $\hat{z}_{i j}$ is maximum over $\hat{z}_{i 1}, \hat{z}_{i 2}, \ldots, \hat{z}_{i K}$.

### 11.3.2 $k$-MLE with Lloyd Method

A main reason for the slowness of EM is that all observations are taken into account for the update of parameters for each component since $\hat{z}_{i j}^{(t)} \in[0,1]$. A natural idea is then to generate smaller sub-samples of $\chi$ from $\hat{z}_{i j}^{(t)}$ in a deterministic manner. ${ }^{1}$ The simplest way to do this is to get a strict partition of $\chi$ with MAP assignment:

$$
\tilde{z}_{i j}^{(t)}=\left\{\begin{array}{ll}
1 & \text { if } \hat{z}_{i j}^{(t)}=\max _{k} \hat{z}_{i k}^{(t)} \\
0 & \text { otherwise }
\end{array} .\right.
$$

When multiple maxima exist, the component with the smallest index is chosen. If this classification step is inserted between E-step and M-step, Classification EM (CEM) algorithm [14] is retrieved. Moreover, for isotropic gaussian components with fixed unit variance, CEM is shown to be equivalent to the Lloyd K-means algorithm [4]. More recently, CEM was reformulated in a close way under the name $k$-MLE [3] for the context of exponential families and Bregman divergences. In the following of the paper, we will refer only to this latter. Replacing $z_{i j}^{(t)}$ by $\tilde{z}_{i j}^{(t)}$ in Eq. (11.12), the criterion to be maximized in the M-step can be reformulated as

[^28]\[

$$
\begin{equation*}
\tilde{\mathcal{L}}_{\mathbf{c}}\left(\left\{\left(w_{j}, \theta_{j}\right)\right\}_{j} ;\left\{\left(x_{i}, \tilde{z}_{i}^{(t)}\right)\right\}_{i}\right)=\sum_{j=1}^{K} \sum_{i=1}^{N} \tilde{z}_{i j}^{(t)} \log \left(w_{j} p_{F_{j}}\left(x_{i} ; \theta_{j}\right)\right) \tag{11.15}
\end{equation*}
$$

\]

Following CEM terminology, this quantity is called the "classification maximum likelihood". Letting $C_{j}^{(t)}=\left\{x_{i} \in \chi \mid \tilde{z}_{i j}^{(t)}=1\right\}$, this equation can be conveniently rewritten as

$$
\begin{align*}
\tilde{\mathcal{L}}_{\mathbf{c}}\left(\left\{\left(w_{j}, \theta_{j}\right)\right\}_{j} ;\left\{\mathcal{C}_{j}^{(t)}\right\}_{j}\right)= & \sum_{x \in \mathcal{C}_{1}^{(t)}} \log \left(w_{1} p_{F_{1}}\left(x ; \theta_{1}\right)\right) \\
& +\cdots+\sum_{x \in \mathcal{C}_{K}^{(t)}} \log \left(w_{K} p_{F_{K}}\left(x ; \theta_{K}\right)\right) \tag{11.16}
\end{align*}
$$

Each term leads to a separate optimization to get the parameters of the corresponding component:

$$
\begin{equation*}
\hat{w}_{j}^{(t+1)}=\frac{\left|\mathcal{C}_{j}^{(t)}\right|}{N}, \quad \hat{\theta}_{j}^{(t+1)}=\underset{\theta_{j} \in \Theta_{j}}{\arg \max } \sum_{x \in \mathcal{C}_{j}^{(t)}} \log p_{F_{j}}\left(x ; \theta_{j}\right) \tag{11.17}
\end{equation*}
$$

Last equation is nothing but the equation of the MLE for the j -th component with a subset of $\chi$. Algorithm 1 summarizes $k$-MLE with Lloyd method given an initial description of the mixture.

```
Algorithm 1: \(k\)-MLE (Lloyd method)
    Input: A sample \(\chi=\left\{x_{1}, x_{2}, \ldots, x_{N}\right\}\), initial mixture parameters \(\left\{\hat{w}_{j}^{(0)}, \hat{\theta}_{j}^{(0)}\right\}_{j},\left\{F_{j}\right\}_{j}\)
        log-normalizers of exponential families
    Output: Ending values for \(\left\{\hat{w}_{j}^{(t)}, \hat{\theta}_{j}^{(t)}\right\}_{j}\) are estimates of mixture parameters,
    \(\mathcal{C}_{j}^{(t)}\) a partition of \(\chi\)
    \(1 \mathrm{t}=0\);
    repeat
        repeat
            // Partition \(\chi\) in \(K\) disjoint subsets with MAP assignment
            foreach \(x_{i} \in \chi\) do \(\bar{z}_{i}^{(t)}=\arg \max _{j} \log \hat{w}_{j}^{(t)} p_{F_{j}}\left(x_{i} ; \hat{\theta}_{j}^{(t)}\right) ;\)
            \(\mathcal{C}_{j}^{(t)}=\left\{x_{i} \in \chi \mid \bar{z}_{i}^{(t)}=j\right\} ;\)
            //Update parameters \(\left\{\theta_{j}\right\}_{j}\) with \(\operatorname{MLE}\left(\left\{w_{j}\right\}_{j}\right.\) unchanged)
            foreach \(j \in 1, \ldots, K\) do \(\hat{\theta}_{j}^{(t+1)}=\arg \max _{\theta_{j} \in \Theta_{j}} \sum_{x \in \mathcal{C}_{j}^{(t)}} \log p_{F_{j}}\left(x ; \theta_{j}\right)\);
            \(\mathrm{t}=\mathrm{t}+1\);
        until Convergence of the classification maximum likelihood (Eq. 11.16);
        // Update mixture weights \(\left\{w_{j}\right\}_{j}\)
        foreach \(j \in 1, \ldots, K\) do \(\hat{w}_{j}^{(t+1)}=\left|\mathcal{C}_{j}^{(t)}\right| / N\);
    until Further convergence of the classification maximum likelihood (Eq. 11.16);
```

Contrary to CEM algorithm, $k$-MLE algorithm updates mixture weights after the convergence of the $\tilde{\mathcal{L}}_{\mathbf{c}}$ (line 8) and not simultaneously with component parameters. Despite this difference, both algorithms can be proved to converge to a local maximum of $\tilde{\mathcal{L}}_{\mathbf{c}}$ with same kind of arguments (see [3, 14]). In practice, the local maxima (and also the mixture parameters) are not necessary equal for the two algorithms.

### 11.3.3 k-MLE with Hartigan Method

In this section, a different optimization of the classification maximum likelihood is presented. A drawback of previous methods is that they can produce empty clusters without any mean of control. It occurs especially when observations are in a high dimensional space. A mild solution is to discard empty clusters by setting their weights to zero and their parameters to $\emptyset$. A better approach, detailed in the following, is to rewrite the $k$-MLE following the same principle as Hartigan method for $k$-means [15]. Moreover, this heuristic is preferred to Lloyd's one since it generally provides better local maxima [16].

Hartigan method is generally summarized by the sentence "Pick an observation, say $x_{c}$ in cluster $\mathcal{C}_{c}$, and optimally reassign it to another cluster." Let us first consider as "optimal" the assignment $x_{c}$ to its most probable cluster, say $\mathcal{C}_{j^{*}}$ :

$$
j^{*}=\underset{j}{\arg \max } \log \hat{w}_{j}^{(t)} p_{F_{j}}\left(x_{c} ; \hat{\theta}_{j}^{(t)}\right),
$$

where $\hat{w}_{j}^{(t)}$, and $\hat{\theta}_{j}^{(t)}$ denote the weight and the parameters of the $j$-th component at some iteration. Then, parameters of the two components are updated with MLE:

$$
\begin{align*}
\hat{\theta}_{c}^{(t+1)} & =\underset{\theta_{c} \in \Theta_{c}}{\arg \max } \tag{11.18}
\end{align*} \sum_{x \in \mathcal{C}_{c}^{(t)} \backslash\left\{x_{c}\right\}} \log p_{F_{c}}\left(x ; \theta_{c}\right),
$$

The mixture weights $\hat{w}_{c}$ and $\hat{w}_{j^{*}}$ remain unchanged in this step (see line 9 of Algorithm 1). Consequently, $\tilde{\mathcal{L}}_{\mathbf{c}}$ increases by $\Phi^{(t)}\left(x_{c}, \mathcal{C}_{c}, \mathcal{C}_{j^{*}}\right)$ where $\Phi^{(t)}\left(x_{c}, \mathcal{C}_{c}, \mathcal{C}_{j}\right)$ is more generally defined as

$$
\begin{align*}
\Phi^{(t)}\left(x_{c}, \mathcal{C}_{c}, \mathcal{C}_{j}\right)= & \sum_{x \in \mathcal{C}_{c}^{(t)} \backslash\left\{x_{c}\right\}} \log p_{F_{c}}\left(x ; \hat{\theta}_{c}^{(t+1)}\right)-\sum_{x \in \mathcal{C}_{c}^{(t)} \cup\left\{x_{c}\right\}} \log p_{F_{c}}\left(x ; \hat{\theta}_{c}^{(t)}\right)-\log \frac{\hat{w}_{c}}{\hat{w}_{j}} \\
& +\sum_{x \in \mathcal{C}_{j}^{(t)} \cup\left\{x_{c}\right\}} \log p_{F_{j}}\left(x ; \hat{\theta}_{j}^{(t+1)}\right)-\sum_{x \in \mathcal{C}_{j}^{(t)} \backslash\left\{x_{c}\right\}} \log p_{F_{j}}\left(x ; \hat{\theta}_{j}^{(t)}\right) . \tag{11.20}
\end{align*}
$$

This procedure is nothing more than a partial assignment (C-step) in the Lloyd method for $k$-MLE. This is an indirect way to reach our initial goal which is the maximization of $\tilde{\mathcal{L}}_{\mathbf{c}}$.

Following Telgarsky and Vattani [16], a better approach is to consider as "optimal" the assignment to cluster $\mathcal{C}_{j}$ which maximizes $\Phi^{(t)}\left(x_{c}, \mathcal{C}_{c}, \mathcal{C}_{j}\right)$

$$
\begin{equation*}
j^{*}=\underset{j}{\arg \max } \Phi^{(t)}\left(x_{c}, \mathcal{C}_{c}, \mathcal{C}_{j}\right) \tag{11.21}
\end{equation*}
$$

Since $\Phi^{(t)}\left(x_{c}, \mathcal{C}_{c}, \mathcal{C}_{c}\right)=0$, such assignment satisfies $\Phi^{(t)}\left(x_{c}, \mathcal{C}_{c}, \mathcal{C}_{j^{*}}\right) \geq 0$ and therefore the increase of $\tilde{\mathcal{L}}_{\mathbf{c}}$. As the optimization space is finite (partitions of $\left\{x_{1}, \ldots, x_{N}\right\}$ ), this procedure converges to a local maximum of $\tilde{\mathcal{L}}_{\mathbf{c}}$. There is no guarantee that $\mathcal{C}_{j^{*}}$ coincides with the MAP assignment for $x_{c}$.

For the $k$-means loss function, Hartigan method avoids empty clusters since any assignment to one of those empty clusters decreases it necessarily [16]. Analogous property will be now studied for $k$-MLE through the formulation of $\tilde{\mathcal{L}}_{\mathbf{c}}$ with $\eta$-coordinates:

$$
\begin{align*}
& \tilde{\mathcal{L}}_{\mathbf{c}}\left(\left\{\left(w_{j}, \eta_{j}\right)\right\}_{j} ;\left\{\mathcal{C}_{j}^{(t)}\right\}_{j}\right)  \tag{11.22}\\
& =\sum_{j=1}^{K} \sum_{x \in \mathcal{C}_{j}^{(t)}}\left[F_{j}^{*}\left(\eta_{j}\right)+k_{j}(x)+\left\langle t_{j}(x)-\eta_{j}, \nabla F_{j}^{*}\left(\eta_{j}\right)\right\rangle+\log w_{j}\right]
\end{align*}
$$

Recalling that the MLE satisfies $\hat{\eta}_{j}^{(t)}=\left|\mathcal{C}_{j}^{(t)}\right|^{-1} \sum_{x \in \mathcal{C}_{j}^{(t)}} t_{j}(x)$, dot product vanishes when $\eta_{j}=\hat{\eta}_{j}^{(t)}$ and it follows after small calculations

$$
\begin{align*}
\Phi^{(t)}\left(x_{c}, \mathcal{C}_{c}, \mathcal{C}_{j}\right)= & \left(\left|\mathcal{C}_{c}^{(t)}\right|-1\right) F_{c}^{*}\left(\hat{\eta}_{c}^{(t+1)}\right)-\left|\mathcal{C}_{c}^{(t)}\right| F_{c}^{*}\left(\hat{\eta}_{c}^{(t)}\right) \\
& +\left(\left|\mathcal{C}_{j}^{(t)}\right|+1\right) F_{j}^{*}\left(\hat{\eta}_{j}^{(t+1)}\right)-\left|\mathcal{C}_{j}^{(t)}\right| F_{j}^{*}\left(\hat{\eta}_{j}^{(t)}\right) \\
& +k_{j}\left(x_{c}\right)-k_{c}\left(x_{c}\right)-\log \frac{\hat{w}_{c}}{\hat{w}_{j}} \tag{11.23}
\end{align*}
$$

As far as $F_{j}^{*}$ is known in closed-form, this criterion is faster to compute than Eq. (11.20) since updates of component parameters are immediate

$$
\begin{equation*}
\hat{\eta}_{c}^{(t+1)}=\frac{\left|\mathcal{C}_{c}^{(t)}\right| \hat{\eta}_{c}^{(t)}-t_{c}\left(x_{c}\right)}{\left|\mathcal{C}_{c}^{(t)}\right|-1}, \hat{\eta}_{j}^{(t+1)}=\frac{\left|\mathcal{C}_{j}^{(t)}\right| \hat{\eta}_{j}^{(t)}+t_{j}\left(x_{c}\right)}{\left|\mathcal{C}_{j}^{(t)}\right|+1} \tag{11.24}
\end{equation*}
$$

When $\mathcal{C}_{c}^{(t)}=\left\{x_{c}\right\}$, there is no particular reason for $\Phi^{(t)}\left(x_{c},\left\{x_{c}\right\}, \mathcal{C}_{j}\right)$ to be always negative. Simplications occurring for the $k$-means in euclidean case (e.g. $k_{j}\left(x_{c}\right)=0$, clusters have equal weight $w_{j}=K^{-1}$, etc...) do not exist in this more general case.

Thus, in order to avoid to empty a cluster, it is mandatory to reject every outgoing transfer for a singleton cluster (cf. line 8).

Algorithm 2 details $k$-MLE algorithm with Hartigan method when $F_{j}^{*}$ are available. When only $F_{j}$ are known, $\Phi^{(t)}\left(x_{c}, \mathcal{C}_{c}, \mathcal{C}_{j}\right)$ can be computed with Eq. (11.20). In this case, the computation of MLE $\hat{\theta}_{j}$ is much slower and is an issue for a singleton cluster. Its existence and possible solutions will be discussed later for the Wishart distribution. Further remarks on Algorithm 2:
(line 1) When all $F_{j}^{*}=F^{*}$ are identical, this partitioning can be understood as geometric split in the expectation parameter space induced by divergence $B_{F^{*}}$ and additive weight $-\log w_{j}$ (weighted Bregman Voronoi diagram [17]).
(line 4) This permutation avoids same ordering for each loop.
(line 6) A weaker choice may be done here: any cluster $\mathcal{C}_{j}$ (for instance the first) which satisfies $\Phi^{(t)}\left(x_{i}, \mathcal{C}_{\bar{z}_{i}}, \mathcal{C}_{j}\right)>0$ is a possible candidate still guaranteeing convergence of the algorithm. For such clusters, it may be also advisable to select $\mathcal{C}_{j}$ with maximum $\hat{z}_{i j}^{(t)}$.
(line 12) Obviously, this criterion is equivalent to local convergence of $\tilde{\mathcal{L}}_{\mathbf{c}}$.
As said before, this algorithm is faster when components parameters $\eta_{j}$ can be updated in the expectation parameter space $\mathbf{H}_{j}$. But the price to pay is the memory needed to keep all sufficient statistics $t_{j}\left(x_{i}\right)$ for each observation $x_{i}$.

### 11.3.4 Initialization with DP-k-MLE++

To complete the description of $k$-MLE, it remains the problem of the initialization of the algorithm: choice of the exponential family for each component, initial values of $\left\{\left(\hat{w}_{j}^{(0)}, \eta_{j}^{(0)}\right)\right\}_{j}$, number of components $K$. Ideally, a good initialization would be fast, select automatically the number of components (unknown for most applications) and provide initial mixture parameters not too far from a good local minimum of the clustering criterion. The choice of model complexity (i.e. the number $K$ of groups) is a recurrent problem in clustering since a compromise has to be done between genericity and goodness of fit. Since the likelihood increases with $K$, many criteria such as BIC, NEC are based on the penalization of likelihood by a function of the degree of freedom of the model. Other approaches include MDL principle, Bayes factor or simply a visual inspection of some plottings (e.g. silhouette graph, dendrogram for hierarchical clustering, Gram matrix, etc...). The reader interested by this topic may refer to section $M$ in the survey of Xu and Wunsch [18]. Proposed method, inspired by the algorithms $k$-MLE++ [3] and DP-means [19], will be described in the following.

At the beginning of a clustering, there is no particular reason for favoring one particular cluster among all others. Assuming uniform weighting for components, $\tilde{\mathcal{L}}_{\mathbf{c}}$ simplifies to

```
Algorithm 2: \(k\)-MLE (Hartigan method)
    Input: Sample \(\chi=\left\{x_{1}, . ., x_{N}\right\}\), initial mixture parameters \(\left\{\left(\hat{w}_{j}^{(0)}, \hat{\eta}_{j}^{(0)}\right)\right\}_{j=1, \ldots, K},\left\{\left(t_{j}, F_{j}^{*}\right)\right\}_{j}\)
        sufficient statistics and dual log-normalizers of exponential families
    Output: Ending values for \(\left\{\left(\hat{w}_{j}^{(t)}, \hat{\eta}_{j}^{(t)}\right)\right\}_{j}\) are estimates of mixture parameters, \(\mathcal{C}_{j}^{(t)}\) a
        partition of \(\chi\)
    // Partition \(\chi\) in \(K\) disjoint subsets with MAP assignment
    foreach \(x_{i} \in \chi\) do \(\bar{z}_{i}^{(0)}=\arg \min _{j}\left(B_{F_{j}^{*}}\left(t_{j}\left(x_{i}\right): \hat{\eta}_{j}^{(0)}\right)-\log \hat{w}_{j}^{(0)}\right)\);
    foreach \(j \in 1, \ldots, K\) do \(\mathcal{C}_{j}^{(0)}=\left\{x_{i} \in \chi \mid \bar{z}_{i}^{(0)}=j\right\} ;\)
    repeat
        done_transfer = False;
        Random permute \(\left(x_{1}, \bar{z}_{1}^{(t)}\right), \ldots,\left(x_{N}, \bar{z}_{N}^{(t)}\right)\);
        foreach \(x_{i} \in \chi\) such that \(\left|\mathcal{C}_{\bar{z}_{i}^{(t)}}^{(t)}\right|>1\) do
            \(/ /\) Test optimal transfer for \(x_{i}\) (see Eqs. 11.23 or 11.20)
            \(j^{*}=\arg \min _{j} \Phi^{(t)}\left(x_{i}, \mathcal{C}_{\bar{z}_{i}^{(t)}}, \mathcal{C}_{j}\right) ;\)
            if \(\Phi^{(t)}\left(x_{i}, \mathcal{C}_{\bar{z}_{i}^{(t)}}, \mathcal{C}_{j^{*}}\right)>0\) then
                // Update clusters and membership of \(x_{i}\)
                    \(\mathcal{C}_{\bar{z}_{i}^{(t)}}^{(t+1)}=\mathcal{C}_{\bar{z}_{i}^{(t)}}^{(t)} \backslash\left\{x_{i}\right\}, \quad \mathcal{C}_{j^{*}}^{(t+1)}=\mathcal{C}_{j^{*}}^{(t)} \cup\left\{x_{i}\right\}, \bar{z}_{i}^{(t+1)}=j^{*}\)
                // Update only \(\eta_{\bar{z}_{i}}, \eta_{j^{*}}\) with MLE \(\left(\left\{w_{j}\right\}_{j}\right.\) unchanged \()\)
                    \(\hat{\eta}_{\bar{z}_{i}^{(t)}}^{(t+1)}=\frac{\left|\mathcal{C}_{\bar{z}_{i}^{(t)}}^{(t)}\right| \hat{\eta}_{\bar{z}_{i}^{(t)}}^{(t)}-t_{\bar{z}_{i}^{(t)}}\left(x_{i}\right)}{\left|\mathcal{C}_{\bar{z}_{i}^{(t)}}^{(t+1)}\right|}, \quad \hat{\eta}_{\bar{z}_{i}^{(t+1)}}^{(t+1)}=\frac{\left|\mathcal{C}_{\bar{z}_{i}^{(t+1)}}^{(t)}\right| \hat{\eta}_{\bar{z}_{i}^{(t+1)}}^{(t)}+t_{\bar{z}_{i}^{(t+1)}}\left(x_{i}\right)}{\left|\mathcal{C}_{\bar{z}_{i}^{(t+1)}}^{(t+1)}\right|}\)
                done_transfer = True; \(\mathrm{t}=\mathrm{t}+1 ;\)
        if done_transfer is True then
            // Update mixture weights \(\left\{w_{j}\right\}_{j}\)
            foreach \(j \in 1, \ldots, K\) do \(\hat{w}_{j}^{(t)}=N^{-1}\left|\mathcal{C}_{j}^{(t)}\right|\);
    until done_transfer is False;
```

$$
\begin{align*}
& \stackrel{\mathcal{L}}{\mathbf{c}}\left(\left\{\theta_{j}\right\}_{j} ;\left\{\mathcal{C}_{j}^{(t)}\right\}_{j}\right)=\sum_{j=1}^{K} \sum_{x \in \mathcal{C}_{j}^{(t)}} \log p_{F_{j}}\left(x ; \theta_{j}\right) \quad \text { or equivalently to }  \tag{11.25}\\
& \stackrel{\mathcal{L}}{\mathbf{c}}\left(\left\{\eta_{j}\right\}_{j} ;\left\{\mathcal{C}_{j}^{(t)}\right\}_{j}\right)=\sum_{j=1}^{K} \sum_{x \in \mathcal{C}_{j}^{(t)}}\left[F_{j}^{*}\left(\eta_{j}\right)+k_{j}(x)+\left\langle t_{j}(x)-\eta_{j}, \nabla F_{j}^{*}\left(\eta_{j}\right)\right\rangle\right] . \tag{11.26}
\end{align*}
$$

When all $F_{j}^{*}=F^{*}$ are identical and the partition $\left\{\mathcal{C}_{j}^{(t)}\right\}_{j}$ corresponds to MAP assignment, $\dot{\mathcal{L}}$ is exactly the objective function $\breve{\mathcal{L}}$ for the Bregman $k$-means [2]. Rewriting $\breve{\mathcal{L}}$ as an equivalent criterion to be minimized, it follows

$$
\begin{equation*}
\breve{\mathcal{L}}\left(\left\{\eta_{j}\right\}_{j}\right)=\sum_{i=1}^{N} \min _{j=1}^{K} B_{F^{*}}\left(t\left(x_{i}\right): \eta_{j}\right) \tag{11.27}
\end{equation*}
$$

Bregman $k$-means $++[20,21]$ provides initial centers $\left\{\eta_{j}^{(0)}\right\}_{j}$ which guarantee to find a clustering that is $\mathcal{O}(\log K)$-competitive to the optimal Bregman $k$-means clustering. The $k$-MLE ++ algorithm amounts to use Bregman $k$-means ++ on the dual lognormalizer $F^{*}$ (see Algorithm 3).

```
Algorithm 3: \(k\)-MLE++
    Input: A sample \(\chi=\left\{x_{1}, \ldots, x_{N}\right\}, t\) the sufficient statistics and \(F^{*}\) the dual log-normalizer
            of an exponential family, \(K\) the number of clusters
    Output: Initial mixture parameters \(\left\{\left(w_{j}^{(0)}, \eta_{j}^{(0)}\right\}_{j}\right)\)
    \(w_{1}^{(0)}=1 / K\);
    Choose first seed \(\eta_{1}^{(0)}=t\left(x_{i}\right)\) for \(i\) uniformly random in \(\{1,2, \ldots, N\}\);
    for \(j=2, \ldots, K\) do
        \(w_{j}^{(0)}=1 / K ;\)
        // Compute relative contributions to \(\breve{\mathcal{L}}\left(\left\{\eta_{j}\right\}_{j}\right)\)
        foreach \(x_{i} \in \chi\) do \(p_{i}=\frac{\min _{j^{\prime}=1}^{j} B_{F^{*}}\left(t\left(x_{i}\right): \eta_{j^{\prime}}\right)}{\sum_{i^{\prime}=1}^{\min ^{j}}{ }_{j^{\prime}=1} B_{F^{*}}\left(t\left(x_{i^{\prime}}\right): \eta_{j^{\prime}}\right)}\);
        Choose \(\eta_{j}^{(0)} \in\left\{t\left(x_{1}\right), \ldots, t\left(x_{N}\right)\right\}\) with probability \(p_{i}\);
```

When $K$ is unknown, same strategy can still be applied but a stopping criterion has to be set. Probability $p_{i}$ in Algorithm 3 is a relative contribution of observation $x_{i}$ through $t\left(x_{i}\right)$ to $\breve{\mathcal{L}}\left(\left\{\eta_{1}, \ldots, \eta_{K}\right\}\right)$ where $K$ is the number of already selected centers. A high $p_{i}$ indicates that $x_{i}$ is relatively far from these centers, thus is atypic to the mixture $\left\{\left(w_{1}^{(0)}, \eta_{1}^{(0)}\right), \ldots,\left(w_{K}^{(0)}, \eta_{K}^{(0)}\right),\right\}$ for $w_{j}^{(0)}=w^{(0)}$ an arbitrary constant. When selecting a new center, $p_{i}$ necessarily decreases in the next iteration. A good covering of $\chi$ is obtained when all $p_{i}$ are lower than some threshold $\lambda \in[0,1]$. Algorithm 4 describes the initialization named after DP- $k$-MLE ++ .

The higher the threshold $\lambda$, the lower the number of generated centers. In particular, the value $\frac{1}{N}$ should be considered as a reasonable minimum setting for $\lambda$. For $\lambda=1$, the algorithm will simply return one center. Since $p_{i}=0$ for already selected centers, this method guarantees all centers to be distinct.

### 11.3.5 Initialization with DP-comp-k-MLE

Although $k$-MLE can be used with component-wise exponential families, previous initialization methods yield components of same exponential family. Component distribution may be chosen simultaneously to a center selection when additional

```
Algorithm 4: DP- \(k\)-MLE++
    Input: A sample \(\chi=\left\{x_{1}, \ldots, x_{N}\right\}, t\) the sufficient statistics and \(F^{*}\) the dual log-normalizer
        of an exponential family, \(\lambda \in[0,1]\)
    Output: Initial mixture parameters \(\left\{w_{j}^{(0)}, \eta_{j}^{(0)}\right\}_{j}, K\) the number of clusters
    Choose first seed \(\eta_{1}^{(0)}=t\left(x_{i}\right)\) for \(i\) uniformly random in \(\{1,2, \ldots, N\}\);
    \(\mathrm{K}=1\);
    repeat
        // Compute relative contributions to \(\breve{\mathcal{L}}\left(\left\{\eta_{1}, \ldots, \eta_{K}\right\}\right)\)
        foreach \(x_{i} \in \chi\) do \(p_{i}=\frac{\min _{j=1}^{K} B_{F^{*}}\left(t\left(x_{i}\right): \eta_{j}\right)}{\sum_{i^{\prime}=1}^{N} \min _{j=1}^{K} B_{F^{*}}\left(t\left(x_{i}\right): \eta_{j^{\prime}}\right)}\);
        if \(\exists p_{i}>\lambda\) then
            \(\mathrm{K}=\mathrm{K}+1\);
            // Select next seed
            Choose \(\eta_{K}^{(0)} \in\left\{t\left(x_{1}\right), \ldots, t\left(x_{N}\right)\right\}\) with probability \(p_{i}\);
    8 until all \(p_{i} \leq \lambda\);
    9 for \(j=1, \ldots, K\) do \(w_{j}^{(0)}=1 / K\);
```

knowledge $\xi_{i}$ about $x_{i}$ is available (see Sect. 11.5 for an example). Given such a choice function $H$, Algorithm 5 called "DP-comp- $k$-MLE" describes this new flexible initialization method. DP-comp- $k$-MLE is clearly a generalization of DP- $k$-MLE++ when $H$ always returns the same exponential family. However, in the general case, it remains to be proved whether a DP-comp- $k$-MLE clustering is $\mathcal{O}(\log K)$-competitive to the optimal $k$-MLE clustering (with equal weight). Without this difficult theoretical study, suffix " ++ " is carefully omitted in the name DP-comp- $k$-MLE.

To end up with this section, let us recall that all we need to know for using proposed algorithms is the MLE for the considered exponential family, whether it is available in a closed-form or not. In many exponential families, all details (canonical decomposition, $F, \nabla F, F^{*}, \nabla F^{*}=(\nabla F)^{-1}$ ) are already known [10]. The next section focuses on the case of the Wishart distribution.

### 11.4 Learning Mixtures of Wishart with k-MLE

This section recalls the definition of Wishart distribution and proposes a maximum likelihood estimator for its parameters. Some known facts such as the KullbackLeibler divergence between two Wishart densities are recalled. Its use with the above algorithms is also discussed.

### 11.4.1 Wishart Distribution

The Wishart distribution [5] is the multidimensional version of the chi-square distribution and it characterizes empirical scatter matrix estimator for the multivariate gaussian distribution. Let $\mathbb{X}$ be a $n$-sample consisting in independent realizations of

```
Algorithm 5: DP-comp- \(k\)-MLE
    Input: A sample \(\chi=\left\{x_{1}, \ldots, x_{N}\right\}\) with extra knowledge \(\xi=\left\{\xi_{1}, \ldots, \xi_{N}\right\}, H\) a choice
        function of an exponential family, \(\lambda \in[0,1]\)
    Output: Initial mixture parameters \(\left\{\left(w_{j}^{(0)}, \eta_{j}^{(0)}\right)\right\}_{j},\left\{\left(t_{j}, F_{j}^{*}\right)\right\}_{j}\) sufficient statistics and dual
                log-normalizers of exponential families, \(K\) the number of clusters
    // Select first seed and exponential family
    for \(i\) uniformly random in \(\{1,2, \ldots, N\}\) do
        Obtain \(t_{1}, F_{1}^{*}\) from \(H\left(x_{i}, \xi_{i}\right)\);
        Select first seed \(\eta_{1}^{(0)}=t_{1}\left(x_{i}\right)\);
    \(\mathrm{K}=1\);
    5 repeat
        foreach \(x_{i} \in \chi\) do \(p_{i}=\frac{\min _{j=1}^{K} B_{F_{j}^{*}}\left(t_{j}\left(x_{i}\right): \eta_{j}\right)}{\sum_{i^{\prime}=1}^{N} \min _{j=1}^{K} B_{F_{j}^{*}}\left(t_{j}\left(x_{i^{\prime}}\right): \eta_{j^{\prime}}\right)} ;\)
        if \(\exists p_{i}>\lambda\) then
            \(\mathrm{K}=\mathrm{K}+1\);
            // Select next seed and exponential family
            for \(i\) with probability \(p_{i}\) in \(\{1,2, \ldots, N\}\) do
            Obtain \(t_{K}, F_{K}^{*}\) from \(H\left(x_{i}, \xi_{i}\right)\);
            Select next seed \(\eta_{K}^{(0)}=t_{K}\left(x_{i}\right)\);
    until all \(p_{i} \leq \lambda\);
13 for \(j=1, \ldots, K\) do \(w_{j}^{(0)}=1 / K\);
```

a random gaussian vector with $d$ dimensions, zero mean and covariance matrix $S$. Then scatter matrix $X={ }^{t} \mathbb{X} \mathbb{X}$ follows a central Wishart distribution with scale matrix $S$ and degree of freedom $n$, denoted by $X \sim \mathcal{W}_{d}(n, S)$. Its density function is

$$
\mathcal{W}_{d}(X ; n, S)=\frac{|X|^{\frac{n-d-1}{2}} \exp \left\{-\frac{1}{2} \operatorname{tr}\left(S^{-1} X\right)\right\}}{2^{\frac{n d}{2}}|S|^{\frac{n}{2}} \Gamma_{d}\left(\frac{n}{2}\right)}
$$

where for $y>0, \Gamma_{d}(y)=\pi^{\frac{d(d-1)}{4}} \prod_{j=1}^{d} \Gamma\left(y-\frac{j-1}{2}\right)$ is the multivariate gamma function. Let us remark immediately that this definition implies that $n$ is constrained to be strictly greater than $d-1$.

Wishart distribution is an exponential family since

$$
\mathcal{W}_{d}\left(X ; \theta_{n}, \theta_{S}\right)=\exp \left\{<\theta_{n}, \log |X|>_{\mathbb{R}}+<\theta_{S},-\frac{1}{2} X>_{H S}+k(X)-F\left(\theta_{n}, \theta_{S}\right)\right\}
$$

where $\left(\theta_{n}, \theta_{S}\right)=\left(\frac{n-d-1}{2}, S^{-1}\right), t(X)=\left(\log |X|,-\frac{1}{2} X\right),\langle,\rangle_{H S}$ denotes the HilbertSchmidt inner product and

$$
\begin{equation*}
F\left(\theta_{n}, \theta_{S}\right)=\left(\theta_{n}+\frac{(d+1)}{2}\right)\left(d \log (2)-\log \left|\theta_{S}\right|\right)+\log \Gamma_{d}\left(\theta_{n}+\frac{(d+1)}{2}\right) \tag{11.28}
\end{equation*}
$$

Note that this decomposition is not unique (see another one in [22]). Refer to Appendix A. 1 for detailed calculations.

### 11.4.2 MLE for Wishart Distribution

Let us recall (see Sect. 11.2.1) that the MLE is obtained by mapping $(\nabla F)^{-1}$ on the average of sufficient statistics. Finding $(\nabla F)^{-1}$ amounts to solve here the following system (see Eqs. 11.5 and 11.28):

$$
\left\{\begin{align*}
d \log (2)-\log \left|\theta_{S}\right|+\Psi_{d}\left(\theta_{n}+\frac{(d+1)}{2}\right) & =\eta_{n}  \tag{11.29}\\
-\left(\theta_{n}+\frac{(d+1)}{2}\right) \theta_{S}^{-1} & =\eta_{S}
\end{align*}\right.
$$

with $\eta_{n}=\mathbb{E}[\log |X|]$ and $\eta_{S}=\mathbb{E}\left[-\frac{1}{2} X\right]$ the expectation parameters and $\Psi_{d}$ the derivative of the $\log \Gamma_{d}$. Unfortunately, variables $\theta_{n}$ and $\theta_{S}$ are not separable so that no closed-form solution is known. Instead, as pointed out in [23], it is possible to adopt an iterative scheme that alternatively yields maximum likelihood estimate when the other parameter is fixed. This is equivalent to consider two sub-families $\mathcal{W}_{d, \underline{n}}$ and $\mathcal{W}_{d, \underline{s}}$ of Wishart distribution $\mathcal{W}_{d}$ which are also exponential families. For the sake of simplicity, natural parameterizations and sufficient statistics of the decomposition in the general case are kept (see Appendices A. 2 and A. 3 for more details).
Distribution $\left.\mathcal{W}_{d, \underline{n}} \underline{n}=2 \theta_{\underline{n}}+d+1\right): \quad k_{\underline{n}}(X)=\frac{\underline{n}-d-1}{2} \log |X|$ and

$$
\begin{equation*}
F_{\underline{n}}\left(\theta_{S}\right)=\frac{n}{2} d \log (2)-\frac{n}{2} \log \left|\theta_{S}\right|+\log \Gamma_{d}\left(\frac{n}{2}\right) \tag{11.30}
\end{equation*}
$$

Using classical results for matrix derivatives, (Eq. 11.5) can be easily solved:

$$
\begin{equation*}
-\frac{n}{2} \hat{\theta}_{S}^{-1}=\frac{1}{N} \sum_{i=1}^{N}-\frac{1}{2} X_{i} \Longrightarrow \hat{\theta}_{S}=N \underline{n}\left(\sum_{i=1}^{N} X_{i}\right)^{-1} \tag{11.31}
\end{equation*}
$$

Distribution $\mathcal{W}_{d, \underline{S}}\left(\underline{S}=\theta_{\underline{S}}^{-1}\right): \quad k_{\underline{S}}(X)=-\frac{1}{2} \operatorname{tr}\left(\underline{S}^{-1} X\right)$ and

$$
\begin{equation*}
F_{\underline{S}}\left(\theta_{n}\right)=\left(\theta_{n}+\frac{d+1}{2}\right) \log |2 \underline{S}|+\log \Gamma_{d}\left(\theta_{n}+\frac{d+1}{2}\right) \tag{11.32}
\end{equation*}
$$

Again, Eq. (11.5) can be numerically solved:

$$
\begin{equation*}
\hat{\theta}_{n}=\Psi_{d}^{-1}\left(\frac{1}{N} \sum_{i=1}^{N} \log \left|X_{i}\right|-\log |2 \underline{S}|\right)-\frac{d+1}{2}, \quad \hat{\theta}_{n}>-1 \tag{11.33}
\end{equation*}
$$

with $\Psi_{d}^{-1}$ the functional reciprocal of $\Psi_{d}$. This latter can be computed with any optimization method on bounded domain (e.g. Brent method [24]). Let us mention that notation is simplified here since $\hat{\theta}_{S}$ and $\hat{\theta}_{n}$ should have been indexed by their corresponding family. Algorithm 6 summarizes the estimate $\hat{\theta}$ for parameters of the Wishart distribution. By precomputing $N\left(\sum_{i=1}^{N} X_{i}\right)^{-1}$ and $N^{-1} \sum_{i=1}^{N} \log \left|X_{i}\right|$, much computation time can be saved. The computation of the $\Psi_{d}^{-1}$ remains an expensive part of the algorithm.

Let us now prove the convergence and the consistency of this method. Maximizing $\bar{l}$ amounts to minimize equivalently $E(\theta)=F(\theta)-\left\langle\frac{1}{N} \sum_{i=1}^{N} t\left(X_{i}\right), \theta\right\rangle$. The following properties are satisfied by $E$ :

- The hessian $\nabla^{2} E=\nabla^{2} F$ of $E$ is positive definite on $\Theta$ since $F$ is convex.
- Its unique minimizer on $\Theta$ is the $\operatorname{MLE} \hat{\theta}=\nabla F^{*}\left(\frac{1}{N} \sum_{i=1}^{N} t\left(X_{i}\right)\right)$ whenever it exists (although $F^{*}$ is not known for Wishart, and $F$ is not separable).

```
Algorithm 6: MLE for the parameters of a Wishart distribution
    Input: A sample \(\chi=\left\{X_{1}, X_{2}, \ldots, X_{N}\right\}\) of \(\mathcal{S}_{++}^{d}\) with \(N>1\)
    Output: Estimate \(\hat{\theta}\) is the terminal values of MLE sequences \(\left\{\hat{\theta}_{n}^{(t)}\right\}\) and \(\left\{\hat{\theta}_{S}^{(t)}\right\}\)
    // Initialization of the \(\left\{\hat{\theta}_{n}^{(t)}\right\}\) sequence
    \(1 \hat{\theta}_{n}^{(0)}=1 ; t=0\);
    2 repeat
        // Compute MLE in \(\mathcal{W}_{d, \underline{n}}\) using Eq. 11.31
                        \(\hat{\theta}_{S}^{(t+1)}=N \underline{n}\left(\sum_{i=1}^{N} X_{i}\right)^{-1}\) with \(\underline{n}=2 \hat{\theta}_{n}^{(t)}+d+1\)
        // Compute MLE in \(\mathcal{W}_{d, \underline{s}}\) using Eq. 11.33
            \(\hat{\theta}_{n}^{(t+1)}=\Psi_{d}^{-1}\left(\frac{1}{N} \sum_{i=1}^{N} \log \left|X_{i}\right|-\log |2 \underline{S}|\right)-\frac{d+1}{2}\) with \(\underline{S}=\left(\hat{\theta}_{S}^{(t+1)}\right)^{-1}\)
        \(t=t+1 ;\)
    3 until convergence of the likelihood;
```

Therefore, Algorithm 6 is an instance of the group coordinate descent algorithm of Bezdek et al. (Theorem 2.2 in [25]) for $\theta=\left(\theta_{n}, \theta_{S}\right)$ :

$$
\begin{align*}
& \hat{\theta}_{S}^{(t+1)}=\underset{\theta_{S}}{\arg \max } E\left(\hat{\theta}_{n}^{(t)}, \theta_{S}\right)  \tag{11.34}\\
& \hat{\theta}_{n}^{(t+1)}=\underset{\theta_{n}}{\arg \max } E\left(\theta_{n}, \hat{\theta}_{S}^{(t+1)}\right) \tag{11.35}
\end{align*}
$$

Resulting sequences $\left\{\hat{\theta}_{n}^{(t)}\right\}$ and $\left\{\hat{\theta}_{S}^{(t)}\right\}$ are shown to converge linearly to the coordinates of $\hat{\theta}$.

By looking carefully at the previous algorithms, let us remark that the initialization methods require to able to compute the divergence $B_{F^{*}}$ between two elements $\eta_{1}$ and $\eta_{2}$ in the expectation space $\mathbf{H}$. Whereas $F^{*}$ is known for $\mathcal{W}_{d, \underline{n}}$ and $\mathcal{W}_{d, \underline{s}}$, Eq. (11.9) gives a potential solution for $\mathcal{W}_{d}$ by considering $B_{F}$ on natural parameters $\theta_{2}$ and $\theta_{1}$ in $\Theta$. Searching the correspondence $\mathbf{H} \mapsto \Theta$ is analogous to compute the MLE for a single observation...

The previous MLE procedure does not converge with a single observation $X_{1}$. Bogdan and Bogdan [26] proved that MLE exists and is unique in an exponential family off the affine envelope of the $N$ points $t\left(X_{1}\right), \ldots, t\left(X_{N}\right)$ is of dimension $D$, the order of this exponential family. Since the affine envelope of $t\left(X_{1}\right)$ is of dimension $d \times d$ (instead of $\mathrm{D}=d \times d+1$ ), the MLE does not exists and the likelihood function goes to infinity. ${ }^{2}$ Unboundedness of likelihood function is well known problem that can be tackled by adding a penalty term to it [27]. A simpler solution is to take the MLE in family $\mathcal{W}_{d, \underline{n}}$ for some $n$ (known or arbitrary fixed above $d-1$ ) instead of $\mathcal{W}_{d}$.

### 11.4.3 Divergences for Wishart Distributions

For two Wishart distributions $\mathcal{W}_{d}^{1}=\mathcal{W}_{d}\left(X ; n_{1}, S_{1}\right)$ and $\mathcal{W}_{d}^{2}=\mathcal{W}_{d}\left(X ; n_{2}, S_{2}\right)$, the KL divergence is known [22] (even if $F^{*}$ is unknown):

$$
\begin{align*}
\mathrm{KL}\left(\mathcal{W}_{d}^{1}| | \mathcal{W}_{d}^{2}\right)= & -\log \left(\frac{\Gamma_{d}\left(\frac{n_{1}}{2}\right)}{\Gamma_{d}\left(\frac{n_{2}}{2}\right)}\right)+\left(\frac{n_{1}-n_{2}}{2}\right) \Psi_{d}\left(\frac{n_{1}}{2}\right) \\
& +\frac{n_{1}}{2}\left(-\log \frac{\left|S_{1}\right|}{\left|S_{2}\right|}+\operatorname{tr}\left(S_{2}^{-1} S_{1}\right)-d\right) \tag{11.36}
\end{align*}
$$

Looking the KL divergences of the two Wishart sub-families $\mathcal{W}_{d, \underline{n}}$ and $\mathcal{W}_{d, \underline{S}}$ gives an interesting perspective to this formula. Applying Eqs. 11.9 and 11.8 , it follows

$$
\begin{align*}
& \operatorname{KL}\left(\mathcal{W}_{d, \underline{,}}^{1}| | \mathcal{W}_{d, \underline{n}}^{2}\right)=\frac{n}{2}\left(-\log \frac{\left|S_{1}\right|}{\left|S_{2}\right|}+\operatorname{tr}\left(S_{2}^{-1} S_{1}\right)-d\right)  \tag{11.37}\\
& \operatorname{KL}\left(\mathcal{W}_{d, \underline{S}}^{1}| | \mathcal{W}_{d, \underline{S}}^{2}\right)=-\log \left(\frac{\Gamma_{d}\left(\frac{n_{1}}{2}\right)}{\Gamma_{d}\left(\frac{n_{2}}{2}\right)}\right)+\left(\frac{n_{1}-n_{2}}{2}\right) \Psi_{d}\left(\frac{n_{1}}{2}\right) \tag{11.38}
\end{align*}
$$

Detailed calculations can be found in the Appendix. Notice that $\operatorname{KL}\left(\mathcal{W}_{d}^{1} \| \mathcal{W}_{d}^{2}\right)$ is simply the sum of these two divergences
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Fig. 11.1 20 random matrices from $\mathcal{W}_{d}(. ; n, S)$ from $n=5$ (left), $n=50$ (right)

$$
\begin{equation*}
\operatorname{KL}\left(\mathcal{W}_{d}^{1} \| \mathcal{W}_{d}^{2}\right)=\operatorname{KL}\left(\mathcal{W}_{d, \underline{s}_{1}}^{1} \| \mathcal{W}_{d,{\underline{S_{1}}}^{2}}^{2}\right)+\operatorname{KL}\left(\mathcal{W}_{d, \underline{n}_{1}}^{1} \| \mathcal{W}_{d, \underline{n}_{1}}^{2}\right) \tag{11.39}
\end{equation*}
$$

and that $\operatorname{KL}\left(\mathcal{W}_{d, \underline{S}}^{1} \| \mathcal{W}_{d, \underline{S}}^{2}\right)$ does not depend on $\underline{S}$.
Divergence $\operatorname{KL}\left(\mathcal{W}_{d, \underline{n}}^{1} \| \mathcal{W}_{d, \underline{n}}^{2}\right)$, commonly used as a dissimilarity measure between covariance matrices, is sometimes referred as the log-Det divergence due to the form of $\varphi(S)=F_{\underline{n}}(S) \propto \log |S|$ (see Eq. 11.30). However, the dependency on term $\underline{n}$ should be neglected only when the two empirical covariance matrices comes from samples of the same size. In this case, log-Det divergence between two covariance matrices is the KL divergence in the sub-family $\mathcal{W}_{d, \underline{n}}$.

### 11.4.4 Toy Examples

In this part, some simple simulations are given for $d=2$. Since the observations are positive semi-definite matrices, it is possible to visualize them with ellipses parametrized by their eigen decompositions. For example, Fig. 11.1 shows 20 matrices generated from $\mathcal{W}_{d}(. ; n, S)$ for $n=5$ and for $n=50$ with $S$ having eigenvalues $\{2,1\}$. This visualization highlights the difficulty for the estimation of the parameters (even for $d$ small) when $n$ is small.

Then, a dataset of 60 matrices is generated from a three components mixture with parameters $\mathcal{W}_{d}\left(. ; 10, S_{1}\right), \mathcal{W}_{d}\left(. ; 20, S_{2}\right), \mathcal{W}_{d}\left(. ; 30, S_{3}\right)$ and equal weights $w_{1}=w_{2}=w_{3}=1 / 3$. The respective eigenvalues for $S_{1}, S_{2}, S_{3}$ are in turn $\{2,1\},\{2,0.5\},\{1,1\}$. Figure 11.2 illustrates this dataset. To study the influence of a good initialization for $k$-MLE, the Normalized Mutual Information (NMI) [28] is computed between the final partition and the ground-truth partition for different initializations. This value between 0 and 1 is higher when the two partitions are more similar. Following table gives average and standard deviation of NMI over 30 runs:

| Rand. Init/Lloyd |  |  |
| :--- | :--- | :--- |
| Rand. Init/Hartigan | $k$-MLE + +/Hartigan |  |
| NMI | $0.229 \pm 0.279$ | $0.243 \pm 0.276$ |

Fig. 11.2 Dataset: 60 matrices generated from a three components mixture of $\mathcal{W}_{2}$


Fig. 11.3 DP- $k$-MLE ++ : Influence of $\lambda$ on $K$ and on the average log-likelihood


From this small experiment, we can easily verify the importance of a good initialization. Also, the partitions having the highest NMI are reported in Fig. 11.4 for each method. Let us mention that Hartigan method gives almost always a better partition than the Lloyd's one for the same initial mixture.
A last simulation indicates that the initialization with DP- $k$-MLE ++ is very sensible to its parameter $\lambda$. Again with the same set of matrices, Fig. 11.3 shows how the number of generated clusters $K$ and the average log-likelihood evolve with $\lambda$. Not surprisingly, both quantities decrease when $\lambda$ increases.


Fig. 11.4 Best partitions with Rand. Init/Lloyd (left), Rand. Init/Hartigan (middle), $k$-MLE ++ Hartigan (right)

### 11.5 Application to Motion Retrieval

In this section, a potential application to motion retrieval is proposed following our previous work [23]. Raw motion-captured movement can be identifiable to a $n_{i} \times d$ matrix $\mathbb{X}_{i}$ where each row corresponds to captured locations of a set of sensors.

### 11.5.1 Movement Representation

When the aim is to provide a taxonomy of a set of movements, it is difficult to compare varying-size matrices. Cross-product matrices $X_{i}={ }^{t} \mathbb{X}_{i} \mathbb{X}_{i}$ is a possible descriptor ${ }^{3}$ of $\mathbb{X}_{i}$. Denoting $N$ the number of movements, set $\left\{X_{1}, \ldots, X_{N}\right\}$ of $d \times d$ matrix is exactly the input of $k$-MLE. Note that $d$ can easily be of high dimension when the number of sensors is large.

The simplest way to initialize $k$-MLE in this setting is to apply DP- $k$-MLE++ for $\mathcal{W}_{d}$. But when $n_{i}$ are known, it is better not to estimate them. In this case, DP-comp- $k$-MLE is appropriate for a function $H$ selecting $\mathcal{W}_{d, n_{i}}$ given $\xi_{i}=n_{i}$. When learning algorithm is fast enough, it is common practice to restart it for different initializations and to keep the best output (mixture parameters).

To enrich the description of a single movement, it is possible to define a mixture $m_{i}$ per movement $\mathbb{X}_{i}$. For example, several subsets of successive observations with different sizes can be extracted and their cross-product matrices used as inputs for $k$-MLE (and DP-comp- $k$-MLE). Mixture $m_{i}$ can be viewed as a sparse representation of local dynamics of $\mathbb{X}_{i}$ through their local second-order moments.

While these two representations are of different kind, it is possible to encompass both in a common framework for $\mathbb{X}_{i}$ described by a mixture of a single component $\left\{\left(w_{i, 1}=1, \eta_{i, 1}=t\left(X_{i}\right)\right)\right\}$. Algorithm $k$-MLE applied on such input for all movements (i.e. $\left.\left\{t\left(X_{i}\right)\right\}_{i}\right)$ provides then another set of mixture parameters $\left\{\left(\hat{w}_{j}, \hat{\eta}_{j}\right)\right\}_{j}$. Note that the general treatment of arbitrary mixtures of mixtures of Wishart is not claimed to be addressed here.

[^30]
### 11.5.2 Querying with Cauchy-Schwartz Divergence

Let us consider a movement $\mathbb{X}$ (a $n \times d$ matrix) and its mixture representation $m$. Without loss of generality, let us denote $\left\{\left(w_{j}, \theta_{j}\right)\right\}_{j=1 . . K}$ the mixture parameters for $m$. The problem of comparing two movements amounts to compute a appropriate dissimilarity between $m$ and another mixture $m^{\prime}$ of such a kind with parameters $\left\{\left(w_{j}^{\prime}, \theta_{j}^{\prime}\right)\right\}_{j=1 . . K^{\prime}}$.

When both mixtures have a single component $\left(\mathrm{K}^{\prime}=\mathrm{K}^{\prime}=1\right)$, an immediate solution is to consider the Kullback-Leibler divergence $\operatorname{KL}(m: m)$ for two members of the same exponential family. Since it is the Bregman divergence on the swapped natural parameters $B_{F}\left(\theta^{\prime}: \theta\right)$, a closed form is always available from Eq. (11.7). It is important to mention that this formula holds for $\theta$ and $\theta^{\prime}$ viewed as parameters for $\mathcal{W}_{d}$ even if they are estimated in sub-families $W_{d, n}$ and $W_{d, n^{\prime}}$.

For general mixtures of the same exponential family ( $K>1$ or $K^{\prime}>1$ ), KL divergence admits no more a closed form and has to be approximate with numerical methods. Recently, other divergences such as the Cauchy-Schwartz divergence (CS) [29] were shown to be available in a closed form:

$$
\begin{equation*}
\operatorname{CS}\left(m: m^{\prime}\right)=-\log \frac{\int m(x) m^{\prime}(x) \mathrm{d} x}{\sqrt{\int m(x)^{2} \mathrm{~d} x \int m^{\prime}(x)^{2} \mathrm{~d} x}} \tag{11.40}
\end{equation*}
$$

Within the same exponential family $p_{F}$, the integral of the product of mixtures is

$$
\begin{equation*}
\int m(x) m^{\prime}(x) \mathrm{d} x=\sum_{j=1}^{K} \sum_{j^{\prime}=1}^{K^{\prime}} w_{j} w_{j^{\prime}}^{\prime} \int p_{F}\left(x ; \theta_{j}\right) p_{F}\left(x ; \theta_{j^{\prime}}^{\prime}\right) \mathrm{d} x . \tag{11.41}
\end{equation*}
$$

When carrier measure $k(X)=0$, as it is for $\mathcal{W}_{d}$ but not for $\mathcal{W}_{d, \underline{n}}$ and $\mathcal{W}_{d, \underline{S}}$, the integral can be further expanded as

$$
\begin{aligned}
\int p_{F}\left(x ; \theta_{j}\right) p_{F}\left(x ; \theta_{j^{\prime}}^{\prime}\right) \mathrm{d} X & =\int e^{\left\langle\theta_{j}, t(X)\right\rangle-F\left(\theta_{j}\right)} e^{\left\langle\theta_{j}^{\prime}, t(X)\right\rangle-F\left(\theta_{j^{\prime}}^{\prime}\right)} \mathrm{d} X \\
& =\int e^{\left\langle\theta_{j}+\theta_{j^{\prime}}^{\prime}, t(X)\right\rangle-F\left(\theta_{j}\right)-F\left(\theta_{j^{\prime}}^{\prime}\right)} \mathrm{d} X \\
& =e^{F\left(\theta_{j}+\theta_{j^{\prime}}^{\prime}\right)-F\left(\theta_{j}\right)-F\left(\theta_{j^{\prime}}^{\prime}\right)} \underbrace{\int e^{\left\langle\theta_{j}+\theta_{j^{\prime}}^{\prime}, t(X)\right\rangle-F\left(\theta_{j}+\theta_{j^{\prime}}^{\prime}\right)} \mathrm{d} X}_{=1}
\end{aligned}
$$

Note that $\theta_{j}+\theta_{j^{\prime}}^{\prime}$ must be in the natural parameter space $\Theta$ to ensure that $F\left(\theta_{j}+\theta_{j^{\prime}}^{\prime}\right)$ is finite. An equivalent condition is that $\Theta$ is a convex cone.

When $p_{F}=\mathcal{W}_{d}$, space $\left.\Theta=\right]-1 ;+\infty\left[\times \mathcal{S}_{++}^{p}\right.$ is not a convex cone since $\theta_{n_{j}}+\theta_{n_{j^{\prime}}}^{\prime}<-1$ for $n_{j}$ and $n_{j^{\prime}}^{\prime}$ smaller than $d+1$. Practically, this constraint is tested for each parameter pairs before going on with the computation the CS
divergence. A possible fix, not developed here, would be to constraint $n$ to be greater than $d+1$ (or equivalently $\theta_{n}>0$ ). Such a constraint amounts to take a convex subset $] 0 ;+\infty\left[\times \mathcal{S}_{++}^{p}\right.$ of $\Theta$. Denoting $\Delta\left(\theta_{j}, \theta_{j^{\prime}}^{\prime}\right)=F\left(\theta_{j}+\theta_{j^{\prime}}^{\prime}\right)-F\left(\theta_{j}\right)-F\left(\theta_{j^{\prime}}^{\prime}\right)$, the CS divergence is also

$$
\begin{align*}
\operatorname{CS}\left(m: m^{\prime}\right)= & \frac{1}{2} \log \sum_{j=1}^{K} \sum_{j^{\prime}=1}^{K}\left[w_{j} w_{j^{\prime}} \exp ^{\Delta\left(\theta_{j}, \theta_{j^{\prime}}\right)}\right] \quad \text { (within } m \text { ) } \\
& \left.+\frac{1}{2} \log \sum_{j=1}^{K^{\prime}} \sum_{j^{\prime}=1}^{K^{\prime}}\left[w_{j}^{\prime} w_{j^{\prime}}^{\prime} \exp ^{\Delta\left(\theta_{j}^{\prime}, \theta_{j^{\prime}}^{\prime}\right)}\right] \quad \text { (within } m^{\prime}\right) \\
& \left.-\log \sum_{j=1}^{K} \sum_{j^{\prime}=1}^{K^{\prime}}\left[w_{j} w_{j^{\prime}}^{\prime} \exp ^{\Delta\left(\theta_{j}, \theta_{j^{\prime}}^{\prime}\right)}\right] \quad \text { (between m and } m^{\prime}\right) \tag{11.42}
\end{align*}
$$

Note that CS divergence is symmetric since $\Delta\left(\theta_{j}, \theta_{j^{\prime}}{ }^{\prime}\right)$ is. A numeric value of $\Delta\left(\theta_{j}, \theta_{j^{\prime}}^{\prime}\right)$ can be computed for $\mathcal{W}_{d}$ from Eq. 11.28 (see Eq. 11.45 or 11.46 in the Appendix).

### 11.5.3 Summary of Proposed Motion Retrieval System

To conclude this section, let us recall the elements of our proposal for a motion retrieval system. Movement is represented by a Wishart mixture model learned by $k$-MLE initialized by DP- $k$-MLE++ or DP-comp- $k$-MLE. In the case of a mixture of a component, a simple application of the MLE for $\mathcal{W}_{d, \underline{n}}$ is sufficient. Although a Wishart distribution appears inadequate model for the scatter matrix $X$ of a movement, it has been shown that this crude assumption provides a good classification rates on a real data set [23]. Learning representations of the movements may be performed offline since it is computational demanding. Using CS divergence as dissimilarity, we can then extract a taxonomy of movements with any spectral clustering algorithm. For a query movement, its representation by a mixture has to be computed first. Then it is possible to search the database for the most similar movements according to the CS divergence or to predict its type by a majority vote among them. More details of the implementation and results for the real dataset will be in a forthcoming technical report.

### 11.6 Conclusions and Perspectives

Hartigan's swap clustering method for $k$-MLE was studied for the general case of an exponential family. Unlike for $k$-means, this method does not guarantee to avoid empty clusters but achieves generally better performance than the Lloyd's heuristic.

Two methods DP- $k$-MLE and DP-comp- $k$-MLE are proposed to initialize $k$-MLE automatically by setting the number of clusters. While the former shares the good properties of $k$-MLE, the latter selects the component distributions given some extra knowledge. A small experiment indicates these methods appear to be quite sensible to their only parameter.

We recalled the definition and some properties of the Wishart distribution $\mathcal{W}_{d}$, especially its canonical decomposition as a member of an exponential family.By fixing either one of its two parameters $n$ and $S$, two other (nested) exponential (sub-) families $\mathcal{W}_{d, \underline{n}}$ and $\mathcal{W}_{d, \underline{S}}$ may be defined. From their respective MLEs, it is possible to define an iterative process which provably converges to the MLE for $\mathcal{W}_{d}$. For a single observation, the MLE does not exist.Then a crude solution is to replace the MLE in $\mathcal{W}_{d}$ by the MLE in one of the two sub-families.

The MLE is an example of a point estimator among many others (e.g. method of moments, minimax estimators, Bayesian point estimators). This suggests as future work many other learning algorithms such as $k$-MoM, $k$-Minimax [30], $k$-MAP following the same algorithmic scheme as $k$-MLE.

Finally, an application to the retrieval motion-captured motions is proposed.Each motion is described by a Wishart mixture model and the Cauchy-Schwarz divergence is used as a dissimilarity measure between two mixture models. As the CS divergence is always available in closed-form, such divergence is fast to compute compared to stochastic integration estimation schemes.This divergence can be used in spectral clustering methods and for visualization of a set of motions in an Euclidean embedding.

Another perspective is the connection between the closed-form divergences between mixtures and kernels based on divergences [31]: The CS divergence looks similar to the Normalized Correlation Kernel [32]. This could lead to a broader class of methods (e.g., SVM) using these divergences.

## Appendix A

This Appendix details some calculations for distributions $\mathcal{W}_{d}, \mathcal{W}_{d, \underline{n}}, \mathcal{W}_{d, \underline{s}}$.

## A. 1 Wishart Distribution $\mathcal{W}_{d}$

$$
\begin{aligned}
\mathcal{W}_{d}(X ; n, S) & =\frac{|X|^{\frac{n-d-1}{2}} \exp \left\{-\frac{1}{2} \operatorname{tr}\left(S^{-1} X\right)\right\}}{2^{\frac{n d}{2}}|S|^{\frac{n}{2}} \Gamma_{d}\left(\frac{n}{2}\right)} \\
& =\exp \left\{\frac{n-d-1}{2} \log |X|-\frac{1}{2} \operatorname{tr}\left(S^{-1} X\right)-\frac{n d}{2} \log (2)-\frac{n}{2} \log |S|-\log \Gamma_{d}\left(\frac{n}{2}\right)\right\}
\end{aligned}
$$

Letting $\left(\theta_{n}, \theta_{S}\right)=\left(\frac{n-d-1}{2}, S^{-1}\right) \longleftrightarrow(n, S)=\left(2 \theta_{n}+d+1, \theta_{S}^{-1}\right)$

$$
\begin{aligned}
\mathcal{W}_{d}\left(X ; \theta_{n}, \theta_{S}\right)= & \exp \left\{\frac{2 \theta_{n}+d+1-d-1}{2} \log |X|-\frac{1}{2} \operatorname{tr}\left(\theta_{S} X\right)-\frac{\left(2 \theta_{n}+d+1\right) d}{2} \log (2)\right. \\
& \left.-\frac{\left(2 \theta_{n}+d+1\right)}{2} \log \left|\theta_{S}^{-1}\right|-\log \Gamma_{d}\left(\frac{2 \theta_{n}+d+1}{2}\right)\right\} \\
= & \exp \left\{\theta_{n} \log |X|-\frac{1}{2} \operatorname{tr}\left(\theta_{S} X\right)-\left(\theta_{n}+\frac{(d+1)}{2}\right)\left(d \log (2)-\log \left|\theta_{S}\right|\right)\right. \\
& \left.-\log \Gamma_{d}\left(\theta_{n}+\frac{(d+1)}{2}\right)\right\} \\
= & \exp \left\{<\theta_{n}, \log |X|>\mathbb{R}+<\theta_{S},-\frac{1}{2} X>_{H S}-F(\Theta)\right\} \\
& \text { with } F(\Theta)=\left(\theta_{n}+\frac{(d+1)}{2}\right)\left(d \log (2)-\log \left|\theta_{S}\right|\right)+\log \Gamma_{d}\left(\theta_{n}+\frac{(d+1)}{2}\right) \\
= & \exp \{<\Theta, t(X)>-F(\Theta)+k(X)\} \\
& \operatorname{with} t(X)=\left(\log |X|,-\frac{1}{2} X\right) \text { and } k(X)=0
\end{aligned}
$$

$$
F(\Theta)=\left(\theta_{n}+\frac{(d+1)}{2}\right)\left(d \log (2)-\log \left|\theta_{S}\right|\right)+\log \Gamma_{d}\left(\theta_{n}+\frac{(d+1)}{2}\right)
$$

$$
\begin{equation*}
\frac{\partial F}{\partial \theta_{n}}\left(\theta_{n}, \theta_{S}\right)=d \log (2)-\log \left|\theta_{S}\right|+\Psi_{d}\left(\theta_{n}+\frac{(d+1)}{2}\right) \tag{11.43}
\end{equation*}
$$

where $\Psi_{d}$ is the multivariate Digamma function (or multivariate polygamma of order 0 ).

$$
\begin{equation*}
\frac{\partial F}{\partial \theta_{S}}\left(\theta_{n}, \theta_{S}\right)=-\left(\theta_{n}+\frac{(d+1)}{2}\right) \theta_{S}^{-1} \tag{11.44}
\end{equation*}
$$

Dissimilarity $\Delta\left(\theta, \theta^{\prime}\right)$ between natural parameters $\theta=\left(\theta_{n}, \theta_{S}\right)$ and $\theta^{\prime}=\left(\theta_{n}^{\prime}, \theta_{S}^{\prime}\right)$ is

$$
\begin{align*}
\Delta\left(\theta, \theta^{\prime}\right)= & F\left(\theta+\theta^{\prime}\right)-\left(F(\theta)+F\left(\theta^{\prime}\right)\right)=\left(\theta_{n}+\theta_{n}^{\prime}+\frac{(d+1)}{2}\right)\left(d \log (2)-\log \left|\theta_{S}+\theta_{S}^{\prime}\right|\right) \\
& -\left(\theta_{n}+\frac{(d+1)}{2}\right)\left(d \log (2)-\log \left|\theta_{S}\right|\right)-\left(\theta_{n}^{\prime}+\frac{(d+1)}{2}\right)\left(d \log (2)-\log \left|\theta_{S}^{\prime}\right|\right) \\
& +\log \Gamma_{d}\left(\theta_{n}+\theta_{n}^{\prime}+\frac{(d+1)}{2}\right)-\log \Gamma_{d}\left(\theta_{n}+\frac{(d+1)}{2}\right)-\log \Gamma_{d}\left(\theta_{n}^{\prime}+\frac{(d+1)}{2}\right) \\
= & -\frac{(d+1)}{2} d \log (2)+\left(\theta_{n}+\frac{(d+1)}{2}\right) \log \left|\theta_{S}\right|+\left(\theta_{n}^{\prime}+\frac{(d+1)}{2}\right) \log \left|\theta_{S}^{\prime}\right| \\
& -\left(\theta_{n}+\theta_{n}^{\prime}+\frac{(d+1)}{2}\right) \log \left|\theta_{S}+\theta_{S}^{\prime}\right|+\log \left(\frac{\Gamma_{d}\left(\theta_{n}+\theta_{n}^{\prime}+\frac{(d+1)}{2}\right)}{\Gamma_{d}\left(\theta_{n}+\frac{(d+1)}{2}\right) \Gamma_{d}\left(\theta_{n}^{\prime}+\frac{(d+1)}{2}\right)}\right) \tag{11.45}
\end{align*}
$$

Remark $\Delta(\theta, \theta) \neq 0$. Same quantity with source parameters $\lambda=(n, S)$ and $\lambda^{\prime}=$ ( $n^{\prime}, S^{\prime}$ ) is

$$
\begin{align*}
\Delta\left(\lambda, \lambda^{\prime}\right)= & \left.-\frac{(d+1)}{2} d \log (2)-\frac{n}{2} \log |S|-\frac{n^{\prime}}{2} \log \left|S^{\prime}\right|-\frac{n+n^{\prime}-d-1}{2} \log \right\rvert\, S^{-1} \\
& +S^{\prime-1} \left\lvert\,+\log \left(\frac{\Gamma_{d}\left(\frac{n+n^{\prime}-d-1}{2}\right)}{\Gamma_{d}\left(\frac{n}{2}\right) \Gamma_{d}\left(\frac{n^{\prime}}{2}\right)}\right)\right. \tag{11.46}
\end{align*}
$$

## A. 2 Distribution $\mathcal{W}_{d, \underline{n}}$

$$
\begin{aligned}
\mathcal{W}_{d}(X ; \underline{n}, S) & =\frac{|X|^{\frac{n-d-1}{2}} \exp \left\{-\frac{1}{2} \operatorname{tr}\left(S^{-1} X\right)\right\}}{2^{\frac{n d}{2}}|S|^{\frac{n}{2}} \Gamma_{d}\left(\frac{n}{2}\right)} \\
& =\exp \left\{\frac{\underline{n}-d-1}{2} \log |X|-\frac{1}{2} \operatorname{tr}\left(S^{-1} X\right)-\frac{n d}{2} \log (2)-\frac{n}{2} \log |S|-\log \Gamma_{d}\left(\frac{n}{2}\right)\right\}
\end{aligned}
$$

Letting $\theta_{S}=S^{-1}$,

$$
\begin{aligned}
\mathcal{W}_{d}\left(X ; \underline{n}, \theta_{S}\right)= & \exp \left\{-\frac{1}{2} \operatorname{tr}\left(\theta_{S} X\right)+\frac{\underline{n}-d-1}{2} \log |X|-\frac{n d}{2} \log (2)-\frac{n}{2} \log \left|\theta_{S}^{-1}\right|-\log \Gamma_{d}\left(\frac{n}{2}\right)\right\} \\
= & \exp \left\{<\theta_{S},-\frac{1}{2} X>_{H S}+k(X)-F_{\underline{n}}\left(\theta_{S}\right)\right\} \\
& \text { with } F_{\underline{n}}\left(\theta_{S}\right)=\frac{n}{2} d \log (2)-\frac{n}{2} \log \left|\theta_{S}\right|+\log \Gamma_{d}\left(\frac{n}{2}\right) \\
& \text { with } k_{\underline{n}}(X)=\frac{n-d-1}{2} \log |X|
\end{aligned}
$$

Using the rule $\frac{\partial \log |X|}{\partial X}={ }^{t}\left(X^{-1}\right)$ [33] and the symmetry of $\theta_{S}$, we get

$$
\nabla_{\theta_{S}} F_{\underline{n}}\left(\theta_{S}\right)=-\frac{n}{2} \theta_{S}^{-1}
$$

The correspondence between natural parameter $\theta_{S}$ and expectation parameter $\eta_{S}$ is

$$
\eta_{S}=\nabla_{\theta_{S}} F_{\underline{n}}\left(\theta_{S}\right)=-\frac{n}{2} \theta_{S}^{-1} \longleftrightarrow \theta_{S}=\nabla_{\eta S} F_{\underline{n}}^{*}\left(\eta_{S}\right)=\left(\nabla_{\theta_{S}} F_{\underline{n}}\right)^{-1}\left(\eta_{S}\right)=-\frac{n}{2} \eta_{S}^{-1}
$$

Finally, we obtain the MLE for $\theta_{S}$ in this sub family:

$$
\hat{\theta}_{S}=-\frac{n}{2}\left(\frac{1}{N} \sum_{i=1}^{N}-\frac{1}{2} X_{i}\right)^{-1}=\underline{n} N\left(\sum_{i=1}^{N} X_{i}\right)^{-1}
$$

Same formulation with source parameter $S$ :

$$
\hat{S}=\hat{\theta}_{S}^{-1}=\left(\underline{n} N\left(\sum_{i=1}^{N} X_{i}\right)^{-1}\right)^{-1}=\frac{\sum_{i=1}^{N} X_{i}}{\underline{n} N}
$$

Dual log-normalizer $F_{\underline{n}}^{*}$ for $\mathcal{W}_{d, \underline{n}}$ is

$$
\begin{aligned}
F_{\underline{n}}^{*}\left(\eta_{S}\right) & =\left\langle\left(\nabla F_{\underline{n}}\right)^{-1}\left(\eta_{S}\right), \eta_{S}\right\rangle-F_{\underline{n}}\left(\left(\nabla F_{\underline{n}}\right)^{-1}\left(\eta_{S}\right)\right) \\
= & \left\langle-\frac{n}{2} \eta_{S}^{-1}, \eta_{S}\right\rangle-F_{\underline{n}}\left(-\frac{n}{2} \eta_{S}^{-1}\right) \\
& =-\frac{n}{2} \operatorname{tr}\left(\eta_{S}^{-1} \eta_{S}\right)-\frac{n}{2} d \\
2 & \log (2)+\frac{n}{2} \log \left[\left(\frac{n}{2}\right)^{d}\left|-\eta_{S}^{-1}\right|\right]-\log \Gamma_{d}\left(\frac{n}{2}\right) \\
= & -\frac{n}{2} d \\
& \left.=\frac{n}{2} d+\log (2)-\log \underline{n}+\log 2\right)+\frac{n}{2} \log \left(\frac{n}{4 e}\right)+\frac{n}{2} \log \left|-\eta_{S}^{-1}\right|-\log \Gamma_{d}\left(\frac{n}{2}\right) \\
\operatorname{KL}\left(\mathcal{W}_{d, \underline{n}}^{1}| | \mathcal{W}_{d, \underline{n}}^{2}\right) & =B_{F_{\underline{n}}}\left(\theta_{S_{2}}: \theta_{S_{1}}\right) \\
& =F_{\underline{n}}\left(\theta_{S_{2}}\right)-F_{\underline{n}}\left(\theta_{S_{1}}\right)-<\theta_{S_{2}}-\theta_{S_{1}}, \nabla_{\theta_{S}} F_{\underline{n}}\left(\theta_{S_{1}}\right)> \\
& =\frac{n}{2}\left(\log \left|\theta_{S_{1}}\right|-\log \left|\theta_{S_{2}}\right|\right)+\frac{n}{2} \operatorname{tr}\left(\left(\theta_{S_{2}}-\theta_{S_{1}}\right) \theta_{S_{1}}^{-1}\right) \\
& =\frac{n}{\overline{2}}\left(\log \frac{\left|\theta_{S_{1}}\right|}{\left|\theta_{S_{2}}\right|}+\operatorname{tr}\left(\theta_{S_{2}} \theta_{S_{1}}^{-1}\right)-d\right) \\
& =\frac{n}{2}\left(-\log \frac{\left|\theta_{S_{2}}\right|}{\left|\theta_{S_{1}}\right|}+\operatorname{tr}\left(\theta_{S_{2}} \theta_{S_{1}}^{-1}\right)-d\right)
\end{aligned}
$$

also with source parameter

$$
\operatorname{KL}\left(\mathcal{W}_{d, \underline{n}}^{1}| | \mathcal{W}_{d, \underline{n}}^{2}\right)=\frac{n}{2}\left(-\log \frac{\left|S_{1}\right|}{\left|S_{2}\right|}+\operatorname{tr}\left(S_{2}^{-1} S_{1}\right)-d\right)
$$

Let's remark that KL divergence depends now on $\underline{n}$.

$$
\begin{aligned}
B_{F_{\underline{n}}^{*}}\left(\eta_{S_{1}}: \eta_{S_{2}}\right) & =F_{\underline{n}}^{*}\left(\eta_{S_{1}}\right)-F_{\underline{n}}^{*}\left(\eta_{S_{2}}\right)-<\eta_{S_{1}}-\eta_{S_{2}}, \nabla F_{\underline{n}}^{*}\left(\eta_{S_{2}}\right)>_{H S} \\
& =\frac{n}{2}\left(\log \left|-\eta_{S_{1}}^{-1}\right|-\log \left|-\eta_{S_{2}}^{-1}\right|\right)-<\eta_{S_{1}}-\eta_{S_{2}},-\frac{n}{2} \eta_{S_{2}}^{-1}>_{H S} \\
& =\frac{n}{\overline{2}}\left(\log \frac{\left|-\eta_{S_{1}}^{-1}\right|}{\left|-\eta_{S_{2}}^{-1}\right|}+\operatorname{tr}\left(\eta_{S_{1}} \eta_{S_{2}}^{-1}\right)-d\right)
\end{aligned}
$$

## A. 3 Distribution $\mathcal{W}_{d, \underline{s}}$

For fixed $\underline{S}$, the p.d.f of $\mathcal{W}_{d, \underline{S}}$ can be rewritten ${ }^{4}$ as

$$
\begin{aligned}
\mathcal{W}_{d}(X ; n, \underline{S}) & =\frac{|X|^{\frac{n-d-1}{2}} \exp \left\{-\frac{1}{2} \operatorname{tr}\left(\underline{S}^{-1} X\right)\right\}}{|2 \underline{S}|^{\frac{n}{2}} \Gamma_{d}\left(\frac{n}{2}\right)} \\
& =\exp \left\{\frac{n-d-1}{2} \log |X|-\frac{1}{2} \operatorname{tr}\left(\underline{S}^{-1} X\right)-\frac{n}{2} \log |2 \underline{S}|-\log \Gamma_{d}\left(\frac{n}{2}\right)\right\}
\end{aligned}
$$

Letting $\theta_{n}=\frac{n-d-1}{2}\left(n=2 \theta_{n}+d+1\right)$

$$
\begin{aligned}
\mathcal{W}_{d}\left(X ; \theta_{n}, \underline{S}\right)= & \exp \left\{\theta_{n} \log |X|-\frac{1}{2} \operatorname{tr}\left(\underline{S}^{-1} X\right)-\left(\theta_{n}+\frac{d+1}{2}\right) \log |2 \underline{2}|-\log \Gamma_{d}\left(\theta_{n}+\frac{d+1}{2}\right)\right\} \\
= & \exp \left\{<\theta_{n}, \log |X|>+k_{\underline{S}}(X)-F_{\underline{S}}\left(\theta_{n}\right)\right\} \\
& \text { with } F_{\underline{S}}\left(\theta_{n}\right)=\left(\theta_{n}+\frac{d+1}{2}\right) \log |2 \underline{S}|+\log \Gamma_{d}\left(\theta_{n}+\frac{d+1}{2}\right) \\
& \text { with } k_{\underline{\underline{S}}}(X)=-\frac{1}{2} \operatorname{tr}\left(\underline{S}^{-1} X\right)
\end{aligned}
$$

The correspondence between natural parameter $\theta_{n}$ and expectation parameter $\eta_{n}$ is

$$
\begin{array}{cc} 
& \eta_{n}=\nabla_{\theta_{n}} F_{\underline{S}}\left(\theta_{n}\right)=\log |2 \underline{S}|+\Psi_{d}\left(\theta_{n}+\frac{(d+1)}{2}\right) \\
\Leftrightarrow & \Psi_{d}\left(\theta_{n}+\frac{(d+1)}{2}\right)=\eta_{n}-\log |2 \underline{S}| \\
\Leftrightarrow & \theta_{n}+\frac{(d+1)}{2}=\Psi_{d}^{-1}\left(\eta_{n}-\log |2 \underline{S}|\right) \\
\Leftrightarrow & \theta_{n}=\Psi_{d}^{-1}\left(\eta_{n}-\log |2 \underline{S}|\right)-\frac{(d+1)}{2}=\left(\nabla F_{\underline{S}}\right)^{-1}\left(\eta_{n}\right)=\nabla F_{\underline{S}}^{*}\left(\eta_{n}\right)
\end{array}
$$

Finally, we obtain the MLE for $\theta_{n}$ in this sub family:

$$
\hat{\theta}_{n}=\Psi_{d}^{-1}\left(\left[\frac{1}{N} \sum_{i=1}^{N} \log |X|\right]-\log |2 \underline{S}|\right)-\frac{(d+1)}{2}
$$

Same formulation with source parameter $n$ :

[^31]\[

$$
\begin{aligned}
\frac{\hat{n}-d-1}{2} & =\Psi_{d}^{-1}\left(\left[\frac{1}{N} \sum_{i=1}^{N} \log |X|\right]-\log |2 \underline{S}|\right)-\frac{(d+1)}{2} \\
\hat{n} & =2 \Psi_{d}^{-1}\left(\left[\frac{1}{N} \sum_{i=1}^{N} \log |X|\right]-\log |2 \underline{S}|\right)
\end{aligned}
$$
\]

Dual log-normalizer $F_{\underline{S}}^{*}$ for $\mathcal{W}_{d, \underline{S}}$ is

$$
\begin{aligned}
F_{\underline{S}}^{*}\left(\eta_{n}\right)= & \left\langle\left(\nabla F_{\underline{S}}\right)^{-1}\left(\eta_{n}\right), \eta_{n}\right\rangle-F_{\underline{S}}\left(\left(\nabla F_{\underline{S}}\right)^{-1}\left(\eta_{n}\right)\right) \\
= & \left\langle\Psi_{d}^{-1}\left(\eta_{n}-\log |2 \underline{S}|\right)-\frac{(d+1)}{2}, \eta_{n}\right\rangle \\
& -\Psi_{d}^{-1}\left(\eta_{n}-\log |2 \underline{S}|\right) \log |2 \underline{S}|-\log \Gamma_{d}\left(\Psi_{d}^{-1}\left(\eta_{n}-\log |2 \underline{S}|\right)\right) \\
= & \Psi_{d}^{-1}\left(\eta_{n}-\log |2 \underline{S}|\right)\left(\eta_{n}-\log |2 \underline{S}|\right)-\frac{(d+1)}{2} \eta_{n}-\log \Gamma_{d}\left(\Psi_{d}^{-1}\left(\eta_{n}-\log |2 \underline{S}|\right)\right)
\end{aligned}
$$

$$
\operatorname{KL}\left(\mathcal{W}_{d, \underline{S}}^{1}| | \mathcal{W}_{d, \underline{S}}^{2}\right)=B_{F_{\underline{S}}}\left(\theta_{n_{2}}: \theta_{n_{1}}\right)=F_{\underline{S}}\left(\theta_{n_{2}}\right)-F_{\underline{S}}\left(\theta_{n_{1}}\right)-\left\langle\theta_{n_{2}}-\theta_{n_{1}}, \nabla F_{\underline{S}}\left(\theta_{n_{1}}\right)\right\rangle
$$

$$
=\left(\theta_{n_{2}}+\frac{d+1}{2}\right) \log |2 \underline{S}|+\log \Gamma_{d}\left(\theta_{n_{2}}+\frac{d+1}{2}\right)
$$

$$
-\left(\theta_{n_{1}}+\frac{d+1}{2}\right) \log |2 \underline{S}|-\log \Gamma_{d}\left(\theta_{n_{1}}+\frac{d+1}{2}\right)
$$

$$
-\left\langle\theta_{n_{2}}-\theta_{n_{1}}, \log \right| 2 \underline{S}\left|+\Psi_{d}\left(\theta_{n_{1}}+\frac{(d+1)}{2}\right)\right\rangle
$$

$$
\operatorname{KL}\left(\mathcal{W}_{d, \underline{S}}^{1}| | \mathcal{W}_{d, \underline{S}}^{2}\right)=\log \frac{\Gamma_{d}\left(\theta_{n_{2}}+\frac{d+1}{2}\right)}{\Gamma_{d}\left(\theta_{n_{1}}+\frac{d+1}{2}\right)}-\left(\theta_{n_{2}}-\theta_{n_{1}}\right) \Psi_{d}\left(\theta_{n_{1}}+\frac{(d+1)}{2}\right)
$$

$$
=-\log \frac{\Gamma_{d}\left(\theta_{n_{1}}+\frac{d+1}{2}\right)}{\Gamma_{d}\left(\theta_{n_{2}}+\frac{d+1}{2}\right)}+\left(\theta_{n_{1}}-\theta_{n_{2}}\right) \Psi_{d}\left(\theta_{n_{1}}+\frac{(d+1)}{2}\right)
$$

also with source parameter

$$
\mathrm{KL}\left(\mathcal{W}_{d, \underline{S}}^{1} \| \mathcal{W}_{d, \underline{S}}^{2}\right)=-\log \left(\frac{\Gamma_{d}\left(\frac{n_{1}}{2}\right)}{\Gamma_{d}\left(\frac{n_{2}}{2}\right)}\right)+\left(\frac{n_{1}-n_{2}}{2}\right) \Psi_{d}\left(\frac{n_{1}}{2}\right)
$$

Let us remark that this quantity does not depend on $\underline{S}$.

$$
\begin{aligned}
B_{F_{\underline{\underline{*}}}^{*}}\left(\eta_{n_{1}}: \eta_{n_{2}}\right)= & F_{\underline{S}}^{*}\left(\eta_{n_{1}}\right)-F_{\underline{S}}^{*}\left(\eta_{n_{2}}\right)-<\eta_{n_{1}}-\eta_{n_{2}}, \nabla F_{\underline{S}}^{*}\left(\eta_{n_{2}}\right)>_{H S} \\
= & \Psi_{d}^{-1}\left(\eta_{n_{1}}-\log |2 \underline{S}|\right)\left(\eta_{n_{1}}-\log |2 \underline{S}|\right)-\frac{(d+1)}{2} \eta_{n_{1}} \\
& -\log \Gamma_{d}\left(\Psi_{d}^{-1}\left(\eta_{n_{1}}-\log |2 \underline{S}|\right)\right) \\
& -\Psi_{d}^{-1}\left(\eta_{n_{2}}-\log |2 \underline{S}|\right)\left(\eta_{n_{2}}-\log |2 \underline{S}|\right)+\frac{(d+1)}{2} \eta_{n_{2}}
\end{aligned}
$$

$$
\begin{aligned}
& +\log \Gamma_{d}\left(\Psi_{d}^{-1}\left(\eta_{n_{2}}-\log |2 \underline{S}|\right)\right) \\
& -\left\langle\eta_{n_{1}}-\eta_{n_{2}}, \Psi_{d}^{-1}\left(\eta_{n_{2}}-\log |2 \underline{S}|\right)-\frac{(d+1)}{2}\right\rangle_{H S} \\
B_{F_{\underline{\underline{*}}}^{*}}\left(\eta_{n_{1}}: \eta_{n_{2}}\right)= & \log \frac{\Gamma_{d}\left(\Psi_{d}^{-1}\left(\eta_{n_{2}}-\log |2 \underline{S}|\right)\right)}{\Gamma_{d}\left(\Psi_{d}^{-1}\left(\eta_{n_{1}}-\log |2 \underline{S}|\right)\right)} \\
& -\left[\Psi_{d}^{-1}\left(\eta_{n_{2}}-\log |2 \underline{S}|\right)-\Psi_{d}^{-1}\left(\eta_{n_{1}}-\log |2 \underline{S}|\right)\right]\left(\eta_{n_{1}}-\log |2 \underline{S}|\right)
\end{aligned}
$$
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# Chapter 12 <br> Morphological Processing of Univariate Gaussian Distribution-Valued Images Based on Poincaré Upper-Half Plane Representation 

Jesús Angulo and Santiago Velasco-Forero


#### Abstract

Mathematical morphology is a nonlinear image processing methodology based on the application of complete lattice theory to spatial structures. Let us consider an image model where at each pixel is given a univariate Gaussian distribution. This model is interesting to represent for each pixel the measured mean intensity as well as the variance (or uncertainty) for such measurement. The aim of this work is to formulate morphological operators for these images by embedding Gaussian distribution pixel values on the Poincaré upper-half plane. More precisely, it is explored how to endow this classical hyperbolic space with various families of partial orderings which lead to a complete lattice structure. Properties of order invariance are explored and application to morphological processing of univariate Gaussian distribution-valued images is illustrated.


Keywords Ordered Poincaré half-plane • Hyperbolic partial ordering • Hyperbolic complete lattice • Mathematical morphology • Gaussian-distribution valued image • Information geometry image filtering

### 12.1 Introduction

This work is motivated by the exploration of a mathematical image model $f$ where instead of having a scalar intensity $t \in \mathbb{R}$ at each pixel $p$, i.e., $f(p)=t$, we have, a univariate Gaussian probability distribution of intensities $N\left(\mu, \sigma^{2}\right) \in \mathcal{N}$, i.e., image $f$ is defined as the function

[^32]\[

f:\left\{$$
\begin{array}{l}
\Omega \rightarrow \mathcal{N} \\
p \mapsto N\left(\mu, \sigma^{2}\right)
\end{array}
$$\right.
\]

where $\Omega$ is the support space of pixels $p$ (e.g., for 2 D images $\Omega \subset \mathbb{Z}^{2}$ ) and $\mathcal{N}$ denotes the family of univariate Gaussian probability distribution functions (pdf). Nowadays most of imaging sensors only produce single scalar values since the CCD (chargecoupled device) cameras typically integrates the light (arriving photons) during a given exposure time $\tau$. To increase the signal-to-noise ratio (SNR), exposure time is increased to $\tau^{\prime}=\alpha \tau, \alpha>1$. Let suppose that $\alpha$ is a positive integer number, this is equivalent to a multiple acquisition of $\alpha$ frames during $\tau$ for each frame (i.e., a kind of temporal oversampling). The standard approach only considers the sum (or average) of the multiple intensities [28], without taking into account the variance which is a basic estimator of the noise useful for probabilistic image processing. Another example of such a representation from a gray scale image consists in considering that each pixel is described by the mean and the variance of the intensity distribution from its centered neighboring patch. This model has been for instance recently used in [10] for computing local estimators which can be interpreted as pseudo-morphological operators.

Let us consider the example of gray scale image parameterized by the mean and the standard deviation of patches given in Fig. 12.1. We observe that the underlying geometry of this space of patches is not Euclidean, e.g., the geodesics are clearly curves. In fact, as we discuss in the paper, this parametrization corresponds to one of the models of hyperbolic geometry.

Henceforth, the corresponding image processing operators should be able to deal with Gaussian distributions-valued pixels. In particular, morphological operators for images $f \in \mathcal{F}(\Omega, \mathcal{N})$ involve that the space of Gaussian distributions $\mathcal{N}$ must be endowed of a partial ordering leading to a complete lattice structure. In practice, it means that given a set of Gaussian pdfs, as the example given in Fig. 12.2, we need to be able to define a Gaussian pdf which corresponds to the infimum (inf) of the set and another one to the supremum (sup). Mathematical morphology is a nonlinear image processing methodology based on the computation of sup/inf-convolution filters (i.e., dilation/erosion operators) in local neighborhoods [31]. Mathematical morphology is theoretically formulated in the framework of complete lattices and operators defined on them [21, 29]. When only the supremum or the infimum are well defined, other morphological operators can be formulated in the framework of complete semilattices [22,23]. Both cases are considered here for images $f \in \mathcal{F}(\Omega, \mathcal{N})$.

A possible way to deal with the partial ordering problem of $\mathcal{N}$ can be founded on stochastic ordering (or stochastic dominance) [30] which is basically defined in terms of majorization of cumulative distribution functions.

However, we prefer to adopt here an information geometry approach [4], which is based on considering that the univariate Gaussian pdfs are points in a hyperbolic space [3, 9]. More generally, Fisher geometry amounts to hyperbolic geometry of constant curvature for other location-scale families of probability distributions (Cauchy, Laplace, elliptical) $p(x ; \mu, \sigma)=\frac{1}{\sigma} f\left(\frac{x-\mu}{\sigma}\right)$, where curvature depends on


Fig. 12.1 Parametrization of a gray scale image where each pixel is described by the mean and the variance of the intensity distribution from its centered neighboring patch of $5 \times 5$ pixels: a Left, original gray scale image; center, image of mean of each patch; right, image of standard deviation of each patch. b Visualization of the patch according to their coordinates in the space mean/std.dev


Fig. 12.2 a Example of a set of nine univariate Gaussian pdfs, $N_{k}\left(\mu_{k}, \sigma_{k}^{2}\right), 1 \leq k \leq 9$. b Same set of Gaussian pdfs represented as points of coordinates $\left(x_{k}=\mu_{k} / \sqrt{2}, y_{k}=\sigma_{k}\right)$ in the upper-half plane
the dimension and the density profile [3, 14, 15]. For a deep flavor on hyperbolic geometry see [12]. There are several models representing the hyperbolic space in $\mathbb{R}^{d}, d>1$, such as the three following ones: the (Poincaré) upper half-space model $\mathcal{H}^{d}$, the Poincaré disk model $\mathcal{P}^{d}$ and the Klein disk model $\mathcal{K}^{d}$.

1. The (Poincaré) upper half-space model is the domain $\mathcal{H}^{d}=\left\{\left(x_{1}, \cdots, x_{d}\right) \in\right.$ $\left.\mathbb{R}^{d} \mid x_{d}>0\right\}$ with the Riemannian metric $d s^{2}=\frac{d x_{1}^{2}+\cdots+d x_{d}^{2}}{x_{d}^{2}}$;
2. The Poincaré disk model is the domain $\mathcal{P}^{d}=\left\{\left(x_{1}, \ldots, x_{d}\right) \in \mathbb{R}^{d} \mid x_{1}^{2}+\cdots+\right.$ $\left.x_{d}^{2}<1\right\}$ with the Riemannian metric $d s^{2}=4 \frac{d x_{1}^{2}+\cdots+d x_{d}^{2}}{\left(1-x_{1}^{2}-\cdots-x_{d}^{2}\right)^{2}}$;
3. The Klein disk model is the space $\mathcal{K}^{d}=\left\{\left(x_{1}, \ldots, x_{d}\right) \in \mathbb{R}^{d} \mid x_{1}^{2}+\cdots+x_{d}^{2}<1\right\}$ with the Riemannian metric $d s^{2}=\frac{d x_{1}^{2}+\cdots+d x_{d}^{2}}{1-x_{1}^{2}-\cdots-x_{d}^{2}}+\frac{\left(x_{1} d x_{1}+\cdots+x_{d} d x_{d}\right)^{2}}{\left(1-x_{1}^{2}-\cdots-x_{d}^{2}\right)^{2}}$.
These models are isomorphic between them in the sense that one-to-one correspondences can be set up between the points and lines in one model to the points and lines in the other so as to preserve the relations of incidence, betweenness and congruence. In particular, there exists an isometric mapping between any pair among these models and analytical transformations to convert from one to another are well known [12].

Klein disk model has been considered for instance in computational information geometry (Voronoï diagrams, clustering, etc.) [26] and Poincaré disk model in information geometric radar processing [5-7]. In this paper, we focus on the Poincaré half-plane model, $\mathcal{H}^{2}$, which is sufficient for our practical purposes of manipulating Gaussian pdfs. Figure 12.2b illustrates the example of a set of nine Gaussian pdfs $N_{k}\left(\mu_{k}, \sigma_{k}^{2}\right)$ represented as points of coordinates $\left(\mu_{k} / \sqrt{2}, \sigma_{k}\right)$ in the upper-half plane as follows:

$$
(\mu, \sigma) \mapsto z=\frac{\mu}{\sqrt{2}}+i \sigma
$$

The rationale behind the scaling factor $\sqrt{2}$ is given in Sect. 12.3.
In summary, from a theoretical viewpoint, the aim of this paper is to endow $\mathcal{H}^{2}$ with partial orderings which lead to useful invariance properties in order to formulate appropriate morphological operators for images $f: \Omega \rightarrow \mathcal{H}^{2}$. This work is an extension to the conference paper [1]. The rest of the paper is organized as follows. Section 12.2 reminds the basics on the geometry of Poincaré half-plane model. The connection between Poincaré half-plane model of hyperbolic geometry and Fisher Information geometry of Gaussian distributions is briefly recalled in Sect. 12.3. Then, various partial orderings on $\mathcal{H}^{2}$ are studied in Sect. 12.4. Based on the corresponding complete lattice structure of $\mathcal{H}^{2}$, Sect. 12.5 presents definition of morphological operators for images on $\mathcal{F}\left(\Omega, \mathcal{H}^{2}\right)$ and its application to morphological processing univariate Gaussian distribution-valued images. Section 12.6 concludes the paper with the perspectives of the present work.

### 12.2 Geometry of Poincaré Upper-Half Plane $\mathcal{H}^{\mathbf{2}}$

In complex analysis, the upper-half plane is the set of complex numbers with positive imaginary part:

$$
\begin{equation*}
\mathcal{H}^{2}=\{z=x+i y \in \mathbb{C} \mid y>0\} . \tag{12.1}
\end{equation*}
$$

We also use the notation $x=\mathfrak{R}(z)$ and $y=\Im(z)$. The boundary of upper-half plane (called sometimes circle at infinity) is the real axis together with the infinity, i.e., $\partial \mathcal{H}^{2}=\mathbb{R} \cup \infty=\{z=x+i y \mid y=0, x= \pm \infty, y=\infty\}$.

### 12.2.1 Riemannian Metric, Angle and Distance

In hyperbolic geometry, the Poincare upper-half plane model (originated with Beltrami and also known as Lobachevskii space in Soviet scientific literature) is the space $\mathcal{H}^{2}$ together with the Poincaré metric

$$
\left(g_{k l}\right)_{k, l=1,2}=\left(\begin{array}{cc}
\frac{1}{y^{2}} & 0  \tag{12.2}\\
0 & \frac{1}{y^{2}}
\end{array}\right)
$$

such that the hyperbolic arc length is given by

$$
\begin{equation*}
d s^{2}=\sum_{k, l=1,2} g_{k l} d x d y=\frac{d x^{2}+d y^{2}}{y^{2}}=\frac{|d z|^{2}}{y^{2}}=y^{-1} d z y^{-1} d z^{*} \tag{12.3}
\end{equation*}
$$

With this metric, the Poincaré upper-half plane is a complete Riemannian manifold of constant sectional curvature $K$ equal to -1 . We can consider a continuum of other hyperbolic spaces by multiplying the hyperbolic arc length (12.3) by a positive constant $k$ which leads to a metric of constant Gaussian curvature $K=-1 / k^{2}$. The tangent space to $\mathcal{H}^{2}$ at a point $z$ is defined as the space of tangent vectors at $z$. It has the structure of a 2-dimensional real vector space, $T_{z} \mathcal{H}^{2} \simeq \mathbb{R}^{2}$. The Riemannian metric (12.3) is induced by the following inner product on $T_{z} \mathcal{H}^{2}$ : for $\zeta_{1}, \zeta_{2} \in T_{z} \mathcal{H}^{2}$, with $\zeta_{k}=\left(\xi_{k}, \eta_{k}\right)$, we put

$$
\begin{equation*}
\left\langle\zeta_{1}, \zeta_{2}\right\rangle_{z}=\frac{\left(\zeta_{1}, \zeta_{2}\right)}{\Im(z)^{2}} \tag{12.4}
\end{equation*}
$$

which is a scalar multiple of the Euclidean inner product $\left(\zeta_{1}, \zeta_{2}\right)=\xi_{1} \xi_{2}+\eta_{1} \eta_{2}$.
The angle $\theta$ between two geodesics in $\mathcal{H}^{2}$ at their intersection point $z$ is defined as the angle between their tangent vectors in $T_{z} \mathcal{H}^{2}$, i.e.,

$$
\begin{equation*}
\cos \theta=\frac{\left\langle\zeta_{1}, \zeta_{2}\right\rangle_{z}}{\left\|\zeta_{1}\right\|_{z}\left\|\zeta_{2}\right\|_{z}}=\frac{\left(\zeta_{1}, \zeta_{2}\right)}{\sqrt{\left(\zeta_{1}, \zeta_{1}\right)} \sqrt{\left(\zeta_{2}, \zeta_{2}\right)}} \tag{12.5}
\end{equation*}
$$

We see that this notion of angle measure coincides with the Euclidean angle measure. Consequently, the Poincaré upper-half plane is a conformal model.

The distance between two points $z_{1}=x_{1}+i y_{1}$ and $z_{2}=x_{2}+i y_{2}$ in $\left(\mathcal{H}^{2}, d s^{2}\right)$ is the function

$$
\begin{equation*}
\operatorname{dist}_{\mathcal{H}^{2}}\left(z_{1}, z_{2}\right)=\cosh ^{-1}\left(1+\frac{\left(x_{1}-x_{2}\right)^{2}+\left(y_{1}-y_{2}\right)^{2}}{2 y_{1} y_{2}}\right) \tag{12.6}
\end{equation*}
$$

Distance (12.6) is derived from the logarithm of the cross-ratio between these two points and the points at the infinity, i.e., $\operatorname{dist}_{\mathcal{H}^{2}}\left(z_{1}, z_{2}\right)=\log D\left(z_{1}^{\infty}, z_{1}, z_{2}, z_{2}^{\infty}\right)$ where $D\left(z_{1}^{\infty}, z_{1}, z_{2}, z_{2}^{\infty}\right)=\frac{z_{1}-z_{2}^{\infty}}{z_{1}-z_{1}^{\infty}} \frac{z_{2}-z_{1}^{\infty}}{z_{2}-z_{2}^{\infty}}$. To obtain their equivalence, we remind that $\cosh ^{-1}(x)=\log \left(x+\sqrt{x^{2}-1}\right)$. From this formulation it is easy to check that for two points with $x_{1}=x_{2}$ the distance is $\operatorname{dist}_{\mathcal{H}^{2}}\left(z_{1}, z_{2}\right)=\left|\log \left(\frac{y_{1}}{y_{2}}\right)\right|$.

To see that $\operatorname{dist}_{\mathcal{H}^{2}}\left(z_{1}, z_{2}\right)$ is a metric distance in $\mathcal{H}^{2}$, we first notice the argument of $\cosh ^{-1}$ always lies in $[1, \infty)$ and $\cosh (x)=\frac{e^{x}+e^{-x}}{2}$, so cosh is increasing and concave on $[0, \infty)$. Thus $\cosh ^{-1}(1)=0$ and $\cosh ^{-1}$ is increasing and concave down on $[1, \infty)$, growing logarithmically. The properties required to be a metric (non-negativity, symmetry and triangle inequality) are proven using the cross-ratio formulation of the distance.

We note that the distance from any point $z \in \mathcal{H}^{2}$ to $\partial \mathcal{H}^{2}$ is infinity.

### 12.2.2 Geodesics

The geodesics of $\mathcal{H}^{2}$ are the vertical lines, $V L(a)=\left\{z \in \mathcal{H}^{2} \mid \Re(z)=a\right\}$, and the semi-circles in $\mathcal{H}^{2}$ which meet the horizontal axis $\mathfrak{R}(z)=0$ orthogonally, $S C_{r}(a)=$ $\left\{z \in \mathcal{H}^{2}| | z-z^{\prime} \mid=r ; \mathfrak{R}\left(z^{\prime}\right)=a\right.$ and $\left.\Im\left(z^{\prime}\right)=0\right\}$; see Fig. 12.3a. Thus given any pair $z_{1}, z_{2} \in \mathcal{H}^{2}$, there is a unique geodesic connecting them, parameterized for instance in polar coordinates by the angle, i.e.,

$$
\begin{equation*}
\gamma(t)=a+r e^{i t}=(a+r \cos t)+i(r \sin t), \quad \theta_{1} \leq t \leq \theta_{2} \tag{12.7}
\end{equation*}
$$

where $z_{1}=a+r e^{i \theta_{1}}$ and $z_{2}=a+r e^{i \theta_{2}}$.
A more useful expression of the geodesics involves explicitly the cartesian coordinates of the pair of points. First, given the pair $z_{1}, z_{2} \in \mathcal{H}^{2}, x_{1} \neq x_{2}$, the semi-circle orthogonal to x -axis connecting them has a center $c=\left(a_{1 \frown 2}, 0\right)$ and a radius $r_{1-2}$, $\left(z_{1}, z_{2}\right) \mapsto S C_{r_{1-2}}\left(a_{1-2}\right)$, where
$a_{1 \frown 2}=\frac{x_{2}^{2}-x_{1}^{2}+y_{2}^{2}-y_{1}^{2}}{2\left(x_{2}-x_{1}\right)} ; \quad r_{1 \frown 2}=\sqrt{\left(x_{1}-a_{1 \frown 2}\right)^{2}+y_{1}^{2}}=\sqrt{\left(x_{2}-a_{1 \frown 2}\right)^{2}+y_{2}^{2}}$.


Fig. 12.3 a Geodesics of $\mathcal{H}^{2}: z_{1}$ and $z_{2}$ are connected by a unique semi-circle; the geodesic between $z_{2}$ and $z_{3}$ is a segment of vertical line. b Hyperbolic polar coordinates

Then, the unique geodesic parameterized by the length, $t \mapsto \gamma\left(z_{1}, z_{2} ; t\right), \gamma:[0,1] \rightarrow$ $\mathcal{H}^{2}$ joining two points $z_{1}=x_{1}+i y_{1}$ and $z_{2}=x_{2}+i y_{2}$ such as $\gamma\left(z_{1}, z_{2} ; 0\right)=z_{1}$ and $\gamma\left(z_{1}, z_{2} ; 1\right)=z_{2}$ is given by

$$
\gamma\left(z_{1}, z_{2} ; t\right)= \begin{cases}x_{1}+i e^{\xi t+t_{0}} & \text { if } x_{1}=x_{2}  \tag{12.9}\\ {\left[r \tanh \left(\xi t+t_{0}\right)+a\right]+i\left[\frac{r}{\cosh \left(\xi t+t_{0}\right)}\right]} & \text { if } x_{1} \neq x_{2}\end{cases}
$$

with $a$ and $r$ given in (12.8) and where for $x_{1}=x_{2}, t_{0}=\log \left(y_{1}\right), \xi=\log \frac{y_{2}}{y_{1}}$ and for $x_{1} \neq x_{2}$

$$
t_{0}=\cosh ^{-1}\left(\frac{r}{y_{1}}\right)=\sinh ^{-1}\left(\frac{x_{1}-a}{y_{1}}\right), \xi=\log \left(\frac{y_{1}}{y_{2}} \frac{r+\sqrt{r^{2}-y_{2}^{2}}}{r+\sqrt{r^{2}-y_{1}^{2}}}\right)
$$

If we take the parameterized smooth curve $\gamma(t)=x(t)+i y(t)$, where $x(t)$ and $y(t)$ are continuously differentiable for $b \leq t \leq c$, then the hyperbolic length along the curve is determined by integrating the metric (12.3) as:

$$
L(\gamma)=\int_{\gamma} d s=\int_{a}^{b}|\dot{\gamma}(t)| \gamma d t=\int_{a}^{b} \frac{\sqrt{\dot{x}(t)^{2}+\dot{y}(t)^{2}}}{y(t)} d t=\int_{a}^{b} \frac{|\dot{z}(t)|}{y(t)} d t
$$

Note that this expression is independent from the parameter choice. Hence, using the polar angle parametrization (12.7), we obtain an alternative expression of the geodesic distance given

$$
\operatorname{dist}_{\mathcal{H}^{2}}\left(z_{1}, z_{2}\right)=\inf _{\gamma} L(\gamma)=\int_{\theta_{1}}^{\theta_{2}} \frac{r}{r \sin t} d t=\left|\log \left(\cot \frac{\theta_{2}}{2}\right)-\log \left(\cot \frac{\theta_{1}}{2}\right)\right|
$$

which is independent of $r$ and consequently, as described below, dilation is an isometry.


Fig. 12.4 a Example of interpolation of 5 points in $\mathcal{H}^{2}$ between points $z_{1}=-6.3+i 2.6$ (in red) and $z_{2}=3.5+i 0.95$ (in blue) using their geodesic $t \mapsto \gamma\left(z_{1}, z_{2} ; t\right)$, with $t=0.2,0.4,0.5,0.6$, 0.8. The average point (in green) corresponds just to $\gamma\left(z_{1}, z_{2} ; 0.5\right)=0.89+i 4.6$. b Original (in red and blue) univariate Gaussian pdfs and corresponding interpolated ones

Remark Interpolation between two univariate normal distributions. Using the closedform expression of geodesics $t \mapsto \gamma\left(z_{1}, z_{2} ; t\right)$, given in (12.9), it is possible to compute the average univariate Gaussian pdf between $N\left(\mu_{1}, \sigma_{1}^{2}\right)$ and $N\left(\mu_{2}, \sigma_{2}^{2}\right)$, with ( $\mu_{k}=\sqrt{2} x_{k}, \sigma_{k}=y_{k}$ ), by taking $t=0.5$. More generally, we can interpolate a series of distributions between them by discretizing $t$ between 0 and 1 . An example of such a method is given in Fig. 12.4. We note in particular that the average Gaussian pdf can have a variance bigger than $\sigma_{1}^{2}$ and $\sigma_{2}^{2}$. We note also that, due to the "logarithmic scale" of imaginary axis, equally spaces points in $t$ do not have equal Euclidean arc-length in the semi-circle.

### 12.2.3 Hyperbolic Polar Coordinates

The position of point $z=x+$ iy in $\mathcal{H}^{2}$ can be given either in terms of Cartesian coordinates $(x, y)$ or by means of polar hyperbolic coordinates $(\eta, \phi)$, where $\eta$ represents the distance of the point from the origin $\mathcal{O}_{\mathcal{H}^{2}}=(0,1)$ and $\phi$ represents the slope of the tangent in $\mathcal{O}_{\mathcal{H}^{2}}$ to the geodesic (i.e., semi-circle) joining the point $(x, y)$ with the origin. The formulas which relate the hyperbolic coordinates $(\eta, \phi)$ to the Cartesian ones $(x, y)$ are [11]

$$
\left\{\begin{array} { l l } 
{ x = \frac { \operatorname { s i n h } \eta \operatorname { c o s } \phi } { \operatorname { c o s h } \eta - \operatorname { s i n h } \eta \operatorname { s i n } \phi } , } & { \eta > 0 }  \tag{12.10}\\
{ y = \frac { 1 } { \operatorname { c o s h } \eta - \operatorname { s i n h } \eta \operatorname { s i n } \phi } , } & { - \frac { \pi } { 2 } < \phi < \frac { \pi } { 2 } }
\end{array} \quad \left\{\begin{array}{l}
\eta=\operatorname{dist}_{\mathcal{H}^{2}}\left(\mathcal{O}_{\mathcal{H}^{2}}, z\right) \\
\phi=\arctan \frac{x^{2}+y^{2}-1}{2 x}
\end{array}\right.\right.
$$

We notice that the center of the geodesic passing through $(x, y)$ from $\mathcal{O}_{\mathcal{H}^{2}}$ has Cartesian coordinates given by ( $\tan \phi, 0$ ); see Fig. 12.3b.

### 12.2.4 Invariance and Isometric Symmetry

Let the projective special linear group defined by $\operatorname{PSL}(2, \mathbb{R})=\operatorname{SL}(2, \mathbb{R}) /\{ \pm \mathrm{I}\}$ where the special linear group $\operatorname{SL}(2, \mathbb{R})$ consists of $2 \times 2$ matrices with real entries which determinant equals +1 , i.e.,

$$
g \in \operatorname{SL}(2, \mathbb{R}): g=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right), a d-b c=1
$$

and I denotes the identity matrix. This defines the group of Möbius transformations $M_{g}: \mathcal{H}^{2} \rightarrow \mathcal{H}^{2}$ by setting for each $g \in \operatorname{SL}(2, \mathbb{R})$,

$$
z \mapsto M_{g}(z)=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \cdot z=\frac{a z+b}{c z+d}=\frac{a c|z|^{2}+b d+(a d+b c) \Re(z)+i \Im(z)}{|c z+d|^{2}}
$$

such that $\mathfrak{\Im}\left(M_{g}(z)\right)=(y(a d-b c)) /\left((c x+d)^{2}+(c y)^{2}\right)>0$. The inverse map is easily computed, i.e., $z \mapsto M_{g}^{-1}(z)=(d z-b) /(-c z+a)$. Since Möbius transformations are well defined in $\mathcal{H}^{2}$ and map $\mathcal{H}^{2}$ to $\mathcal{H}^{2}$ homeomorphically.

The Lie group $\operatorname{PSL}(2, \mathbb{R})$ acts on the upper half-plane by preserving the hyperbolic distance, i.e.,

$$
\operatorname{dist}_{\mathcal{H}^{2}}\left(M_{g}\left(z_{1}\right), M_{g}\left(z_{2}\right)\right)=\operatorname{dist}_{\mathcal{H}^{2}}\left(z_{1}, z_{2}\right), \forall g \in \mathrm{SL}(2, \mathbb{R}), \forall z_{1}, z_{2} \in \mathcal{H}^{2}
$$

This includes three basic types of transformations: (1) translations $z \mapsto z+\alpha$, $\alpha \in \mathbb{R}$; (2) scaling $z \mapsto \beta z, \beta \in \mathbb{R} \backslash 0$; (3) inversion $z \mapsto z^{-1}$. More precisely, any generic Möbius transformation $M_{g}(z), c \neq 0$, can be decomposed into the following four maps: $f_{1}=z+d / c, f_{2}=-1 / z, f_{3}=z(a d-b c) / c^{2}$, $f_{4}=z+a / c$ such that $M_{g}(z)=\left(f_{1} \circ f_{2} \circ f_{3} \circ f_{4}\right)(z)$. If $c=0$, we have $M_{g}(z)=$ $\left(h_{1} \circ h_{2} \circ h_{3}\right)(z)$ where $h_{1}(z)=a z, h_{2}(z)=z+b, h_{3}(z)=z / d$. It can be proved that Möbius transformations take circles to circles. Hence, given a circle in the complex plane $\mathbb{C}$ of radius $r$ and center $c$, denoted by $C_{r}(c)$, we have its following mappings [27]: a translation $z \mapsto z+\alpha$, such as the functions $f_{1}$, $f_{4}$ and $h_{2}$ maps $C_{r}(c)$ to $C_{r}(c+\alpha)$; a scaling $z \mapsto \beta z$, such as the functions $f_{3}, h_{1}$ and $h_{3}$, maps $C_{r}(c)$ to $C_{\beta r}(\beta c)$; for inversion $z \mapsto z^{-1}, C_{r}(c)$ maps to $C_{r /|c z|}(-1 / c)$.

Let $H \in \mathcal{H}^{2}$ be a geodesic of the upper half-plane, which is described uniquely by its endpoints in $\partial \mathcal{H}^{2}$, there exists a Möbius transformation $M_{g}$ such that $M_{g}$ maps $H$ bijectively to the imaginary axis, i.e., $V L(0)$. If $H$ is the vertical line $V L(a)$, the transformation is the translation $z \mapsto M_{g}(z)=z-a$. If $H$ is the semi-circle $S C_{r}(a)$ with endpoints in real axis being $\zeta_{-}, \zeta_{+} \in \mathbb{R}$, where $\zeta_{-}=a-r$ and $\zeta_{+}=a+r$, the map is given by $M_{g}(z)=\frac{z-\zeta_{-}}{z-\zeta_{+}}$, such that $M_{g}\left(\zeta_{-}\right)=0, M_{g}\left(\zeta_{+}\right)=\infty$ and $M_{g}(a+i r)=i$.

The unit-speed geodesic going up vertically, through the point $z=i$ is given by

$$
\gamma(t)=\left(\begin{array}{cc}
e^{t / 2} & 0 \\
0 & e^{-t / 2}
\end{array}\right) \cdot i=i e^{t}
$$

Because $\operatorname{PSL}(2, \mathbb{R})$ acts transitively by isometries of the upper half-plane, this geodesic is mapped into other geodesics through the action of $\operatorname{PSL}(2, \mathbb{R})$. Thus, the general unit-speed geodesic is given by

$$
\gamma(t)=\left(\begin{array}{ll}
a & b  \tag{12.11}\\
c & d
\end{array}\right)\left(\begin{array}{cc}
e^{t / 2} & 0 \\
0 & e^{-t / 2}
\end{array}\right) \cdot i=\frac{a i e^{t}+b}{c i e^{t}+d}
$$

### 12.2.5 Hyperbolic Circles and Balls

Let consider an Euclidean circle of center $c=\left(x_{c}, y_{c}\right) \in \mathcal{H}^{2}$ and radius $r$ in the upper-half plane, defined as $C_{r}(c)=\left\{z \in \mathcal{H}^{2} \mid \sqrt{\left(x_{c}-a\right)^{2}+\left(y_{c}-b\right)^{2}}=r\right\}$, such that it is contained in the upper-half plane, i.e., $C_{r}(c) \subset \mathcal{H}^{2}$. The corresponding hyperbolic circle $C_{\mathcal{H}^{2}, r_{h}}\left(c_{h}\right)\left\{z \in \mathcal{H}^{2} \mid \operatorname{dist}_{\mathcal{H}^{2}}\left(c_{h}, z\right)=r_{h}\right\}$ is geometrically equal to $C_{r}(c)$ but its hyperbolic center and radius are given by

$$
c_{h}=\left(x_{c}, \sqrt{y_{c}^{2}-r^{2}}\right) ; \quad r_{h}=\tanh ^{-1}\left(\frac{r}{y_{c}}\right) .
$$

We note that the hyperbolic center is always below the Euclidean center. The inverse equations are

$$
\begin{equation*}
c=\left(x_{c}=x_{h}, y_{c}=y_{h} \cosh r_{h}\right) ; \quad r=y_{h} \sinh r_{h} . \tag{12.12}
\end{equation*}
$$

Naturally, the hyperbolic ball of center $c_{h}$ and radius $r_{h}$ is defined by $B_{\mathcal{H}^{2}, r_{h}}\left(c_{h}\right)$ $\left\{z \in \mathcal{H}^{2} \mid \operatorname{dist}_{\mathcal{H}^{2}}\left(c_{h}, z\right) \leq r_{h}\right\}$. Let us consider a hyperbolic ball centered at the origin $B_{\mathcal{H}^{2}, r_{h}}(0,1)$, parameterized by its boundary curve $\partial B$ in Euclidean coordinates:

$$
x=r \cos \theta ; \quad y=b+r \sin \theta
$$

where using (12.12), we have $b=\cosh r_{h}$ and $r=\sinh r_{h}$. The length of the boundary and area of this ball are respectively given by [32]:

$$
\begin{align*}
L(\partial B) & =\int_{0}^{2 \pi} \frac{r}{b+r \sin \theta} d \theta=2 \pi \sinh r_{h}  \tag{12.13}\\
\operatorname{Area}(B) & =\iint_{B} \frac{d x d y}{y^{2}}=\oint_{\gamma} \frac{d x}{y}=2 \pi\left(\cosh r_{h}-1\right) \tag{12.14}
\end{align*}
$$

Comparing the values of an Euclidean ball which has area $\pi r_{h}^{2}$ and length of its boundary circle $2 \pi r_{h}$, and considering the Taylor series $\sinh r_{h}=r_{h}+\frac{r_{h}^{3}}{3!}+\frac{r_{h}^{5}}{5!}+\cdots$ and $\cosh r_{h}=1+\frac{r_{h}^{2}}{2!}+\frac{r_{h}^{4}}{4!}+\cdots$, one can note that the hyperbolic space is much larger than the Euclidean one. Curvature is defined through derivatives of the metric, but the fact that infinitesimally the hyperbolic ball grows faster than the Euclidean balls can be used a measure of the curvature of the space at the origin $(0,1)$ [32]: $K=\lim _{r_{h} \rightarrow 0} \frac{3\left[2 \pi r_{h}-L(\partial B)\right]}{\pi r_{h}^{3}}=-1$. Since there is an isometry that maps the neighborhood of any point to the neighborhood of the origin, the curvature of hyperbolic space is identically constant to -1 .
Remark Minimax center in $\mathcal{H}^{2}$. Finding the smallest circle that contains the whole set of points $x_{1}, x_{2}, \ldots, x_{N}$ in the Euclidean plane is a classical problem in computational geometry, called the minimum enclosing circle MEC. It is also relevant its statistical estimation since the unique center of the circle $c^{\infty}$ (called 1 -center or minimax center) is defined as the $L^{\infty}$ center of mass, i.e., for $\mathbb{R}^{2}$, $c^{\infty}=\arg \min _{x \in \mathbb{R}^{2}} \max _{1 \leq i \leq N}\left\|x_{i}-x\right\|_{2}$. Computing the smallest enclosing sphere in Euclidean spaces is intractable in high dimensions, but efficient approximation algorithms have been proposed. The Bădoiu and Clarkson algorithm [8] leads to a fast and simple approximation (of known precision $\epsilon$ after a given number of iterations $\left[\frac{1}{\epsilon^{2}}\right]$ using the notion of core-set, but independent from dimensionality $n$ ). The computation of the minimax center is particularly relevant in information geometry (smallest enclosing information disk [25]) and has been considered for hyperbolic models such as the Klein disk, using a Riemannian extension of Bădoiu and Clarkson algorithm [2], which only requires a closed-form of the geodesics. Figure 12.5 depicts an example of minimax center computation using Bădoiu and Clarkson algorithm for a set of univariate Gaussian pdfs represented in $\mathcal{H}^{2}$. We note that, using this property of circle preservation, the computation the minimal enclosing hyperbolic circle of a given set of points $Z=\left\{z_{k}\right\}_{1 \leq k \leq K}, z_{k} \in \mathcal{H}^{2}$, denoted $M E C_{\mathcal{H}^{2}}(Z)$ is equivalent to computing the corresponding minimal enclosing circle $\operatorname{MEC}(Z)$ if and only if we have $\operatorname{MEC}(Z) \subset \mathcal{H}^{2}$. This is the case for the example given in Fig. 12.5.

### 12.3 Fisher Information Metric and $\alpha$-Order Entropy Metric of Univariate Normal Distributions

In information geometry, the Fisher information metric is a particular Riemannian metric which can be associated to a smooth manifold whose points are probability measures defined on a common probability space [3, 4]. It can be obtained as the infinitesimal form of the Kullback-Leibler divergence (relative entropy). An alternative formulation is obtained by computing the negative of the Hessian of the Shannon entropy.

Given an univariate probability distribution $p(x \mid \theta), x \in X$, it can be viewed as a point on a statistical manifold with coordinates given by $\theta=\left(\theta_{1}, \theta_{2}, \ldots, \theta_{n}\right)$. The


Fig. 12.5 a Example of minimax center $\left(x_{h}, y_{h}\right)\left(\right.$ red $\times$ ) of a set of nine points $Z=\left\{z_{k}\right\}_{1 \leq k \leq 9}$ in $\mathcal{H}^{2}$ (original points $*$ in black), the minimal enclosing circle $M E C_{\mathcal{H}^{2}}(Z)$ is also depicted (in red). b Corresponding minimax center Gaussian set $N\left(\mu=\sqrt{2} x_{h}, \sigma^{2}=y_{h}^{2}\right)$ of nine univariate Gaussian pdfs, $N_{k}\left(\mu_{k}, \sigma_{k}^{2}\right), 1 \leq k \leq 9$

Fisher information matrix then takes the form:

$$
g_{k l}(\theta)_{k, l=1,2}=\int_{X} \frac{\partial \log p(x, \theta)}{\partial \theta_{k}} \frac{\partial \log p(x, \theta)}{\partial \theta_{l}} p(x, \theta) d x
$$

The corresponding positive definite form

$$
d s^{2}(\theta)=\sum_{k, l=1}^{n} g_{k l}(\theta) d \theta_{k} d \theta_{l}
$$

is defined as the Fisher information metric. In the univariate Gaussian distributed case $p(x \mid \theta) \equiv N\left(\mu, \sigma^{2}\right)$, we have in particular $\theta=(\mu, \sigma)$ and it can be easily deduced that the Fisher information matrix is

$$
\left(g_{k l}(\mu, \sigma)\right)=\left(\begin{array}{cc}
\frac{1}{\sigma^{2}} & 0  \tag{12.15}\\
0 & \frac{2}{\sigma^{2}}
\end{array}\right)
$$

and the corresponding metric is

$$
\begin{equation*}
d s^{2}((\mu, \sigma))=\frac{d \mu^{2}+2 d \sigma^{2}}{\sigma^{2}}=2 \sigma^{-2}\left(\frac{d \mu^{2}}{\sqrt{2}}+d \sigma^{2}\right) \tag{12.16}
\end{equation*}
$$

Therefore, the Fisher information geometry of univariate normal distribution is essentially the geometry of the Poincaré upper-half plane with the following change of variables:

$$
x=\mu / \sqrt{2}, \quad y=\sigma
$$

Hence, given two univariate Gaussian pdfs $N\left(\mu_{1}, \sigma_{1}^{2}\right)$ and $N\left(\mu_{2}, \sigma_{2}^{2}\right)$, the Fisher distance between them, $\operatorname{dist}_{\text {Fisher }}: \mathcal{N} \times \mathcal{N} \rightarrow \mathbb{R}_{+}$, defined from the Fisher information metric is given by [ 9,14 ]:

$$
\begin{equation*}
\operatorname{dist}_{\text {Fisher }}\left(\left(\mu_{1}, \sigma_{1}^{2}\right),\left(\mu_{2}, \sigma_{2}^{2}\right)\right)=\sqrt{2} \operatorname{dist}_{\mathcal{H}^{2}}\left(\frac{\mu_{1}}{\sqrt{2}}+i \sigma_{1}, \frac{\mu_{2}}{\sqrt{2}}+i \sigma_{2}\right) \tag{12.17}
\end{equation*}
$$

The change of variable also involves that the geodesics in the hyperbolic Fisher space of normal distributions are half-lines and half-ellipses orthogonal at $\sigma=0$, with eccentricity $1 / \sqrt{2}$.

The canonic approach can be generalized according to Burbea and Rao geometric framework [9], which is based on replacing the Shannon entropy by the notion of $\alpha$-order entropy, which associated Hessian metric leads to an extended large class of information metric geometries. Focussing on the particular case of univariate normal distributions, $p(x \mid \theta) \equiv N\left(\mu, \sigma^{2}\right)$, we consider again points in the upper half-plane, $z=x+i y \in \mathcal{H}^{2}$ and for a given $\alpha>0$ the $\alpha$-order entropy metric is given by [9]:

$$
\left\{\begin{array}{l}
x=[A(\alpha)]^{-1 / 2} \mu, \quad y=\sigma  \tag{12.18}\\
d s_{\alpha}=B(\alpha) y^{-(\alpha+1)}\left(d x^{2}+d y^{2}\right)
\end{array}\right.
$$

where

$$
\begin{equation*}
A(\alpha)=\left(\alpha^{1 / 2}-\alpha^{-1 / 2}\right)^{2}+2 \alpha^{-1} ; B(\alpha)=\alpha^{-3 / 2}(2 \pi)^{(1-\alpha) / 2} A(\alpha) ; \alpha>0 \tag{12.19}
\end{equation*}
$$

The metric in (12.18) constitutes a Kähler metric on $\mathcal{H}^{2}$ and when $\alpha=1$ reduces to the Poincaré metric (12.3). Its Gaussian curvature is $K_{\alpha}(z)=-(\alpha+1)$ $[B(\alpha)]^{-1} y^{\alpha-1}$; being always negative (hyperbolic geometry). In particular, for $\alpha=1$ we recover the particular constant case $K_{1}(z)=-1$.

The geodesics of the Burbea-Rao $\alpha$-order entropy metric can be written in its parametric polar form as [9]:

$$
\begin{align*}
& \gamma(\theta)= x(\theta)+i y(\theta), \quad 0<\theta<\pi, \quad \text { with }  \tag{12.20}\\
&\left\{\begin{array}{l}
x(\theta)=a+r^{1 / \beta} F_{1 / \beta}(\theta) \\
y(\theta)=r^{1 / \beta} \sin ^{1 / \beta} \theta,
\end{array}\right. \tag{12.21}
\end{align*}
$$

where

$$
\begin{aligned}
& \beta=(\alpha+1) / 2, \quad r>0, \quad a \in \mathbb{R} \\
& F_{\gamma}(\theta)=-\gamma \int_{\pi / 2}^{\theta} \sin ^{\gamma} t d t
\end{aligned}
$$

Figure 12.6 shows examples of the geodesics from the Burbea-Rao $\alpha$-order entropy metric for $a=0, r=1$ and $\alpha=0.01,0.5,1,5$ and 20.

By integration of the metric, it is obtained the Burbea-Rao $\alpha$-order entropy geodesic distance for $z_{1}, z_{2} \in \mathcal{H}^{2}$ [9]:

Fig. 12.6 Examples of the geodesics from the BurbeaRao $\alpha$-order entropy metric obtained using (12.20) and (12.21) for $a=0, r=1$ and $\alpha=0.01,0.5,1,5$ and 20


$$
\begin{equation*}
\operatorname{dist}_{\mathcal{H}^{2}}\left(z_{1}, z_{2} ; \alpha\right)=\frac{2 \sqrt{B(\alpha)}}{|1-\alpha|}\left|\frac{x_{1}-x_{2}}{r}+y_{1}^{(1-\alpha) / 2} \sqrt{1-r^{-2} y_{1}^{\alpha+1}}-y_{2}^{(1-\alpha) / 2} \sqrt{1-r^{-2} y_{2}^{\alpha+1}}\right| \tag{12.22}
\end{equation*}
$$

which unfortunately depends on the value of $r$. This quantity should be determined by solving a system of three nonlinear equations for the unknown variables $\theta_{1}, \theta_{2}$ and $r$ :

$$
\left\{\begin{array}{l}
x_{1}-x_{2}=r^{1 / \beta}\left(F_{1 / \beta}\left(\theta_{1}\right)-F_{1 / \beta}\left(\theta_{2}\right)\right) \\
y_{1}=r^{1 / \beta} \sin ^{1 / \beta} \theta_{1} \\
y_{2}=r^{1 / \beta} \sin ^{1 / \beta} \theta_{2}
\end{array}\right.
$$

An alternative solution to compute a closed form distance between two univariate normal distributions $N\left(\mu_{1}, \sigma_{1}^{2}\right)$ and $N\left(\mu_{2}, \sigma_{2}^{2}\right)$ according to the Burbea-Rao $\alpha$-deformed geometry is based on the $\alpha$-order Hellinger distance [9]:

$$
\begin{align*}
\operatorname{dist}_{\text {Hellinger }}\left(\left(\mu_{1}, \sigma_{1}^{2}\right),\left(\mu_{2}, \sigma_{2}^{2}\right) ; \alpha\right) & =\frac{2(2 \pi)^{(1-\alpha) / 4}}{\alpha^{5 / 4}}\left[\left(\sigma_{1}^{(1-\alpha) / 2}-\sigma_{2}^{(1-\alpha) / 2}\right)^{2}+2\left(\sigma_{1} \sigma_{2}\right)^{(1-\alpha) / 2}\right. \\
& \left.\left(1-\left(\frac{2 \sigma_{1} \sigma_{2}}{\sigma_{1}^{2}+\sigma_{2}^{2}}\right)^{1 / 2} \exp \left(\frac{-\alpha\left(\mu_{1}-\mu_{2}\right)^{2}}{4\left(\sigma_{1}^{2}+\sigma_{2}^{2}\right)}\right)\right)\right]^{1 / 2} . \tag{12.23}
\end{align*}
$$

In particular, when $\alpha=1$ this formula reduces to

$$
\begin{equation*}
\operatorname{dist}_{\mathrm{Hellinger}}\left(\left(\mu_{1}, \sigma_{1}^{2}\right),\left(\mu_{2}, \sigma_{2}^{2}\right)\right)=2^{3 / 2}\left(1-\left(\frac{2 \sigma_{1} \sigma_{2}}{\sigma_{1}^{2}+\sigma_{2}^{2}}\right)^{1 / 2} \exp \left(\frac{-\left(\mu_{1}-\mu_{2}\right)^{2}}{4\left(\sigma_{1}^{2}+\sigma_{2}^{2}\right)}\right)\right)^{1 / 2} \tag{12.24}
\end{equation*}
$$

### 12.4 Endowing $\mathcal{H}^{\mathbf{2}}$ with Partial Ordering and Its Complete (inf-semi) Lattice Structures

The notion of ordering invariance in the Poincaré upper-half plane was considered in the Soviet literature [19, 20]. Ordering invariance with respect to simple transitive subgroup $T$ of the group of motions was studied, i.e., group $T$ consists of transformations $t$ of the form:

$$
z=x+i y \mapsto z^{\prime}=(\lambda x+\alpha)+i \lambda y,
$$

where $\lambda>0$ and $\alpha$ are real numbers. We named $T$ the Guts group. We note that $T$ is just the composition of a translation and a scaling in $\mathcal{H}^{2}$, and consequently, $T$ is an isometric group (see Sect. 2.4).

Nevertheless, up to the best of our knowledge, the formulation of partial orders on Poincaré upper-half plane has not been widely studied. We introduce here partial orders in $\mathcal{H}^{2}$ and study invariance properties to transformations of Guts group or to other subgroups of $\operatorname{SL}(2, \mathbb{R})$ (Möbius transformations).

### 12.4.1 Upper Half-Plane Product Ordering

A real vector space $E$ on which a partial order $\leq$ is given (reflexive, transitive, antisymmetric) is called an ordered vector space if (i) $x, y, z \in E$ and $x \leq y$ implies $x+z \leq y+z$; (ii) $x, y \in E, 0 \leq \lambda \in \mathbb{R}$, and $x \leq y$ implies $\lambda x \leq \lambda y$. Let us consider that the partial order $\leq$ is the product order. An element $x \in E$ with $x \geq 0$ (it means that all the vector components are positive) is said to be positive. The set $E_{+}=$ $\{x \in E \mid x \geq 0\}$ for all positive elements is called the cone of positive elements. It turns out that the order of an ordered vector space is determined by the set of positive elements. Let $E$ be a vector space and $C \subset E$ a cone. Then, $x \leq y$ if $x-y \in C$ defines an order on $E$ such that $E$ is an ordered vector space with $E_{+}=C$. The notion of partially ordered vector space is naturally extended to partially ordered groups [18]. An ordered vector space $E$ is called a vector lattice $(E, \leq)$ if $\forall x, y \in E$ there exists the joint (supremum or least upper bound) $x \vee y=\sup (x, y) \in E$ and the meet (infimum or greatest lower bound) $x \wedge y=\inf (x, y) \in E$. A vector lattice is also called a Riesz space.

Thus, we can introduce a similar order structure in $\mathcal{H}^{2}$ as a product order of $\mathbb{R} \times \mathbb{R}_{+}$. To achieve this goal, we need to define, on the one hand, the equivalent of ordering preserving linear combination. More precisely, given three points $z_{1}, z_{2}, z_{3} \in \mathcal{H}^{2}$ and a scalar positive number $0 \leq \lambda \in \mathbb{R}$ we say that

$$
z_{1} \leq_{\mathcal{H}^{2}} z_{2} \text { implies } \lambda \boxtimes z_{1} \boxplus z_{3} \leq_{\mathcal{H}^{2}} \lambda \boxtimes z_{2} \boxplus z_{3},
$$

where we have introduced the following pair of operations in $\mathcal{H}^{2}$ :

$$
\lambda \backsim z=\lambda x+i y^{\lambda} \text { and } z_{1} \boxplus z_{2}=\left(x_{1}+x_{2}\right)+i\left(y_{1} y_{2}\right)
$$

On the other hand, the corresponding partial ordering $\leq_{\mathcal{H}^{2}}$ will be determined by the positive cone in $\mathcal{H}^{2}$ defined by $\mathcal{H}_{+}^{2}=\left\{z \in \mathcal{H}^{2} \mid x \geq 0\right.$ and $\left.y \geq 1\right\}$, i.e.,

$$
\begin{equation*}
z_{1} \leq_{\mathcal{H}^{2}} z_{2} \Leftrightarrow z_{2} \boxminus z_{1} \in \mathcal{H}_{+}^{2}, \tag{12.25}
\end{equation*}
$$

with $z_{2} \boxminus z_{1}=\left(x_{2}-x_{1}\right)+i\left(y_{2}^{-1} y_{1}\right)$. According to this partial ordering the corresponding supremum and infimum for any pair of points $z_{1}$ and $z_{2}$ in $\mathcal{H}^{2}$ are formulated as follows

$$
\begin{align*}
& z_{1} \vee \mathcal{H}^{2} z_{2}=\left(x_{1} \vee x_{2}\right)+i \exp \left(\log \left(y_{1}\right) \vee \log \left(y_{2}\right)\right),  \tag{12.26}\\
& z_{1} \wedge \mathcal{H}^{2} z_{2}=\left(x_{1} \wedge x_{2}\right)+i \exp \left(\log \left(y_{1}\right) \wedge \log \left(y_{2}\right)\right) . \tag{12.27}
\end{align*}
$$

Therefore $\mathcal{H}^{2}$ endowed with partial ordering (12.25) is a complete lattice, but it is not bounded since the greatest (or top) and least (or bottom) elements are in the boundary $\partial \mathcal{H}^{2}$. We also have a duality between supremum and infimum, i.e.,

$$
z_{1} \vee_{\mathcal{H}^{2}} z_{2}=\complement\left(\complement z_{1} \wedge \mathcal{H}^{2} \complement z_{2}\right) ; \quad z_{1} \wedge \mathcal{H}^{2} z_{2}=\complement\left(\complement_{z_{1}} \vee_{\mathcal{H}^{2}} \complement z_{2}\right),
$$

with respect to the following involution

$$
\begin{equation*}
z \mapsto \complement z=(-1) \oplus z=-x+i y^{-1} \tag{12.28}
\end{equation*}
$$

We easily note that, in fact, $\exp \left(\log \left(y_{1}\right) \vee \log \left(y_{2}\right)\right)=y_{1} \vee y_{2}$ and similarly for the infimum, since the logarithm is an isotone mapping (i.e., monotone increasing) and therefore order-preserving. Therefore, the partial ordering $\leq_{\mathcal{H}^{2}}$ does not involve any particular structure for $\mathcal{H}^{2}$ and does not take into account the Riemannian nature of the upper half plane. According to that, we note also that the partial ordering $\leq_{\mathcal{H}^{2}}$ is invariant to the Guts group of transforms, i.e.,

$$
z_{1} \leq \mathcal{H}^{2} z_{2} \Leftrightarrow T\left(z_{1}\right) \leq_{\mathcal{H}^{2}} T\left(z_{2}\right)
$$

### 12.4.2 Upper Half-Plane Symmetric Ordering

Let us consider a symmetrization of the product ordering with respect to the origin in the upper half-plane. Given any pair of points $z_{1}, z_{2} \in \mathcal{H}^{2}$, we define the upper half-plane symmetric ordering as

$$
z_{1} \preceq_{\mathcal{H}^{2}} z_{2} \Leftrightarrow\left\{\begin{array}{l}
0 \leq x_{1} \leq x_{2} \text { and } 0 \leq \log \left(y_{1}\right) \leq \log \left(y_{2}\right) \text { or }  \tag{12.29}\\
x_{2} \leq x_{1} \leq 0 \text { and } 0 \leq \log \left(y_{1}\right) \leq \log \left(y_{2}\right) \text { or } \\
x_{2} \leq x_{1} \leq 0 \text { and } \log \left(y_{2}\right) \leq \log \left(y_{1}\right) \leq 0 \text { or } \\
0 \leq x_{1} \leq x_{2} \text { and } \log \left(y_{2}\right) \leq \log \left(y_{1}\right) \leq 0
\end{array}\right.
$$

The four conditions of this partial ordering entails that only points belonging to the same quadrant of $\mathcal{H}^{2}$ can be ordered, where the four quadrants $\left\{\mathcal{H}_{++}^{2}, \mathcal{H}_{-+}^{2}\right.$, $\left.\mathcal{H}_{--}^{2}, \mathcal{H}_{+-}^{2}\right\}$ are defined with respect to the origin $\mathcal{O}_{\mathcal{H}^{2}}=(0,1)$ which corresponds to the pure imaginary complex $z_{0}=i$. In other words, we can summarize the partial ordering (12.29) by saying that if $z_{1}$ and $z_{2}$ belong to the same $\mathcal{O}$-quadrant of $\mathcal{H}^{2}$ we have $z_{1} \preceq \mathcal{H}^{2} z_{2} \Leftrightarrow\left|x_{1}\right| \leq\left|x_{2}\right|$ and $\left|\log \left(x_{1}\right)\right| \leq\left|\log \left(x_{2}\right)\right|$. Endowed with the partial ordering (12.29), $\mathcal{H}^{2}$ becomes a partially ordered set (poset) where the bottom element is $z_{0}$, but we notice that there is no top element. In addition, for any pair of point $z_{1}$ and $z_{2}$, the infimum $\lambda_{\mathcal{H}^{2}}$ is given by

$$
z_{1} \curlywedge_{\mathcal{H}^{2}} z_{2} \Leftrightarrow \begin{cases}\left(x_{1} \wedge x_{2}\right)+i\left(y_{1} \wedge y_{2}\right) & \text { if } z_{1}, z_{2} \in \mathcal{H}_{++}^{2}  \tag{12.30}\\ \left(x_{1} \vee x_{2}\right)+i\left(y_{1} \wedge y_{2}\right) & \text { if } z_{1}, z_{2} \in \mathcal{H}_{-}^{2}+ \\ \left(x_{1} \vee x_{2}\right)+i\left(y_{1} \vee y_{2}\right) & \text { if } z_{1}, z_{2} \in \mathcal{H}_{-}^{2}- \\ \left(x_{1} \wedge x_{2}\right)+i\left(y_{1} \vee y_{2}\right) & \text { if } z_{1}, z_{2} \in \mathcal{H}_{+-}^{2} \\ z_{0} & \text { otherwise }\end{cases}
$$

The infimum (12.30) extends naturally to any finite set of points in $\mathcal{H}^{2}, Z=$ $\left\{z_{k}\right\}_{1 \leq k \leq K}$, and will be denoted by $人_{\mathcal{H}^{2}} Z$. However, the supremum $z_{1} \curlyvee_{\mathcal{H}^{2}} z_{2}$ is not defined; or more precisely, it is defined if and only if $z_{1}$ and $z_{2}$ belong to the same quadrant, i.e., similarly to (12.30) mutatis mutandis $\wedge$ by $\vee$ with the "otherwise" case as "non existent". Consequently, the poset $\left(\mathcal{H}^{2}, \preceq_{\mathcal{H}}{ }^{2}\right)$ is only a complete inf-semilattice. The fundamental property of such infimum (12.30) is its self-duality with respect to involution (12.28), i.e.,

$$
\begin{equation*}
z_{1} \curlywedge_{\mathcal{H}^{2}} z_{2}=\complement\left(\complement_{z_{1}} \curlywedge_{\mathcal{H}^{2}} \complement z_{2}\right) . \tag{12.31}
\end{equation*}
$$

Due to the strong dependency of partial ordering $\preceq_{\mathcal{H}}{ }^{2}$ with respect to $\mathcal{O}_{\mathcal{H}^{2}}$, it is easy to see that such ordering is only invariant to transformations that does not move points from one quadrant to another one. This is the case typically for mappings as $z \mapsto \lambda 凹 z, \lambda>0$.

### 12.4.3 Upper Half-Plane Polar Ordering

Previous order $\preceq_{\mathcal{H}^{2}}$ is only a partial ordering, and consequently given any pair of points $z_{1}$ and $z_{2}$, the infimum $z_{1} \curlywedge_{\mathcal{H}^{2}} z_{2}$ can be different from $z_{1}$ and $z_{2}$. In addition, the supremum is not always defined. Let us introduce a total ordering in $\mathcal{H}$ based on hyperbolic polar coordinates, which also takes into account an ordering relationship with respect to $\mathcal{O}_{\mathcal{H}^{2}}$. Thus, given two points $\forall z_{1}, z_{2} \in \mathcal{H}$ the upper half-plane polar ordering states

$$
z_{1} \leq \leq_{\mathcal{H}^{2}}^{p o l} z_{2} \Leftrightarrow \begin{cases}\eta_{1}<\eta_{2} & \text { or }  \tag{12.32}\\ \eta_{1}=\eta_{2} & \text { and } \tan \phi_{1} \leq \tan \phi_{2}\end{cases}
$$

where $(\eta, \phi)$ are defined in Eq. (12.10). The polar supremum $z_{1} \vee_{\mathcal{H}^{2}}^{p o l} z_{2}$ and infimum $z_{1} \wedge_{\mathcal{H}^{2}}^{p o l} z_{2}$ are naturally obtained from the order (12.32) for any subset of points $Z$, denoted by $\bigvee_{\mathcal{H}^{2}}^{\text {pol }} Z$ and $\bigwedge_{\mathcal{H}^{2}}^{\text {pol }} Z$. Total order $\leq_{\mathcal{H}^{2}}^{\text {pol }}$ leads to a complete lattice, bounded from the bottom (i.e., the origin $\mathcal{O}_{\mathcal{H}^{2}}$ ) but not from the top. Furthermore, as $\leq_{\mathcal{H}^{2}}^{\text {pol }}$ is a total ordering, the supremum and the infimum will be either $z_{1}$ or $z_{2}$.

Polar total order is invariant to any Möbius transformation $M_{g}$ which preserves the distance to the origin (isometry group) and more generally to isotone maps in distance, i.e., $\eta\left(z_{1}\right) \leq \eta\left(z_{2}\right) \Leftrightarrow \eta\left(M_{g}\left(z_{1}\right)\right) \leq \eta\left(M_{g}\left(z_{2}\right)\right)$ but which also preserves the orientation order, i.e., order on the polar angle. This is for instance the case of orientation group $\mathrm{SO}(2)$ and the scaling maps $z \mapsto M_{g}(z)=\lambda z, 0<\lambda \in \mathbb{R}$.

We note also that instead of considering as the origin $\mathcal{O}_{\mathcal{H}^{2}}$, the polar hyperbolic coordinates can be defined with respect to a different origin $z_{0}^{\prime}$ and consequently, the total order is adapted to the new origin (i.e., bottom element is just $z_{0}^{\prime}$ ).

One can replace in the polar ordering the distance $\operatorname{dist}_{\mathcal{H}^{2}}\left(\mathcal{O}_{\mathcal{H}^{2}}, z\right)$ by the $\alpha$-order Hellinger distance to obtain now the total ordering $\leq_{\mathcal{H}^{2}}^{\alpha-p o l}$ parametrized by $\alpha$ :

$$
z_{1} \leq_{\mathcal{H}^{2}}^{\alpha-\text { pol }} z_{2} \Leftrightarrow\left\{\begin{array}{l}
\operatorname{dist}_{\text {Hellinger }}\left(\mathcal{O}_{\mathcal{H}^{2}}, z_{1} ; \alpha\right)<\operatorname{dist}_{\text {Hellinger }}\left(\mathcal{O}_{\mathcal{H}^{2}}, z_{2} ; \alpha\right) \text { or }  \tag{12.33}\\
\text { dist }_{\text {Hellinger }}\left(\mathcal{O}_{\mathcal{H}^{2}}, z_{1} ; \alpha\right)=\operatorname{dist}_{\text {Hellinger }}\left(\mathcal{O}_{\mathcal{H}^{2}}, z_{2} ; \alpha\right) \text { and } \tan \phi_{1} \leq \tan \phi_{2}
\end{array}\right.
$$

As we illustrate in Sect. 12.5, the "deformation" of the distance driven by $\alpha$ can significantly change the supremum and infimum from a set of points $Z$. Obviously, the properties of invariance of $\leq_{\mathcal{H}^{2}}^{\alpha-p o l}$ are related to the isometries of the $\alpha$-order Hellinger distance.

### 12.4.4 Upper Half-Plane Geodesic Ordering

As discussed above, there is a unique hyperbolic geodesic joining any pair of points. Given two points $z_{1}, z_{2} \in \mathcal{H}^{2}$ such that $x_{1} \neq x_{2}$, let $S C_{r_{1-2}}\left(a_{1-2}\right)$ be the semi-circle defining their geodesic, where the center $a_{1 \frown 2}$ and the radius $r_{1 \frown 2}$ are given by Eq. (12.8). Let us denote by $z_{1-2}$ the point of $S C_{r_{1-2}}\left(a_{1-2}\right)$ having the maximal imaginary part, i.e., its imaginary part is equal to the radius: $z_{1 \frown 2}=a_{1 \frown 2}+i r_{1 \frown 2}$.

The upper half-plane geodesic ordering $\preceq_{\mathcal{H}^{2}}^{\text {geo }}$ defines an order for points being in the same half of their geodesic semi-circle as follows,

$$
z_{1} \preceq_{\mathcal{H}^{2}}^{\text {geo }} z_{2} \Leftrightarrow\left\{\begin{array}{l}
a_{1 \frown 2} \leq x_{1}<x_{2} \quad \text { or }  \tag{12.34}\\
x_{2}<x_{1} \leq a_{1}-2
\end{array}\right.
$$

The property of transitivity of this partial ordering, i.e., $z_{1} \preceq_{\mathcal{H}^{2}}^{\text {geo }} z_{2}, z_{2} \preceq_{\mathcal{H}^{2}}^{\text {geo }} z_{3} \Rightarrow$ $z_{1} \preceq_{\mathcal{H}^{2}}^{g e o} z_{3}$, holds for points belonging to the same geodesic. For two points in a geodesic vertical line, $x_{1}=x_{2}$, we have $z_{1} \preceq_{\mathcal{H} \mathcal{H}^{2}}^{\text {geo }} z_{2} \Leftrightarrow y_{2} \leq y_{1}$. We note that considering the duality with respect to the involution (12.28), one has

$$
z_{1} \preceq_{\mathcal{H}^{2}}^{g e o} z_{2} \Leftrightarrow C_{z_{1}} \succeq_{\mathcal{H}^{2}}^{g e} \complement_{z_{2}} .
$$

According to this partial ordering, we define the geodesic infimum, denoted by ${ }_{\mathcal{H}^{2}}^{\text {geo }}$, as the point on the geodesic joining $z_{1}$ and $z_{2}$ with maximal imaginary part, i.e., for any $z_{1}, z_{2} \in \mathcal{H}^{2}$, with $x_{1} \neq x_{2}$, we have

$$
z_{1} \curlywedge_{\mathcal{H}^{2}}^{\text {geo }} z_{2} \Leftrightarrow \begin{cases}\left(x_{1} \vee x_{2}\right)+i\left(y_{1} \vee y_{2}\right) & \text { if } x_{1}, x_{2} \leq a_{1 \frown 2}  \tag{12.35}\\ \left(x_{1} \wedge x_{2}\right)+i\left(y_{1} \vee y_{2}\right) & \text { if } x_{1}, x_{2} \geq a_{1 \frown 2} \\ z_{1 \frown 2} & \text { otherwise }\end{cases}
$$

If $x_{1}=x_{2}$, we have that $z_{1} \curlywedge_{\mathcal{H}^{2}}^{g o g} z_{2}=x_{1}+i\left(y_{1} \vee y_{2}\right)$. In any case, we have that $\operatorname{dist}_{\mathcal{H}^{2}}\left(z_{1}, z_{2}\right)=\operatorname{dist}_{\mathcal{H}^{2}}\left(z_{1}, z_{1} \curlywedge_{\mathcal{H}^{2}}^{\text {geo }} z_{2}\right)+\operatorname{dist}_{\mathcal{H}^{2}}\left(z_{1} \curlywedge_{\mathcal{H}^{2}}^{g o o} z_{2}, z_{2}\right)$. Intuitively, we notice that the geodesic infimum is the point of the geodesic farthest from the real line.

We observe that if one attempts to define the geodesic supremum from the partial ordering $\preceq_{\mathcal{H}^{2}}^{g o}$, it results that the supremum is not defined for any pair of points, i.e., supremum between $z_{1}$ and $z_{2}$ is defined if and only if both points are in the same half of its semi-circle. To tackle this limitation, we propose to define the geodesic supremum $z_{1} \curlyvee_{\mathcal{H}^{2}}^{g e o} z_{2}$ by duality with respect to the involution $\complement z$, i.e.,

$$
z_{1} \curlyvee_{\mathcal{H}^{2}}^{\text {geo }} z_{2}=\complement\left(\complement_{z_{1}} \curlywedge_{\mathcal{H}^{2}}^{g e o} \complement_{z_{2}}\right) \Leftrightarrow \begin{cases}\left(x_{1} \wedge x_{2}\right)+i\left(y_{1} \wedge y_{2}\right) & \text { if } x_{1}, x_{2} \leq a_{1 \frown 2}  \tag{12.36}\\ \left(x_{1} \vee x_{2}\right)+i\left(y_{1} \wedge y_{2}\right) & \text { if } x_{1}, x_{2} \geq a_{1-2} \\ \complement_{z_{1} \_\complement_{2}} & \text { otherwise }\end{cases}
$$

where $C_{z_{1}}-C_{2}$ is the dual point associated to the semi-circle defined by dual points $C z_{1}$ and $C z_{2}$.

Nevertheless, in order to have a structure of complete lattice for $\left(\mathcal{H}^{2}, \preceq_{\mathcal{H}^{2}}^{\text {geo }}\right.$, it is required that the infimum and the supremum of any set of points $Z=\left\{z_{k}\right\}_{1 \leq k \leq K}$ with $K \geq 2$, are well defined. Namely, according to (12.35), the geodesic infimum of $Z$, denoted $\bigwedge_{\mathcal{H}^{2}}^{g o} Z$, corresponds to the point $z_{\text {inf }}$ with the maximal imaginary part on all possible geodesics joining any pair of points $z_{n}, z_{m} \in Z$. In geometric terms, it means that between all these geodesics, there exists one which gives $z_{\text {inf }}$. Instead of computing all the geodesics, we propose to define the infimum $\bigwedge_{\mathcal{H}^{2}}^{g e o} Z$ as the point $z_{\mathrm{inf}}=a_{\mathrm{inf}}+i r_{\mathrm{inf}}$, where $a_{\mathrm{inf}}$ is the center of the smallest semi-circle in $\mathcal{H}^{2}$ of radius $r_{\text {inf }}$ which encloses all the points in the set $Z$. We have the following property

$$
\bigwedge_{\mathcal{H}^{2}}^{\text {geo }} Z=z_{\mathrm{inf}} \preceq_{\mathcal{H}^{2}}^{\text {geo }} z_{k}, \quad 1 \leq k \leq K,
$$

which geometrically means that the geodesic connecting $z_{\text {inf }}$ to any point $z_{k}$ of $Z$ lies always in one of the half part of the semi-circle defined by $z_{\text {inf }}$ and $z_{k}$.

In practice, the minimal enclosing semi-circle defining $z_{\text {inf }}$ can be easily computed by means of the following algorithm based on the minimum enclosing Euclidean circle $M E C$ of a set of points: (1) Working on $\mathbb{R}^{2}$, define a set of points given, on the one hand, by $Z$ and, on the other hand, by $Z^{*}$ which corresponds to the reflected points with respect to $x$-axis (complex conjugate), i.e., points $Z=\left\{\left(x_{k}, y_{k}\right)\right\}$ and points $Z^{*}=\left\{\left(x_{k},-y_{k}\right)\right\}, 1 \leq k \leq K$; (2) Compute the $\operatorname{MEC}\left(Z \cup Z^{*}\right) \mapsto C_{r}(c)$, in such a way that, by a symmetric point configuration, we necessarily have the center on $x$-axis, i.e., $c=\left(x_{c}, 0\right)$; (3) The infimum $\bigwedge_{\mathcal{H}^{2}}^{g e o} Z=z_{\text {inf }}$ is given by $z_{\text {inf }}=x_{c}+i r$. Figure $12.7 \mathrm{a}-\mathrm{b}$ gives an example of computation of the geodesic infimum from a set of points in $\mathcal{H}^{2}$.

As for the case of two points, the geodesic supremum of $Z$ is defined by duality with respect to involution (12.28), i.e.,

$$
\begin{equation*}
z_{\text {sup }}=\bigvee_{\mathcal{H}^{2}}^{g e o} Z=\complement\left(\bigwedge_{\mathcal{H}^{2}}^{\text {geo }} \complement Z\right)=a_{\text {sup }}+i r_{\text {sup }} \tag{12.37}
\end{equation*}
$$

with $a_{\text {sup }}=-x_{c}^{\text {dual }}$ and $r_{\text {sup }}=1 / r^{\text {dual }}$, where $S C_{r^{\text {dual }}}\left(x_{c}^{\text {dual }}\right)$ is the minimal enclosing semi-circle from dual set of points CZ. An example of computing the geodesic supremum $z_{\text {sup }}$ is also given in Fig. 12.7a-b. It is easy to see that geodesic infimum and supremum have the following properties for any $Z \subset \mathcal{H}^{2}$ :

1. $z_{\text {inf }} \preceq_{\mathcal{H}^{2}}^{g e o} z_{\text {sup }}$;
2. $\mathfrak{J}\left(z_{\text {inf }}\right) \geq \Im\left(z_{k}\right)$ and $\mathfrak{J}\left(z_{\text {sup }}\right) \leq \Im\left(z_{k}\right), \forall z_{k} \in Z$;
3. $\bigvee_{1 \leq k \leq K} \Re\left(z_{k}\right)<\left\{\Re\left(z_{\text {inf }}\right), \Re\left(z_{\text {sup }}\right)\right\}<\bigwedge_{1 \leq k \leq K} \Re\left(z_{k}\right)$.

The proofs are straightforward from the notion of minimal enclosing semi-circle and the fact that $z_{\text {sup }}$ lies inside the semi-circle defined by $z_{\text {inf }}$.

Geodesic infimum and supremum being defined by minimal enclosing semicircles, their invariance properties are related to translation and scaling of points in set $Z$ as defined in Sect. 2.4, but not to inversion. This invariance domain just corresponds to the Guts group of transformations, i.e.,

$$
\bigwedge_{\mathcal{H}^{2}}^{\text {geo }}\left\{T\left(z_{k}\right)\right\}_{1 \leq k \leq K}=T\left(\bigwedge_{\mathcal{H}^{2}}^{\text {geo }}\left\{z_{k}\right\}_{1 \leq k \leq K}\right)
$$

As we discussed in Sect. 12.3, we do not have an explicit algorithm to compute the Burbea-Rao $\alpha$-order entropy geodesic and consequently, our framework based on computing the minimum enclosing geodesic to define the infimum cannot be extended to this general case. We can nevertheless consider the example depicted in Fig. 12.8, where we have computed such smallest Burbea-Rao $\alpha$-order geodesic enclosing the set of points $Z$. Indeed, the example is useful to identify the limit cases with respect to $\alpha$. In fact, we note that if $\alpha \rightarrow 0$, the corresponding $\alpha$-geodesic


Fig. 12.7 a Set of nine points in $\mathcal{H}^{2}, Z=\left\{z_{k}\right\}_{1 \leq k \leq 9}$. b Computation of infimum $\bigwedge_{\mathcal{H}^{2}}^{g e o} Z=z_{\text {inf }}$ (blue " $\times$ ") and supremum $\bigvee_{\mathcal{H}^{2}}^{\text {geo }} Z=z_{\text {sup }}$ (red " $\times$ "). Black" $*$ " are the original points and green "*" the corresponding dual ones. c In black, set of Gaussian pdfs associated to $Z$, i.e., $N_{k}(\mu=$ $\left.\sqrt{2} x_{k}, \sigma^{2}=y_{k}^{2}\right)$; in blue, infimum Gaussian pdf $N_{\mathrm{inf}}\left(\mu=\sqrt{2} x_{\mathrm{inf}}, \sigma^{2}=y_{\mathrm{inf}}^{2}\right)$; in red, supremum Gaussian pdf $N_{\text {sup }}\left(\mu=\sqrt{2} x_{\text {sup }}, \sigma^{2}=y_{\text {sup }}^{2}\right)$. d Cumulative distribution functions of Gaussian pdfs from $\mathbf{c}$


Fig. 12.8 a Set of nine points in $\mathcal{H}^{2}, Z=\left\{z_{k}\right\}_{1 \leq k \leq 9}$. b Computation of the smallest Burbea-Rao $\alpha$-order geodesic enclosing the set $Z$, for $\alpha=0.01$ (in green), $\alpha=1$ (in red), $\alpha=5$ (in magenta), $\alpha=20$ (in blue)
infimum will correspond to the $z_{k}$ having the largest imaginary part, and dually for the supremum, i.e., $z_{k}$ having the smallest imaginary part. In the case of large $\alpha$, we note that the real part of both, the $\alpha$-geodesic infimum and supremum equals $\left(\vee_{1 \leq k \leq K} \Re\left(z_{k}\right)-\wedge_{1 \leq k \leq K} \Re\left(z_{k}\right)\right) / 2$, and the imaginary part of the infimum goes to $+\infty$ and of the supremum to 0 when $\alpha \rightarrow+\infty$.

### 12.4.5 Upper Half-Pane Aymmetric Godesic Infimum/Supremum

According to the properties of geodesic infimum $z_{\text {inf }}$ and supremum $z_{\text {sup }}$ discussed above, we note that their real parts $\Re\left(z_{\text {inf }}\right)$ and $\Re\left(z_{\text {sup }}\right)$ belong to the interval bounded by the real parts of points of set $Z$. Moreover, $\mathfrak{R}\left(z_{\text {inf }}\right)$ and $\mathfrak{R}\left(z_{\text {sup }}\right)$ are not ordered between them. Therefore, the real part of supremum one can be smaller than that of the infimum one. For instance, in the extreme case of a set $Z$ where all the imaginary parts are equal, the real part of its geodesic infimum and supremum are both equal to the average of the real parts of points, i.e., given $Z=\left\{z_{k}\right\}_{1 \leq k \leq K}$, if $y_{k}=y, 1 \leq k \leq K$, then $\Re\left(z_{\text {inf }}\right)=\Re\left(z_{\text {sup }}\right)=1 / K \sum_{k=1}^{K} x_{k}$. From the viewpoint of morphological image filtering, it can be potentially interesting to impose an asymmetric behavior for the infimum and supremum such that $\Re\left(z_{\text {inf }}^{-+}\right) \leq z_{k} \leq \mathfrak{R}\left(z_{\text {sup }}^{-\vec{a}^{+}}\right), 1 \leq k \leq K$. Note that the proposed notation $-\rightarrow+$ indicates a partially ordered set on $x$-axis. In order to fulfil these requirements, we can geometrically consider the rectangle bounding the minimal enclosing semi-circle, which is just of dimensions $2 r_{\text {inf }} \times r_{\text {inf }}$, and use it to define the asymmetric infimum $z_{\mathrm{inf}}^{-\rightarrow+}$ as the upper-left corner of the rectangle. The asymmetric supremum $z_{\text {sup }}^{-\rightarrow+}$ is similarly defined from the bounding rectangle of the dual minimal enclosing semi-circle. Mathematically, given the geodesic infimum $z_{\mathrm{inf}}$ and supremum $z_{\text {sup }}$, we have the following definitions for the asymmetric geodesic infimum and supremum (Fig. 12.9):

$$
\left\{\begin{array}{l}
z_{\mathrm{inf}}^{-++}=\bigvee_{\overrightarrow{\mathcal{H}^{2}}}^{-\mathrm{C}^{+}} Z=\left(a_{\mathrm{inf}}-r_{\mathrm{inf}}\right)+i r_{\mathrm{inf}}  \tag{12.38}\\
z_{\mathrm{sup}}^{-\rightarrow+}=\bigwedge_{\mathcal{H}^{2}}{ }^{+} Z=-\left(x_{c}^{\text {dual }}-r^{\text {dual }}\right)+i \frac{1}{r^{\text {dual }}}
\end{array}\right.
$$

Remark Geodesic infimum and supremum of Gaussian distributions. Let us consider their interpretation as infimum and supremum of a set of univariate Gaussian pdfs, see example depicted in Fig. 12.7. Given a set of $K$ Gaussian pdfs $N_{k}\left(\mu=\sqrt{2} x_{k}, \sigma^{2}=\right.$ $y_{k}^{2}$ ), $1 \leq k \leq K$, we observe that the Gaussian pdf associated to the geodesic infimum $N_{\mathrm{inf}}\left(\mu=\sqrt{2} x_{\mathrm{inf}}, \sigma^{2}=y_{\mathrm{inf}}^{2}\right)$ has a variance larger than any Gaussian of the set and its mean is a kind of barycenter between the Gaussian pdfs having a larger variance. The supremum Gaussian pdf $N_{\text {sup }}\left(\mu=\sqrt{2} x_{\text {sup }}, \sigma^{2}=y_{\text {sup }}^{2}\right)$ has a smaller variance than the $K$ Gaussian pdfs and its mean is between the ones of smaller variance. In terms of the corresponding cumulative distribution functions, we observe that geodesic supremum/infimum do not have a natural interpretation. In the case of the asymmetric Gaussian geodesic infimum $N_{\mathrm{inf}}^{-+}\left(\mu=\sqrt{2} x_{\mathrm{inf}}^{-\rightarrow^{+}}, \sigma^{2}=\left(y_{\mathrm{inf}}^{-{ }^{+}}\right)^{2}\right)$ and Gaussian supremum $N_{\text {sup }}^{-\longrightarrow^{+}}\left(\mu=\sqrt{2} x_{\text {sup }}^{-\longrightarrow}, \sigma^{2}=\left(y_{\text {sup }}^{-\overrightarrow{C l}^{+}}\right)^{2}\right)$, we observe how the means are


Fig. 12.9 a Infimum and supremum Gaussian pdfs (in green and red respectively) from asymmetric geodesic infimum $z_{\text {inf }}^{-\rightarrow+}$ and $z_{\text {sup }}^{-\rightarrow+}$ from set of Fig. 12.7. b Cumulative distribution functions of Gaussian pdfs from (a)
ordered with respect to the $K$ others, which also involves that the corresponding cdfs are ordered. The latter is related to the notion of stochastic dominance [30] and will be explored in detail in ongoing research.

### 12.5 Morphological Operators on $\mathcal{F}\left(\Omega, \mathcal{H}^{2}\right)$ for Processing Univariate Gaussian Distribution-Valued Images

Let consider that $\mathcal{H}^{2}$ has been endowed with one of the partial orderings discussed above, generally denoted by $\leq$. Hence $\left(\mathcal{H}^{2}, \leq\right)$ is a poset, which has also a structure of complete lattice since we consider that infimum $\bigwedge$ and supremum $\bigvee$ are defined for any set of points in $\mathcal{H}^{2}$.

### 12.5.1 Adjunction on Complete Lattice $\left(\mathcal{H}^{2}, \leq\right)$

The operators $\varepsilon: \mathcal{H}^{2} \rightarrow \mathcal{H}^{2}$ and $\delta: \mathcal{H}^{2} \rightarrow \mathcal{H}^{2}$ are an erosion and a dilation if they commute respectively with the infimum and the supremum: $\varepsilon\left(\bigwedge_{k} z_{k}\right)=$ $\bigwedge_{k} \varepsilon\left(z_{k}\right)$ and $\delta\left(\bigvee_{k} z_{k}\right)=\bigvee_{k} \delta\left(z_{k}\right)$, for every set $\left\{z_{k}\right\}_{1 \leq k \leq K}$. Erosion and dilation are increasing operators, i.e., $\forall z, z^{\prime} \in \mathcal{H}^{2}$, if $z \leq z^{\prime}$ then $\varepsilon(z) \leq \varepsilon\left(z^{\prime}\right)$ and $\delta(z) \leq \delta\left(z^{\prime}\right)$. Erosion and dilation are related by the notion of adjunction [21, 29], i.e.,

$$
\begin{equation*}
\delta(z) \leq z^{\prime} \Leftrightarrow z \leq \varepsilon\left(z^{\prime}\right) ; \quad \forall z, z^{\prime} \in \mathcal{H}^{2} . \tag{12.39}
\end{equation*}
$$

Adjunction law (12.39) is of fundamental importance in mathematical morphology since it allows to define a unique dilation $\delta$ associated to a given erosion $\varepsilon$,
i.e., $\delta\left(z^{\prime}\right)=\bigwedge\left\{z \in \mathcal{H}^{2}: z^{\prime} \leq \varepsilon(z)\right\}, z^{\prime} \in \mathcal{H}^{2}$. Similarly one can define a unique erosion from a given dilation: $\varepsilon(z)=\bigvee\left\{z^{\prime} \in \mathcal{H}^{2}: \delta\left(z^{\prime}\right) \leq z\right\}, z \in \mathcal{H}^{2}$. Given an adjunction $(\varepsilon, \delta)$, their composition product operators, $\gamma(z)=\delta(\varepsilon(z))$ and $\varphi(z)=\varepsilon(\delta(z))$ are respectively an opening and a closing, which are the basic morphological filters having very useful properties [21, 29]: idempotency $\gamma \gamma(z)=\gamma(z)$, anti-extensivity $\gamma(z) \leq z$ and extensivity $z \leq \varphi(z)$, and increaseness. Another relevant result is the fact, given an erosion $\varepsilon$, the opening and closing by adjunction are exclusively defined in terms of erosion [21] as $\gamma(z)=\bigwedge\left\{z^{\prime} \in \mathcal{H}^{2}: \varepsilon(z) \leq \varepsilon\left(z^{\prime}\right)\right\}$, $\varphi(z)=\bigwedge\left\{\varepsilon\left(z^{\prime}\right): z^{\prime} \in \mathcal{H}^{2}, z \leq \varepsilon\left(z^{\prime}\right)\right\}, \forall z \in \mathcal{H}^{2}$.

In the case of complete inf-semilattice $\left(\mathcal{H}^{2}, \leq\right)$, where infimum $\Lambda$ is defined but supremum $\bigvee$ is not necessarily, we have the following particular results [22, 23]: (a) it is always possible to associate an opening $\gamma$ to a given erosion $\varepsilon$ by means of $\gamma(z)=\bigwedge\left\{z^{\prime} \in \mathcal{H}^{2}: \varepsilon(z) \leq \varepsilon\left(z^{\prime}\right)\right\}$, (b) even though the adjoint dilation $\delta$ is not well-defined in $\mathcal{H}^{2}$, it is always well-defined for elements on the image of $\mathcal{H}^{2}$ by $\varepsilon$, and (c) $\gamma=\delta \varepsilon$. The closing defined by $\varphi=\varepsilon \delta$ is only partially defined. Obviously, in the case of inf-semilattice, it is still possible to define $\delta$ such that $\bigvee \delta\left(z_{k}\right)=$ $\delta \bigvee\left(z_{k}\right)$ for families for which supremum $\bigvee$ exist.

### 12.5.2 Erosion and Dilation in $\mathcal{F}\left(\Omega, \mathcal{H}^{\mathbf{2}}\right)$

If $\left(\mathcal{H}^{2}, \leq\right)$ is a complete lattice, the set of images $\mathcal{F}\left(\Omega, \mathcal{H}^{2}\right)$ is also a complete lattice defined as follows: for all $f, g \in \mathcal{F}\left(\Omega, \mathcal{H}^{2}\right)$, (i) $f \leq g \Leftrightarrow f(p) \leq g(p), \forall p \in \Omega$; (ii) $(f \wedge g)(p)=f(p) \wedge g(p), \forall p \in \Omega$; (iii) $(f \vee g)(p)=f(p) \vee g(p), \forall p \in \Omega$, where $\wedge$ and $\vee$ are the infimum and supremum in $\mathcal{H}^{2}$. One can now define the following adjoint pair of flat erosion $\varepsilon_{B}(f)$ and flat dilation $\delta_{B}(f)$ of each pixel $p$ of image $f$ [21, 29]:

$$
\begin{align*}
& \varepsilon_{B}(f)(p)=\bigwedge_{q \in B(p)} f(p+q)  \tag{12.40}\\
& \delta_{B}(f)(p)=\bigvee_{q \in B(p)} f(p-q) \tag{12.41}
\end{align*}
$$

such that

$$
\begin{equation*}
\delta_{B}(f)(p) \leq g(p) \Leftrightarrow f(p) \leq \varepsilon_{B}(g)(p) ; \quad \forall f, g \in \mathcal{F}\left(\Omega, \mathcal{H}^{2}\right) \tag{12.42}
\end{equation*}
$$

where set $B$ is called the structuring element, which defines the set of points in $\Omega$ when it is centered at point $p$, denoted $B(p)$ [31]. These operators, which are translation invariant, can be seen as constant-weight (this is the reason why they are called flat) inf/sup-convolutions, where the structuring element $B$ works as a moving window.

The above erosion (resp. dilation) moves object edges within the image in such a way that it expands image structures with values in $\mathcal{H}^{2}$ close to the bottom element


Fig. 12.10 Supremum and infimum of a set of 25 patches parameterized by their mean and standard deviation: a in red the region where the overlapped patches are taken; $\mathbf{b}$ embedding into the space $\mathcal{H}^{2}$ according to the coordinates $\mu / \sqrt{2}$ and $\sigma$ and corresponding sup and inf for the different ordering strategies
(resp. close to the top) of the lattice $\mathcal{F}\left(\Omega, \mathcal{H}^{2}\right)$ and shrinks the objects with values close to the top element (resp. close to the bottom).

Let us consider now the various cases of supremum and infimum that we have introduced above. In order to support the discussion, we have included an example in Fig. 12.10. In fact, we have taken all the patches of size $5 \times 5$ pixels surrounding one of the pixels from image of Fig. 12.1. The 25 patches are then embedded into the space $\mathcal{H}^{2}$ according to the coordinates $\mu / \sqrt{2}$ and $\sigma$. Finally, the supremum and infimum of this set of points are computed for the different cases. It just corresponds to the way to obtain respectively the dilation and erosion for the current pixel center of the red region in image Fig. 12.10a.

Everything works perfectly for the supremum and infimum in the upper halfplane product ordering $\bigvee_{\mathcal{H}^{2}}$ and $\bigwedge_{\mathcal{H}^{2}}$, which consequently can be used to construct dilation and erosion operators in $\mathcal{F}\left(\Omega, \mathcal{H}^{2}\right)$. In fact, this is exactly equivalent to the classical operators applied on the real and imaginary parts separately.

Similarly, the ones for the upper half-plane polar ordering $\bigvee_{\mathcal{H}^{2}}^{p o l}$ and $\bigwedge_{\mathcal{H}^{2}}^{\text {pol }}$, based on a total partial ordering, also lead respectively to dilation and erosion operators. The erosion produces a point which corresponds here to the patch closer to the origin. That means a patch of intermediate mean and standard deviation intensity since the image intensity is normalized, see Sect.5.4. On the contrary, the dilation gives a point associated to the farthest patch from the origin. In this example, an homogenous bright patch. Note that patches of great distance correspond to the most "contrasted ones" on the image: either homogeneous patches of dark or bright intensity or patches with a strong variation in intensity (edge patches).

We note that for the symmetric ordering $\preceq_{\mathcal{H}^{2}}$ one only has an inf-semilattice structure associated to $人_{\mathcal{H}^{2}}$. However, in the case of the upper half-plane geodesic ordering, the pair of operators (12.40) and (12.41) associated to our supremum $\bigvee_{\mathcal{H}^{2}}^{\text {geo }}$ and infimum $\bigwedge_{\mathcal{H}^{2}}^{g e o}$ will not verify the adjunction (12.42). Same limitation also holds for the upper half-plane asymmetric geodesic supremum and infimum. Hence, the geodesic supremum and infimum do not strictly involve a pair of dilation and erosion
in the mathematical morphology sense. Nevertheless, we can compute both operators and use them to filter out images in $\mathcal{F}\left(\Omega, \mathcal{H}^{2}\right)$ without problem. From the example of Fig. 12.10 we observe that the geodesic infimum gives a point with a standard deviation equal to or larger than any of the patches and a mean intermediate between the patches of high standard deviation. The supremum involves a point of standard deviation smaller than (or equal to) than the others, and the mean is obtained by averaging around the mean of the ones with a small standard deviation. Consequently the erosion involves a nonlinear filtering which enhances the image zones of high standard deviation, typically the contours. The dilation enhances the homogenous zones. The asymmetrization produces operators where the dilation and erosion have the same interpretation for the mean as the classical ones but the filtering effects are driven by the zones of low or high standard deviation.

### 12.5.3 Opening and Closing in $\mathcal{F}\left(\Omega, \mathcal{H}^{\mathbf{2}}\right)$

Given the adjoint image operators $\left(\varepsilon_{B}, \delta_{B}\right)$, the opening and closing by adjunction of image $f$, according to structuring element $B$, are defined as the composition operators [21, 29]:

$$
\begin{align*}
\gamma_{B}(f) & =\delta_{B}\left(\varepsilon_{B}(f)\right)  \tag{12.43}\\
\varphi_{B}(f) & =\varepsilon_{B}\left(\delta_{B}(f)\right) \tag{12.44}
\end{align*}
$$

Openings and closings are referred to as morphological filters, which remove objects of image $f$ that do not comply with a criterion related, on the one hand, to the invariance of the object support to the structuring element $B$ and, on the other hand, to the values of the object on $\mathcal{H}^{2}$ which are far from (in the case of the opening) or near to (in the case of the closing) the bottom element of $\mathcal{H}^{2}$ according to the given partial ordering $\leq$.

Once the pairs of dual operators $\left(\varepsilon_{B}, \delta_{B}\right)$ and $\left(\gamma_{B}, \varphi_{B}\right)$ are defined, the other morphological filters and transformation can be naturally defined [31] for images in $\mathcal{F}\left(\Omega, \mathcal{H}^{2}\right)$. We limit here the illustrative examples to the basic ones.

Following our analysis on the particular cases of ordering and supremum/infimum in $\mathcal{H}^{2}$, we can conclude that opening and closing in $\mathcal{F}\left(\Omega, \mathcal{H}^{2}\right)$ are well formulated for the upper half-plane product ordering and the upper half-plane polar ordering. In the case of the upper half-plane symmetric ordering, the opening is always defined and the closing cannot be computed. Again, we should insist on the fact that for the upper halfplane geodesic ordering, the composition operators obtained by supremum $\bigvee_{\mathcal{H}^{2}}^{g e o}$ and infimum $\bigwedge_{\mathcal{H}^{2}}^{\text {geo }}$ will not produce opening and closing stricto sensu. Notwithstanding, the corresponding composition operators yield a regularization effect of $\mathcal{F}\left(\Omega, \mathcal{H}^{2}\right)$ images which can be of interest for practical applications.

### 12.5.4 Application to Morphological Processing Univariate Gaussian Distribution Valued Images

Example 1 A first example of morphological processing for images in $\mathcal{F}\left(\Omega, \mathcal{H}^{2}\right)$ is given in Fig. 12.11. The starting point is a standard gray-level image $g \in \mathcal{F}(\Omega, \mathbb{R})$, which is mapped to the image $f(p)=f_{x}(p)+i f_{y}(p)$ by the following transformations: (1) the image is normalized to have zero mean and a unit variance; (2) the real and imaginary components of $f(p)$ are obtained by computing respectively the mean and standard deviation over a patch centered at $p$ of radius $W$ pixels (in the example $W=4$ ); i.e.,

$$
g(p) \mapsto \hat{g}(p)=\frac{g(p)-\operatorname{Mean}(g)}{\sqrt{\operatorname{Var}(g)}} \mapsto f(p)=\operatorname{Mean}_{W}(\hat{g})(p)+i \sqrt{\operatorname{Var}_{W}(\hat{g})(p)}
$$

We note that definition of our representation space $f_{y}(p)>0$. It means that the variance of each patch should always be bigger than zero and obviously this is not the case in constant patches. In order to cope with this problem, we propose to add $\mathrm{a} \epsilon$ to the value of the standard deviation.

Figure 12.11 gives a comparison of morphological erosions $\varepsilon_{B}(f)(p)$ and openings $\gamma_{B}(f)(p)$ on this image $f$ using the five complete (inf-semi)lattice of $\mathcal{H}^{2}$ considered in the paper. We have included also the pseudo-erosions and pseudo-openings associated to the geodesic supremum and infimum and the asymmetric geodesic ones. The same structuring element $B$, a square of $5 \times 5$ pixels, has been used for all the examples. First of all, we remind again that working on the product complete lattice $\left(\mathcal{H}^{2}, \leq \mathcal{H}^{2}\right)$ is equivalent to a marginal processing of real and imaginary components. As expected, the symmetric ordering-based inf-semilattice $\left(\mathcal{H}^{2}, \preceq_{\mathcal{H}}{ }^{2}\right)$ and polar ordering-based lattice $\left(\mathcal{H}^{2}, \leq_{\mathcal{H}^{2}}^{p o l}\right)$ produce rather similar results for openings. We observe that in both cases the opening produces a symmetric filtering effect between bright/dark intensity in the mean and standard deviation component. But it is important to remark that the processing effects depend on how image components are valued with respect to the origin $z_{0}=(0,1)$. This is the reason why it is proposed to always normalize by mean/variance the image.

The results of the pseudo-openings produced by working on geodesic lattice $\left(\mathcal{H}^{2}, \bigvee_{\mathcal{H}^{2}}^{g e o}, \bigwedge_{\mathcal{H}^{2}}^{g e o}\right)$ and asymmetric geodesic lattice $\left(\mathcal{H}^{2}, \bigwedge_{\mathcal{H}^{2}}^{-\vec{H}^{+}}, \bigvee_{\mathcal{H}^{2}}^{-\rightarrow^{+}}\right)$involves a processing which is mainly driven by the values of the standard deviation. Hence, the filtering effects are potentially more interesting for applications requiring to deal with pixel uncertainty, either in a symmetric processing of both bright/dark mean values with $\left(\mathcal{H}^{2}, \bigvee_{\mathcal{H}^{2}}^{\text {geo }}, \bigwedge_{\mathcal{H}^{2}}^{\text {geo }}\right.$ ) or in a more classical morphological asymmetrization with $\left(\mathcal{H}^{2}, \wedge_{\mathcal{H}^{2}}^{-\mathcal{H}^{+}}, \bigvee_{\mathcal{H}^{2}}{ }^{-}\right)$.
Example 2 Figure 12.12 illustrates a comparative example of erosions $\varepsilon_{B}(f)(p)$ on a very noisy image $g(p)$. We note that $g(p)$ is mean centered. The "noise" is related to an acquisition at the limit of exposure time/spatial resolution. We consider an image model $f(p)=f_{x}(p)+i f_{y}(p)$, where $f_{x}(p)=g(x)$ and $f_{y}(p)$ is the standard deviation of intensities in a patch of radius equal to 4 pixels. In fact, the results of erosion obtained


Fig. 12.11 Comparison of morphological erosions and openings of an image $f \in \mathcal{F}\left(\Omega, \mathcal{H}^{2}\right)$ : a Original real-valued image $g(p) \in \mathcal{F}(\Omega, \mathbb{R})$ used to simulate (see the text) the image $f(p)=f_{x}(p)+i f_{y}(p)$, where $\mathbf{b}$ and $\mathbf{c}$ gives respectively the real and imaginary components. d- and e- depict respectively the erosion $\varepsilon_{B}(f)(p)$ and opening $\gamma_{B}(f)(p)$ of image $f(p)$ for five orderings on the upper half-plane. The structuring element $B$ is a window of $5 \times 5$ pixels. (Continued) in next figure
by the product and symmetric partial orderings, are compared to ones obtained by polar ordering and more generally by the $\alpha$-polar ordering with four values of $\alpha$. We observe, on the one hand, polar orderings are more relevant than the product or symmetric ones. As expected, the $\alpha$-polar erosion with $\alpha=1$ is almost equivalent to the hyperbolic polar ordering. We note, on the other hand, the interest of the limit cases of $\alpha$-polar erosion. The erosion for small $\alpha$ produces a strongly regularized image where the bright/dark objects with respect to the background has been nicely


Fig. 12.11 continued


Fig. 12.11 (continued)
enhanced. In the case of large $\alpha$, the background (i.e., pixels values close to the origin in $\mathcal{H}^{2}$ ) is enhanced, which involves removing all the image structures smaller than the structuring element $B$.

Example 3 In Fig. 12.13 a limited comparison for the case of dilation $\delta_{B}(f)(p)$ is depicted. The image $f(p)=f_{x}(p)+i f_{y}(p)$ is obtained similarly to the case of Example 1 . We can compare the supremum by product ordering with those obtained by the polar supremum and the $\alpha$-polar supremum, with $\alpha=0.01$. The analysis is similar to the previous case.


Fig. 12.12 Comparison of erosion of Gaussian distribution-valued noisy image $\varepsilon_{B}(f)(p)$ : ariginal image $f \in \mathcal{F}\left(\Omega, \mathcal{H}^{2}\right)$, showing both the real and the imaginary components; $\mathbf{b}$ upper half-plane product ordering (equivalent to standard processing); c upper half-space symmetric ordering; d upper half-plane polar ordering; e-h upper half-plane $\alpha$-polar ordering, with four values of $\alpha$. In all the cases the structuring element $B$ is also a square of $5 \times 5$ pixels

Example 4 Figure 12.14 involves again the noisy retinal image, and it shows a comparison of results from (pseudo-)opening $\gamma_{B}(f)(p)$ and (pseudo-)closing $\varphi_{B}(f)(p)$ obtained for the product ordering, the geodesic lattice $\left(\mathcal{H}^{2}, \bigvee_{\mathcal{H}^{2}}^{g e o}, \bigwedge_{\mathcal{H}^{2}}^{\text {geo }}\right)$ and the asymmetric geodesic lattice $\left(\mathcal{H}^{2}, \bigwedge_{\mathcal{H}^{2}}^{-\vec{l}^{+}}, \bigvee_{\mathcal{H}^{2}}^{-\vec{l}^{+}}\right)$. The structuring element $B$ is a square of $5 \times 5$ pixels. In order to be able to compare their enhancement effects with an averaging operator, it is also given the result of filtering by computing the minimax center in a square of $5 \times 5$ pixels [2, 8], see Remark in Sect. 2.5. We note that operators associated to the asymmetric geodesic supremum and infimum yield mean images relatively similar to the standard ones underlaying the supremum and infimum in the product lattice. However, including the information given by the local standard deviation, the contrast of the structures is better in the asymmetric geodesic


Fig. 12.13 Comparison of dilation of Gaussian distribution-valued image $\delta_{B}(f)(p)$ : a Original image $f \in \mathcal{F}\left(\Omega, \mathcal{H}^{2}\right)$, showing both the real and the imaginary components; $\mathbf{b}$ upper half-plane product ordering (equivalent to standard processing); $\mathbf{c}$ upper half-plane polar ordering; $\mathbf{e}$ half-plane $\alpha$-polar ordering, with $\alpha=0.01$. In all the cases the structuring element $B$ is also a square of $5 \times 5$ pixels
supremum and infimum. Nevertheless, we observe that the operators by geodesic supremum and infimum also produce in this example a significant regularization of the image. By the way, we note that the corresponding geodesic pseudo-opening and pseudo-closing give rather similar mean images but different standard deviation images, as expected by the formulation of the geodesic supremum and infimum.

Example 5 The example given in Fig. 12.15 corresponds to an image $f(p)=f_{x}(p)+$ $i f_{y}(p)$ obtained by multiple acquisition of a sequence of 100 frames, where $f_{x}(p)$ represents the mean intensity at each pixel and $f_{y}(p)$ the standard deviation of intensity along the sequence. The 100 frames have been taken from a stationary camera.

The goal of the example is to show how to extract image objects of large intensity and support size smaller than the structuring element (here a square of $7 \times 7$ pixels) using the residue between the original image $f(p)$ and its filtered image by opening $\gamma_{B}(f)$. In the case of images on $\mathcal{F}\left(\Omega, \mathcal{H}^{2}\right)$, the residue is defined as the pixelwise hyperbolic distance between them. In this case study, results on processing on polar ordering-based lattice versus asymmetric geodesic lattice are compared.

### 12.5.5 Conclusions on Morphological Operators for $\mathcal{F}\left(\Omega, \mathcal{H}^{2}\right)$ images

Based on the discussion given in Sect. 5.2 as well as on the examples from Sect. 5.4, we can draw some conclusions on the experimental part of this chapter.


Fig. 12.14 Morphological processing of Gaussian distribution-valued noisy image: a Original image $f \in \mathcal{F}\left(\Omega, \mathcal{H}^{2}\right)$, showing both the real and the imaginary components; $\mathbf{b}$ filtered image by computing the minimax center in a square of $5 \times 5$ pixels; $\mathbf{c}$ morphological opening working on the product lattice; $\mathbf{d}$ morphological closing working on the product lattice; $\mathbf{e}$ morphological pseudoopening working on the geodesic lattice; $\mathbf{f}$ morphological pseudo-opening on the asymmetric geodesic lattice; $\mathbf{g}$ morphological pseudo-closing working on the geodesic lattice; $\mathbf{h}$ morphological pseudo-closing on the asymmetric geodesic lattice. In all the cases the structuring element $B$ is also a square of $5 \times 5$ pixels

- First of all, we note that the examples considered here are only a preliminary exploration on the potential applications of morphological processing univariate Gaussian distribution-valued images.
- We have two main case studies. First, standard images which are embedded into the Poincaré upper-half plane representation by parameterization of each local patch by its mean and standard deviation. Second, images which naturally involves a distribution of values at each pixel. Note that in the first case, the information of standard deviation is mainly associated to discriminate between homogenous zones and inhomogeneous ones (textures or contours). In the second case, the


Fig. 12.15 Morphological detail extraction of multiple acquisition image modeled as a Gaussian distribution-valued: a Original image $f \in \mathcal{F}\left(\Omega, \mathcal{H}^{2}\right)$, showing both the real and the imaginary components; $\mathbf{b}$ morphological opening $\gamma_{B}(f)$ working on polar ordering-based lattice; $\mathbf{c}$ corresponding residue (pixelwise hyperbolic difference) between the original and the opened image; $\mathbf{d}$ morphological pseudo-opening $\gamma_{B}(f)$ working on the asymmetric geodesic lattice; e corresponding residue. In both cases the structuring element $B$ is also a square of $7 \times 7$ pixels
standard deviation involves relevant information on the nature of the noise during the acquisition.

- For any of these two cases, we should remark that different alternatives of ordering and derived operators considered in the paper will produce nonlinear processing its main property is that filtering effects are strongly driven by the standard deviation.
- Upper half-plane product ordering is nothing more than standard processing of mean and standard deviation separately. The symmetric ordering leading to an inf-semilattice has a limited interest since similar effects are obtained by the polar ordering.
- Upper half-plane polar ordering using standard hyperbolic polar coordinates or the $\alpha$-order Hellinger distance produces morphological operators appropriate for image regularization and enhancement. We remind that points close to the origin (selected by the erosion) correspond in the case of the patches to those of intermediate mean and standard deviation intensity after normalization. On the contrary, patches far from the origin correspond to the "contrasted" ones: either homogeneous patches of dark or bright intensity or patches with a strong variation in intensity (edge patches).

We note that with respect to filters based on averaging, the half-plane polar dilation/erosion as well as their product operators, produces strong simplified images where the edges and the main objects are enhanced without any blurring effect.
From our viewpoint this is useful for both cases of images. Then, the choice of a high or low value for $\alpha$ will depend on the particular nature of the features to be enhanced. In any case, this parameter can be optimized.

- Upper half-plane geodesic ordering involves a nonlinear filtering framework which takes into account the intrinsic geometry of $\mathcal{H}^{2}$. It is mainly based on the notion of minimal enclosing geodesic which covers the set of points.

In practice, the geodesic infimum gives a point with a standard deviation equal to or larger than any of the point and a mean which can be seen as intermediate between the mean values of high standard deviation. The supremum produces a point of standard deviation equal to or smaller than the others, and the mean is obtained by averaging around the mean of the ones having a small standard deviation.

Consequently the erosion involves a nonlinear filtering which enhances the image zones of high standard deviation, typically the contours. The dilation enhances the homogenous zones. We should note that the processed mean images by the composition of these two operators (i.e., openings and closings) are strongly enhanced by increasing their bright/dark contrast. Therefore, it should be considered as an appropriate tool for contrast structure enhancement on irregular backgrounds.

The asymmetric version of the geodesic ordering involves that dilation and erosion have the same interpretation for the mean as the classical ones but the filtering effects are driven by the zones of low or high standard deviation. These operators are potentially useful for object extraction by residue between the original image and the opening/closing. In comparison with classical residues, the new ones produce sharper extracted objects.

### 12.6 Perspectives

Levelings are a powerful family self-dual morphological operators which have been also formulated in vector spaces [24], using geometric notions as minimum enclosing balls and half-planes intersection. We intend to explore the formulation of levelings in the upper half-plane in a future work.

The complete lattice structures for the Poincaré upper-half plane introduced in this work, and corresponding morphological operators, can be applied to process other hyperbolic-valued images. For instance, on the one hand, it was proven in [13] that the structure tensor for 2D images, i.e., at each pixel is given a $2 \times 2$ symmetric positive definite matrix which determinant is equal to 1 , are isomorphic to the Poincaré unit disk model. On the other hand, polarimetric images [17] where at each pixel is given a partially polarized state can be embedded in the Poincaré unit disk model. In both cases, we only need the mapping from the Poincaré disk model to the Poincaré
half-plane, i.e.,

$$
z \mapsto-i \frac{z+1}{z-1}
$$

We have considered here the case of Gaussian distribution-valued images. It should be potentially interesting for practical applications to consider that the distribution of intensity at a given pixel belongs to a more general distributions compared to the Gaussian one. In particular, the case of the Gamma distribution seems an appropriate framework. The information geometry of the gamma manifold has been studied in the past [16] and some of the ideas developed in this work can be revisited for the case of Gamma-distribution valued images by endowing the gamma manifold of complete lattice structure.

Previous extension only concerns the generalization of ordering structure for univariate distributions. In the case of multivariate Gaussian distributions, we can consider to replace the Poincaré upper-half plane by the Siegel upper-half space [7].
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# Chapter 13 <br> Dimensionality Reduction for Classification of Stochastic Texture Images 

C. T. J. Dodson and W. W. Sampson


#### Abstract

Stochastic textures yield images representing density variations of differing degrees of spatial disorder, ranging from mixtures of Poisson point processes to macrostructures of distributed finite objects. They arise in areas such as signal processing, molecular biology, cosmology, agricultural spatial distributions, oceanography, meteorology, tomography, radiography and medicine. The new contribution here is to couple information geometry with multidimensional scaling, also called dimensionality reduction, to identify small numbers of prominent features concerning density fluctuation and clustering in stochastic texture images, for classification of groupings in large datasets. Familiar examples of materials with such textures in one dimension are cotton yarns, audio noise and genomes, and in two dimensions paper and nonwoven fibre networks for which radiographic images are used to assess local variability and intensity of fibre clustering. Information geometry of trivariate Gaussian spatial distributions of mean pixel density with the mean densities of its first and second neighbours illustrate features related to sizes and density of clusters in stochastic texture images. We derive also analytic results for the case of stochastic textures arising from Poisson processes of line segments on a line and rectangles in a plane. Comparing human and yeast genomes, we use 12 -variate spatial covariances to capture possible differences relating to secondary structure. For each of our types of stochastic textures: analytic, simulated, and experimental, we obtain dimensionality reduction and hence 3D embeddings of sets of samples to illustrate the various features that are revealed, such as mean density, size and shape of distributed objects, and clustering effects.
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### 13.1 Introduction

The new contribution in this paper is to couple information geometry with dimensionality reduction, to identify small numbers of prominent features concerning density fluctuation and clustering in stochastic texture images, for classification of groupings in large datasets. Our methodology applies to any stochastic texture images, in one, two or three dimensions, but to gain an impression of the nature of examples we analyse some familiar materials for which we have areal density arrays, and derive analytic expressions of spatial covariance matrices for Poisson processes of finite objects in one and two dimensions. Information geometry provides a natural distance structure on the textures via their spatial covariances, which allows us to obtain multidimensional scaling or dimensionality reduction and hence 3D embeddings of sets of samples. See Mardia et al. [14] for an account of the original work on multidimensional scaling.

The simplest one-dimensional stochastic texture arises as the density variation along a cotton yarn, consisting of a near-Poisson process of finite length cotton fibres on a line, another is an audio noise drone consisting of a Poisson process of superposed finite length notes or chords. A fundamental microscopic 1-dimensional stochastic process is the distribution of the 20 amino acids along protein chains in a genome [1, 3]. Figure 13.1 shows a sample of such a sequence of the 20 amino acids A, C, D, E, F, G, H, I, K, L, M, N, P, Q, R, S, T, V, W, Y mapped onto the 20 grey level values $0.025,0.075, \ldots, 0.975$ from the database [19], so yielding a grey-level barcode as a 1-dimensional texture. We analyse such textures in Sect. 13.6.5.

The largest 3-dimensional stochastic structure is the cosmological void distribution, which is observable via radio astronomy [1]. More familiar three-dimensional stochastic porous materials include metallic (Fig. 13.2) and plastic solid foams, geological strata and dispersions in gels, observable via computer tomography [1]. Near-planar, non-woven stochastic fibre networks are manufactured for a variety of applications such as, at the macroscale for printing, textiles, reinforcing, and filtration and at the nanoscale in medicine. Figure 13.3 shows a selection of electron micrographs for networks at different scales. Radiography or optical densitometry yield areal density images of the kinds shown in Fig. 13.4.

Much analytic work has been done on modelling of the statistical geometry of stochastic fibrous networks [1, 6, 7, 17]. Using complete sampling by square cells, their areal density distribution is typically well represented by a log-gamma or a (truncated) Gaussian distribution of variance that decreases monotonically with increasing cell size; the rate of decay is dependent on fibre and fibre cluster dimensions. They have gamma void size distributions with a long tail. Clustering of fibres is wellapproximated by Poisson processes of Poisson clusters of differing density and size.

Saccharomyces Cerevisiae Amino Acids SC1

Fig. 13.1 Example of a 1-dimensional stochastic texture, a grey level barcode for the amino acid sequence in a sample of the Saccharomyces cerevisiae yeast genome from the database [19]


Fig. 13.2 Aluminium foam with a narrow Gaussian-like distribution of void sizes of around 1 cm diameter partially wrapped in fragmented metallic shells, used as crushable buffers inside vehicle bodies. The cosmological void distribution is by contrast gamma-like with a long tail [8], interspersed with $60 \%$ of galaxies in large-scale sheets, $20 \%$ in rich filaments and $20 \%$ in sparse filaments [12]. Such 3D stochastic porous materials can both be studied by tomographic methods, albeit at different scales by different technologies, yielding sequences of 2 D stochastic texture images

An unclustered Poisson process of single fibres is the standard reference structure for any given size distribution of fibres; its statistical geometry is well-understood for finite and infinite fibres. Note that any skewness associated with the underlying point process of fibre centres becomes negligible through the process of sampling by square cells [18].

Many stochastic textures arise from spatial processes that may be approximated by mixtures of Poisson or other distributions of finite objects or clusters of objects, in an analogous way to that which has been used for the past 50 years for the study of fibre networks. The Central Limit Theorem suggests that often such spatial processes may be represented by Gaussian pixel density distributions, with variance decreasing as pixel size increases, the gradient of this decrease reflecting the size distributions and abundances of the distributed objects and clusters, hence indicating the appropriate pixel size to choose for feature extraction. Once a pixel size has been chosen then we are interested in the statistics of three random variables: the mean density in such pixels, and the mean densities of its first and second neighbouring pixels. The correlations among these three random variables reflect the size and distribution of


Fig. 13.3 Electron micrographs of four stochastic fibrous materials. Top left Nonwoven carbon fibre mat; top right glass fibre filter; bottom left electrospun nylon nanofibrous network (Courtesy S. J. Eichhorn and D. J. Scurr); bottom right paper using wood cellulose fibres-typically flat ribbonlike, of length $1-2 \mathrm{~mm}$ and width $0.02-0.03 \mathrm{~mm}$


Fig. 13.4 Areal density radiographs of three paper networks made from natural wood cellulose fibres, with constant mean coverage, $\bar{c} \approx 20$ fibres, but different distributions of fibres. Each image represents a square region of side length 5 cm ; darker regions correspond to higher coverage. The left image is similar to that expected for a Poisson process of the same fibres, so typical real samples exhibit clustering of fibres


Fig. 13.5 Trivariate distribution of pixel density values for radiograph of a 5 cm square newsprint sample. Left source density map; centre histogram of $\tilde{\beta}_{i}, \tilde{\beta}_{1, i}$ and $\tilde{\beta}_{2, i} ;$ right 3 D scatter plot of $\tilde{\beta}_{i}$, $\tilde{\beta}_{1, i}$ and $\tilde{\beta}_{2, i}$
density clusters; this may be extended to more random variables by using also third, fourth, etc., neighbours. In some cases, of course, other pixel density distributions may be more appropriate, such as mixtures of Gaussians.

### 13.2 Spatial Covariance

The mean of a random value $p$ is its average value, $\bar{p}$, over the population. The covariance $\operatorname{Cov}(p, q)$ of a pair of random variables, $p$ and $q$ is a measure of the degree of association between them, the difference between their mean product and the product of their means:

$$
\begin{equation*}
\operatorname{Cov}(p, q)=\overline{p q}-\bar{p} \bar{q} \tag{13.1}
\end{equation*}
$$

In particular, the covariance of a variable with itself is its variance. From the array of local average pixel density values $\tilde{\beta}_{i}$, we generate two numbers associated with each: the average density of the six first-neighbour pixels, $\tilde{\beta}_{1, i}$ and the average density of the 16 second-neighbour pixels, $\tilde{\beta}_{2, i}$. Thus, we have a trivariate distribution of the random variables $\left(\tilde{\beta}_{i}, \tilde{\beta}_{1, i}, \tilde{\beta}_{2, i}\right)$ with $\bar{\beta}_{2}=\bar{\beta}_{1}=\bar{\beta}$.

Figure 13.5 provides an example of a typical data set obtained from a radiograph of a 5 cm square commercial newsprint sample; the histogram and three-dimensional scatter plot show data obtained for pixels of side 1 mm .

From the Central Limit Theorem, we expect the marginal distributions of $\tilde{\beta}_{i}$, $\tilde{\beta}_{1, i}$ and $\tilde{\beta}_{2, i}$ to be well approximated by Gaussian distributions. For the example in Fig. 13.5, these Gaussians are represented by the solid lines on the histogram; this Gaussian approximation holds for all samples investigated in this study.

We have a simulator for creating stochastic fibre networks [10]. The code works by dropping clusters of fibres within a circular region where the centre of each cluster is distributed as a point Poisson process in the plane and the number of fibres per cluster,


Fig. 13.6 Simulated areal density maps each representing a $4 \mathrm{~cm} \times 4 \mathrm{~cm}$ region formed from fibres with length $\lambda=1 \mathrm{~mm}$, to a mean coverage of 6 fibres
$n_{c}$, is a Poisson distributed random variable. The size of each cluster is determined by an intensity parameter, $0<I \leq 1$ such that the mean mass per unit area of the cluster is constant and less than the areal density of a fibre. Denoting the length and width of a fibre by $\lambda$ and $\omega$ respectively, the radius of a cluster containing $n_{c}$ fibre centres is

$$
\begin{equation*}
r=\sqrt{\frac{n_{c} \lambda \omega}{\pi I}} . \tag{13.2}
\end{equation*}
$$

Figure 13.6 shows examples of density maps generated by the simulator. We observe textures that increase in 'cloudyness' with $n_{c}$ and increase in 'graininess' with $I$.

### 13.3 Analytic Covariance for Spatial Poisson Processes of Finite Objects

Consider a Poisson process in the plane for finite rectangles of length $\lambda$ and width $\omega \leq \lambda$, with uniform orientation of rectangle axes to a fixed direction. The covariance or autocorrelation function for such objects is known and given by [7]:

For $0<r \leq \omega$

$$
\begin{equation*}
\alpha_{1}(r)=1-\frac{2}{\pi}\left(\frac{r}{\lambda}+\frac{r}{\omega}-\frac{r^{2}}{2 \omega \lambda}\right) . \tag{13.3}
\end{equation*}
$$

For $\omega<r \leq \lambda$

$$
\begin{equation*}
\alpha_{2}(r)=\frac{2}{\pi}\left(\arcsin \left(\frac{\omega}{r}\right)-\frac{\omega}{2 \lambda}-\frac{r}{\omega}+\sqrt{\frac{r^{2}}{\omega^{2}}-1}\right) \tag{13.4}
\end{equation*}
$$

For $\lambda<r \leq \sqrt{\left(\lambda^{2}+\omega^{2}\right)}$

$$
\begin{align*}
\alpha_{3}(r)= & \frac{2}{\pi}\left(\arcsin \left(\frac{\omega}{r}\right)-\arccos \left(\frac{\lambda}{r}\right)-\frac{\omega}{2 \lambda}-\frac{\lambda}{2 \omega}-\frac{r^{2}}{2 \lambda \omega}\right. \\
& \left.+\sqrt{\frac{r^{2}}{\lambda^{2}}-1}+\sqrt{\frac{r^{2}}{\omega^{2}}-1}\right) . \tag{13.5}
\end{align*}
$$

Then, the coverage $c$ at a point is the number of rectangles overlapping that point, a Poisson variable with grand mean value $\bar{c}$, and the average coverage or density in finite pixels $\tilde{c}$ tends to a Gaussian random variable. For sampling of the process using, say square inspection pixels of side length $x$, the variance of their density $\tilde{c}(x)$ is

$$
\begin{equation*}
\operatorname{Var}(\tilde{c}(x))=\operatorname{Var}(c(0)) \int_{0}^{\sqrt{2} x} \alpha(r, \omega, \lambda) b(r) d r \tag{13.6}
\end{equation*}
$$

where $b$ is the probability density function for the distance $r$ between two points chosen independently and at random in the given type of pixel; it was derived by Ghosh [13].

Using square pixels of side length $x$, for $0 \leq r \leq x$

$$
\begin{equation*}
b(r, x)=\frac{4 r}{x^{4}}\left(\frac{\pi x^{2}}{2}-2 r x+\frac{r^{2}}{2}\right) . \tag{13.7}
\end{equation*}
$$

For $x \leq r \leq \sqrt{2} x$

$$
\begin{align*}
b(r, x)= & \frac{4 r}{x^{4}}\left(x^{2}\left(\arcsin \left(\frac{x}{r}\right)-\arccos \left(\frac{x}{r}\right)\right)\right) \\
& +\frac{4 r}{x^{4}}\left(2 x \sqrt{\left(r^{2}-x^{2}\right)}-\frac{1}{2}\left(r^{2}+2 x^{2}\right)\right) . \tag{13.8}
\end{align*}
$$



Fig. 13.7 Probability density function $b(r, 1)$ from Eqs. (13.7), (13.8) for the distance $r$ between two points chosen independently and at random in a unit square

A plot of this function is given in Fig. 13.7. Observe that, for vanishingly small pixels, that is points, $b$ degenerates into a delta function on $r=0$. Ghosh [13] gave also the form of $b$ for other types of pixels; for arbitrary rectangular pixels those expressions can be found in [7]. For small values of $r$, so $r \ll D$, the formulae for convex pixels of area $A$ and perimeter $P$ all reduce to

$$
b(r, A, P)=\frac{2 \pi r}{A}-\frac{2 P r^{2}}{A^{2}}
$$

which would be appropriate to use when the rectangle dimensions $\omega, \lambda$ are small compared with the dimensions of the pixel.

It helps to visualize practical variance computations by considering the case of sampling using large square pixels of side $m x$ say, which themselves consist of exactly $m^{2}$ small square pixels of side $x$. The variance $\operatorname{Var}(\tilde{c}(m x))$ is related to $\operatorname{Var}(\tilde{c}(x))$ through the covariance $\operatorname{Cov}(x, m x)$ of $x$-pixels in $m x$-pixels [7]:

$$
\operatorname{Var}(\tilde{c}(m x))=\frac{1}{m^{2}} \operatorname{Var}(\tilde{c}(x))+\frac{m^{2}-1}{m^{2}} \operatorname{Cov}(x, m x) .
$$

As $m \rightarrow \infty$, the small pixels tend towards points, $\frac{1}{m^{2}} \operatorname{Var}(\tilde{c}(x)) \rightarrow 0$ so $\operatorname{Var}(\tilde{c}(m x))$ admits interpretation as $\operatorname{Cov}(0, m x)$, the covariance among points inside $m x$-pixels, the intra-pixel covariance, precisely $\operatorname{Var}(\tilde{c}(m x))$ from Eq. (13.6).

The fractional between pixel variance for $x$-pixels is

$$
\tilde{\rho}(x)=\frac{\operatorname{Cov}(0, x)}{\operatorname{Var}(c(0))}=\frac{\operatorname{Var}(\tilde{c}(x))}{\operatorname{Var}(c(0))}
$$

which increases monotonically with $\lambda$ and with $\omega$ but decreases monotonically with $m x$, see Deng and Dodson [6] for more details. In fact, for a Poisson process of rectangles the variance of coverage at points is precisely the mean coverage, $\operatorname{Var}(c(0))=\bar{c}$, so if we agree to measure coverage as a fraction of the mean coverage then Eq. (13.6) reduces to the integral

$$
\begin{equation*}
\frac{\operatorname{Var}(\tilde{c}(x))}{\bar{c}}=\int_{0}^{\sqrt{2} x} \alpha(r, \omega, \lambda) b(r) d r=\tilde{\rho}(x) \tag{13.9}
\end{equation*}
$$

Now, the covariance among points inside $m x$-pixels, $\operatorname{Cov}(0, m x)$, is the expectation of the covariance between pairs of points separated by distance $r$, taken over the possible values for $r$ in an $m x$-pixel; that amounts to the integral in Eq. (13.6). By this means we have continuous families of $2 \times 2$ covariance matrices for $x \in \mathbb{R}^{+}$ and $2<m \in \mathbb{Z}^{+}$given by

$$
\begin{align*}
\Sigma^{x, m} & =\left(\begin{array}{cc}
\sigma_{11} & \sigma_{12} \\
\sigma_{12} & \sigma_{22}
\end{array}\right)=\left(\begin{array}{cc}
\operatorname{Var}(\tilde{c}(x)) & \operatorname{Cov}(x, m x) \\
\operatorname{Cov}(x, m x) & \operatorname{Var}(\tilde{c}(x))
\end{array}\right) \\
& =\left(\begin{array}{cc}
\tilde{\rho}(x) & \tilde{\rho}(m x) \\
\tilde{\rho}(m x) & \tilde{\rho}(x)
\end{array}\right) . \tag{13.10}
\end{align*}
$$

which encodes information about the spatial structure formed from the Poisson process of rectangles, for each choice of rectangle dimensions $\omega \leq \lambda \in \mathbb{R}^{+}$. This can be extended to include mixtures of different rectangles with given relative abundances and processes of more complex objects such as Poisson clusters of rectangles.

There is a one dimensional version of the above that is discussed in [6, 7], with point autocorrelation calculated easily as

$$
\alpha(r)= \begin{cases}1-\frac{r}{\lambda} & 0 \leq r \leq \lambda  \tag{13.11}\\ 0 & \lambda<r .\end{cases}
$$

Also, the probability density function for points chosen independently and at random with separation $r$ in a pixel, which is here an interval of length $x$, is

$$
\begin{equation*}
b(r)=\frac{2}{x}\left(1-\frac{r}{x}\right) \quad(0 \leq r \leq x) . \tag{13.12}
\end{equation*}
$$

Then the integral (13.6) gives the fractional between pixel variance as

$$
\tilde{\rho}(x, \lambda)= \begin{cases}1-\frac{x}{3 \lambda} & 0 \leq x \leq \lambda  \tag{13.13}\\ \frac{\lambda}{x}\left(1-\frac{\lambda}{3 x}\right) & \lambda<x .\end{cases}
$$

So in the case of a one dimensional stochastic texture from a Poisson process of segments of length $\lambda$ we have the explicit expression for the covariance matrices in

Eq. (13.10):

$$
\Sigma^{x, m}(\lambda)=\left(\begin{array}{cc}
\tilde{\rho}(x, \lambda) & \tilde{\rho}(m x, \lambda)  \tag{13.14}\\
\tilde{\rho}(m x, \lambda) & \tilde{\rho}(x, \lambda)
\end{array}\right)
$$

In particular, if we take unit length intervals as the base pixels, for the Poisson process of unit length line segments, $x=\lambda=1$ we obtain

$$
\Sigma^{1, m}(1)=\left(\begin{array}{cc}
\left(1-\frac{1}{3}\right) & \frac{1}{m}\left(1-\frac{1}{3 m}\right)  \tag{13.15}\\
\frac{1}{m}\left(1-\frac{1}{3 m}\right) & \left(1-\frac{1}{3}\right)
\end{array}\right) \quad \text { for } m=2,3, \ldots
$$

### 13.4 Information Distance

Given the family of pixel density distributions, with associated spatial covariance structure among neighbours, we can use the Fisher metric [1] to yield an arc length function on the curved space of parameters which represent mean and covariance matrices. Then the information distance between any two such distributions is given by the length of the shortest curve between them, a geodesic, in this space. The computational difficulty is in finding the length of this shortest curve since it is the infimum over all curves between the given two points. Fortunately, in the cases we need, multivariate Gaussians, this problem has been largely solved analytically by Atkinson and Mitchell [2].

Accordingly, some of our illustrative examples use information geometry of trivariate Gaussian spatial distributions of pixel density with covariances among first and second neighbours to reveal features related to sizes and density of clusters, which could arise in one, two or three dimensions. For isotropic spatial processes, which we consider here, the variables are means over shells of first and second neighbours, respectively. For anisotropic networks the neighbour sets would be split into more new variables to pick up the spatial anisotropy in the available spatial directions.

Other illustrations will use the analytic bivariate covariances given in Sect. 13.3 by Eq. (13.10).

What we know analytically is the geodesic distance between two multivariate Gaussians, $A, B$, of the same number $n$ of variables in two particular cases [2]:

1. $\mu^{\mathbf{A}} \neq \mu^{\mathbf{B}}, \boldsymbol{\Sigma}^{\mathbf{A}}=\boldsymbol{\Sigma}^{\mathbf{B}}=\boldsymbol{\Sigma}: f^{A}=\left(n, \mu^{A}, \Sigma\right), f^{B}=\left(n, \mu^{B}, \Sigma\right)$

$$
\begin{equation*}
D_{\mu}\left(f^{A}, f^{B}\right)=\sqrt{\left(\mu^{A}-\mu^{B}\right)^{T} \cdot \Sigma^{-1} \cdot\left(\mu^{A}-\mu^{B}\right)} \tag{13.16}
\end{equation*}
$$

2. $\mu^{\mathbf{A}}=\mu^{\mathbf{B}}=\mu, \boldsymbol{\Sigma}^{\mathbf{A}} \neq \boldsymbol{\Sigma}^{\mathbf{B}}: f^{A}=\left(n, \mu, \Sigma^{A}\right), f^{B}=\left(n, \mu, \Sigma^{B}\right)$

$$
\begin{equation*}
D_{\Sigma}\left(f^{A}, f^{B}\right)=\sqrt{\frac{1}{2} \sum_{j=1}^{n} \log ^{2}\left(\lambda_{j}\right)} \tag{13.17}
\end{equation*}
$$



Fig. 13.8 Plot of $D_{\Sigma}\left(f^{A}, f^{B}\right)$ from (13.17) against $\Delta_{\Sigma}\left(f^{A}, f^{B}\right)$ from (13.18) for 185 different trivariate Gaussian covariance matrices

$$
\text { with }\left\{\lambda_{j}\right\}=\operatorname{Eig}\left(\Sigma^{A^{-1 / 2}} \cdot \Sigma^{B} \cdot \Sigma^{A^{-1 / 2}}\right)
$$

In the present paper we use Eqs. (13.16) and (13.17) and take the simplest choice of a linear combination of both when both mean and covariance are different.

However, from the form of $D_{\Sigma}\left(f^{A}, f^{B}\right)$ in (13.17) we deduce that an approximate monotonic relationship arises with a more easily computed symmetrized log-trace function given by

$$
\begin{align*}
& \Delta_{\Sigma}\left(f^{A}, f^{B}\right) \\
& \quad=\sqrt{\log \left(\frac{1}{2 n}\left(\operatorname{Tr}\left(\Sigma^{A^{-1 / 2}} \cdot \Sigma^{B} \cdot \Sigma^{A^{-1 / 2}}\right)+\operatorname{Tr}\left(\Sigma^{B^{-1 / 2}} \cdot \Sigma^{A} \cdot \Sigma^{B^{-1 / 2}}\right)\right)\right.} . \tag{13.18}
\end{align*}
$$

This is illustrated by the plot in Fig. 13.8 of $D_{\Sigma}\left(f^{A}, f^{B}\right)$ from Eq. (13.17) on $\Delta_{\Sigma}\left(f^{A}, f^{B}\right)$ from Eq. (13.18) for 185 trivariate Gaussian covariance matrices, where we see that

$$
D_{\Sigma}\left(f^{A}, f^{B}\right) \approx 1.7 \Delta_{\Sigma}\left(f^{A}, f^{B}\right)
$$

A commonly used approximation for information distance is obtained from the Kullback-Leibler divergence, or relative entropy. Between two multivariate Gaussians $f^{A}=\left(n, \mu^{A}, \Sigma^{A}\right), f^{B}=\left(n, \mu^{B}, \Sigma^{B}\right)$ with the same number $n$ of variables, its square root gives a separation measurement [16]:

$$
\begin{align*}
K L\left(f^{A}, f^{B}\right)= & \frac{1}{2} \log \left(\frac{\operatorname{det} \Sigma^{B}}{\operatorname{det} \Sigma^{A}}\right)+t \frac{1}{2} \operatorname{Tr}\left[\Sigma^{B^{-1}} \cdot \Sigma^{A}\right] \\
& +\frac{1}{2}\left(\mu^{A}-\mu^{B}\right)^{T} \cdot \Sigma^{B^{-1}} \cdot\left(\mu^{A}-\mu^{B}\right)-\frac{n}{2} . \tag{13.19}
\end{align*}
$$

This is not symmetric, so to obtain a distance we take the average KL-distance in both directions:

$$
\begin{equation*}
D_{K L}\left(f^{A}, f^{B}\right)=\sqrt{\frac{\left|K L\left(f^{A}, f^{B}\right)\right|+\left|K L\left(f^{B}, f^{A}\right)\right|}{2}} \tag{13.20}
\end{equation*}
$$

The Kullback-Leibler distance tends to the information distance as two distributions become closer together; conversely it becomes less accurate as they move apart.

For comparing relative proximity, $\Delta_{\Sigma}\left(f^{A}, f^{B}\right)$ is a better measure near zero than the symmetrized Kullback-Leibler $D_{K L}\left(f^{A}, f^{B}\right)$ distance in those multivariate Gaussian cases so far tested and may be computationally quicker for handling large batch processes.

### 13.5 Dimensionality Reduction of Spatial Density Arrays

We shall illustrate the differences of spatial features in given data sets obtained from the distribution of local density for real and simulated planar stochastic fibre networks. In such cases there is benefit in mutual information difference comparisons of samples in the set but the difficulty is often the large number of samples in a set of interest-perhaps a hundred or more. Human brains can do this very well; the enormous numbers of optical sensors that stream information from the eyes into the brain with the result that we have a 3-dimensional reduction which serves to help us 'see' the external environment. We want to see a large data set organised in such a way that natural groupings are revealed and quantitative dispositions among groups are preserved. The problem is how to present the information contained in the whole data set, each sample yielding a $3 \times 3$ covariance matrix $\Sigma$ and mean $\mu$. The optimum presentation is to use a 3-dimensional plot, but the question is what to put on the axes.

To solve this problem we use multi-dimensional scaling, or dimensionality reduction, to extract the three most significant features from the set of samples so that all samples can be displayed graphically in a 3-dimensional plot. The aim is to reveal groupings of data points that correspond to the prominent characteristics; in our context we have different former types, grades and differing scales and intensities of fibre clustering. Such a methodology has particular value in the quality control for processes with applications that frequently have to study large data sets of samples from a trial or through a change in conditions of manufacture or constituents. Moreover, it can reveal anomalous behaviour of a process or unusual deviation in a
product. The raw data of one sample from a study of spatial variability might typically consist of a spatial array of $250 \times 250$ pixel density values, so what we solve is a problem in classification for stochastic image textures.

The method, which we introduced in a preliminary report [11], depends on extracting the three largest eigenvalues and their eigenvectors from a matrix of mutual information distances among distributions representing the samples in the data set. The number in the data set is unimportant, except for the computation time in finding eigenvalues. This follows the methods described by Carter et al. [4, 5]. Our study is for datasets of pixel density arrays from complete sampling of density maps of stochastic textures which incorporate spatial covariances. We report the results of such work on a large collection of radiographs from commercial papers made from continuous filtration of cellulose and other fibres, [9].

The series of computational stages is as follows:

1. Obtain mutual 'information distances' $D(i, j)$ among the members of the data set of $N$ textures $X_{1}, X_{2}, \ldots, X_{N}$ using the fitted trivariate Gaussian pixel density distributions.
2. The array of $N \times N$ differences $D(i, j)$ is a real symmetric matrix with zero diagonal. This is centralized by subtracting row and column means and then adding back the grand mean to give $C D(i, j)$.
3. The centralized matrix $C D(i, j)$ is again a real symmetric matrix with zero diagonal. We compute its $N$ eigenvalues $E C D(i)$, which are necessarily real, and the $N$ corresponding $N$-dimensional eigenvectors $V C D(i)$.
4. Make a $3 \times 3$ diagonal matrix $A$ of the first three eigenvalues of largest absolute magnitude and a $3 \times N$ matrix $B$ of the corresponding eigenvectors. The matrix product $A \cdot B$ yields a $3 \times N$ matrix and its transpose is an $N \times 3$ matrix $T$, which gives us $N$ coordinate values $\left(x_{i}, y_{i}, z_{i}\right)$ to embed the $N$ samples in 3-space.

## Example: Bivariate Gaussians

$$
\begin{aligned}
f(x, y) & \left.=\frac{1}{2 \pi \sqrt{\Delta}} \exp \frac{-1}{\Delta^{2}}\left(y-\mu_{2}\right)^{2} \sigma_{11}+\left(x-\mu_{1}\right)\left[\left(x-\mu_{1}\right) \sigma_{22}+2\left(-y+\mu_{2}\right)\right) \sigma_{12}\right], \\
\mu & =\left(\mu_{1}, \mu_{2}\right), \\
\Delta & =\operatorname{Det}[\Sigma]=\sigma_{11} \sigma_{22}-\sigma_{12}^{2}, \\
\Sigma & =\left(\begin{array}{ll}
\sigma_{11} & \sigma_{12} \\
\sigma_{12} & \sigma_{22}
\end{array}\right)=\sigma_{11}\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right)+\sigma_{12}\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right)+\sigma_{22}\left(\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right), \\
\Sigma^{-1} & =\left(\begin{array}{cc}
\frac{\sigma_{22}}{\Delta} & -\frac{\sigma_{12}}{\Delta} \\
-\frac{\sigma_{12}}{\Delta} & \frac{\sigma_{11}}{\Delta}
\end{array}\right) .
\end{aligned}
$$

Put $\delta \mu_{i}=\left(\mu_{i}^{A}-\mu_{i}^{B}\right)$.
Then we have

$$
\begin{aligned}
D_{\mu}\left(f^{A}, f^{B}\right) & =\sqrt{\delta \mu^{T} \cdot \Sigma^{-1} \cdot \delta \mu} \\
& =\sqrt{\frac{\delta \mu_{2}\left(\sigma_{11} \delta \mu_{2}-\sigma_{12} \delta \mu_{1}\right)}{\Delta}+\frac{\delta \mu_{1}\left(\sigma_{22} \delta \mu_{1}-\sigma_{12} \delta \mu_{2}\right)}{\Delta}}
\end{aligned}
$$

## Numerical example:

$$
\begin{aligned}
& \Sigma^{A}=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right), \Sigma^{B}=\left(\begin{array}{ll}
3 & 2 \\
2 & 6
\end{array}\right), \quad \Sigma^{B^{-1}}=\left(\begin{array}{cc}
3 / 7 & -1 / 7 \\
-1 / 7 & 3 / 14
\end{array}\right) \\
& \Sigma^{A^{-1 / 2}} \cdot \Sigma^{B} \cdot \Sigma^{A^{-1 / 2}}=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right)\left(\begin{array}{ll}
3 & 2 \\
2 & 6
\end{array}\right)\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right)=\left(\begin{array}{ll}
3 & 2 \\
2 & 6
\end{array}\right),
\end{aligned}
$$

with eigenvalues: $\lambda_{1}=7, \lambda_{2}=2$.

$$
\begin{gathered}
D_{\Sigma}\left(\Sigma^{A}, \Sigma^{B}\right)=\sqrt{\frac{1}{2} \sum_{j=1}^{n} \log ^{2}\left(\lambda_{j}\right)} \approx 1.46065 \\
\Delta_{\Sigma}\left(\Sigma^{A}, \Sigma^{B}\right)=\sqrt{\log \frac{7+2}{4}} \approx 0.9005 .
\end{gathered}
$$

For comparison, the symmetrized Kullback-Leibler distance [16] is given by

$$
D_{K L}\left(\Sigma^{A}, \Sigma^{B}\right)=\frac{1}{2}\left(\sqrt{\frac{1}{2} \log 14-\frac{19}{28}}+\sqrt{\frac{1}{2} \log \frac{1}{14}+\frac{7}{2}}\right) \approx 1.1386
$$

### 13.6 Analysis of Samples

### 13.6.1 Analytic Results for Poisson Processes of Line Segments and Rectangles

We provide here some graphics showing three dimensional embeddings of Poisson processes that yield stochastic textures of pixel density, using the analysis in Sect.13.3.

Figure 13.9 shows an embedding of 20 samples calculated for a Poisson line process of line segments, (13.15), with $x=\lambda=1$ and $m=2,3, \ldots 21$. The starting green point in the lower right is for $m=2$ and the red end point is for $m=21$. Figure 13.10 shows an embedding of 18 samples calculated for a planar Poisson process of unit squares, from (13.10), with $\omega=\lambda=1$. It shows the separation into two groups of samples: analysed with small base pixels, $x=0.1$ right, and with large base pixels, $x=1$ left. Figure 13.11 shows an embedding of 18 samples calculated


Fig. 13.9 Embedding of 20 evaluations of information distance for the bivariate covariances arising from a Poisson line process of line segments, (13.15), with $x=\lambda=1$ and $m=2,3, \ldots 21$. The starting green point in the lower right is for $m=2$ and the red end point is for $m=21$


Fig. 13.10 Embedding of 18 evaluations of information distance for the bivariate covariances arising from a planar Poisson process of squares, (13.10), with $\omega=\lambda=1$. The two groups arise from different schemes of inspection pixels. Right group used small base pixels with $x=0.1$, from blue to pink $m=2,3, \ldots, 10$; left group used large base pixels with $x=1$, from green to red $m=2,3, \ldots, 10$


Fig. 13.11 Embedding of 22 evaluations of information distance for the bivariate covariances arising from a planar Poisson process of rectangles, (13.10), with $\omega=0.2, \lambda=1$. The two groups arise from different schemes of inspection pixels. Left group used large base pixels $x=1$, from green to red $m=2,3, \ldots, 10$; right group used small base pixels $x=0.1$, from blue to pink $m=2,3, \ldots, 10$
for a planar Poisson process of rectangles with aspect ratio 5:1, from (13.10), with $\omega=0.2, \lambda=1$. Again it shows the separation into two groups of samples analysed with small pixels, right, and with large pixels, left.

### 13.6.2 Deviations from Poisson Arising from Clustering

Our three spatial variables for each spatial array of data are the mean density in a central pixel, mean of its first neighbours, and mean of its second neighbours. We begin with analysis of a set of 16 samples of areal density maps for simulated stochastic fibre networks made from the same number of 1 mm fibres but with differing scales (clump sizes) and intensities (clump densities) of fibre clustering. Among these is the standard unclustered Poisson fibre network; all samples have the same mean density.

Figure 13.12 gives analyses for spatial arrays of pixel density differences from Poisson networks. It shows a plot of $D_{\Sigma}\left(f^{A}, f^{B}\right)$ as a cubic-smoothed surface (left), and the same data grouped by numbers of fibres in clusters and cluster densities (right), for geodesic information distances among 16 datasets of 1 mm pixel density differences between a Poisson network and simulated networks made from 1 mm fibres. Each network has the same mean density but with different scales and densities


Fig. 13.12 Pixel density differences from Poisson networks. Left plot of $D_{\Sigma}\left(f^{A}, f^{B}\right)$ as a cubicsmoothed surface, for trivariate Gaussian information distances among 16 datasets of 1 mm pixel density differences between a Poisson network and simulated networks made from 1 mm fibres, each network has the same mean density but with different clustering. Right embedding of the same data grouped by numbers of fibres in clusters and cluster densities
of clustering; thus the mean difference is zero in this case. Using pixels of the order of fibre length is appropriate for extracting information on the sizes of typical clusters. The embedding reveals the clustering features as orthogonal subgroups.

Next, Fig. 13.13 gives analyses for pixel density arrays of the clustered networks. It shows on the left the plot of $D_{\Sigma}\left(f^{A}, f^{B}\right)$ as a cubic-smoothed surface (left) for trivariate Gaussian information distances among the 16 datasets of 1 mm pixel densities for simulated networks made from 1 mm fibres, each network with the same mean density but with different clustering. In this case the trivariate Gaussians all have the same mean vectors. Shown on the right is the dimensionality reduction embedding of the same data grouped by numbers of fibres in clusters and cluster densities; the solitary point is a Poisson network of the same fibres.

### 13.6.3 Effect of Mean Density in Poisson Structures

Figure 13.14 gives analyses for pixel density arrays for Poisson networks of different mean density. It shows the plot of $D_{\Sigma}\left(f^{A}, f^{B}\right)$ as a cubic-smoothed surface (left), for trivariate Gaussian information distances among 16 simulated Poisson networks made from 1 mm fibres, with different mean density, using pixels at 1 mm scale. Also shown is, (right) dimensionality reduction embedding of the same Poisson network data, showing the effect of mean network density.


Fig. 13.13 Pixel density arrays for clustered networks: Left plot of $D_{\Sigma}\left(f^{A}, f^{B}\right)$ as a cubicsmoothed surface, for trivariate Gaussian information distances among 16 datasets of 1 mm pixel density arrays for simulated networks made from 1 mm fibres, each network with the same mean density but with different clustering. Right embedding of the same data grouped by numbers of fibres in clusters and cluster densities; the solitary point is an unclustered Poisson network


Fig. 13.14 Pixel density arrays for Poisson networks of different mean density. Left plot of $D_{\Sigma}\left(f^{A}, f^{B}\right)$ as a cubic-smoothed surface (left), for trivariate Gaussian information distances among 16 simulated Poisson networks made from 1 mm fibres, with different mean density, using pixels at 1 mm scale. Right embedding of the same Poisson network data, showing the effect of mean network density


Fig. 13.15 Embedding using 182 trivariate Gaussian distributions for samples from the data set [9]. Blue points are from gap formers; orange are various handsheets, purple are from pilot paper machines and green are from hybrid formers. The embedding separates these different forming methods into subgroups

### 13.6.4 Analysis of Commercial Samples

Figure 13.15 shows a 3-dimensional embedding for a data set from [9] including 182 paper samples from gap formers, handsheets, pilot machine samples and hybrid formers. We see that to differing degrees the embedding separates these different and very disparate forming methods by assembling them into subgroups. This kind of discrimination could be valuable in evaluating trials, comparing different installations of similar formers and for identifying anomalous behaviour.

The benefit from these analyses is the representation of the important structural features of number of fibres per cluster and cluster density, by almost orthogonal subgroups in the embedding.

### 13.6.5 Analysis of Saccharomyces Cerevisiae Yeast and Human Genomes

This yeast is the genome studied in [3] for which we showed that all 20 amino acids along the protein chains exhibited mutual clustering, and separations of 3-12 are generally favoured between repeated amino acids, perhaps because this is the


Fig. 13.16 Determinants of 12-variate spatial covariances for 20 samples of yeast amino acid sequences, black Y, together with three Poisson sequences of 100,000 amino acids with the yeast relative abundances, blue RY. Also shown are 20 samples of human sequences, red $\mathbf{H}$, and three Poisson sequences of 100,000 amino acids with the human relative abundances, green $\mathbf{R H}$.


Fig. 13.17 Twelve-variate spatial covariance embeddings for 20 samples of yeast amino acid sequences, small black points, together with three Poisson sequences of 100,000 amino acids with the yeast relative abundances, large blue points. Also shown are 20 human DNA sequences, medium red points, and three Poisson sequences of 100,000 amino acids with the human relative abundances, large green points
usual length of secondary structure, cf. also [1]. The database of sample sequences is available on the Saccharomyces Genome Database [19]. Here we mapped the sequences of the 20 amino acids A, C, D, E, F, G, H, I, K, L, M, N, P, Q, R, S, T, V, $\mathrm{W}, \mathrm{Y}$ onto the 20 grey-level values $0.025,0.075, \ldots, 0.975$ so yielding a grey-level barcode for each sequence, Fig. 13.1. Given the usual length of secondary structure to range from 3 to 12 places along a sequence, we used spatial covariances between each pixel and its successive 12 neighbours. Figure 13.16 plots the determinants of the 12 -variate spatial covariances of 20 for yeast, black $\mathbf{Y}$, together with three Poisson random sequences of 100,000 amino acids with the yeast relative abundances, blue RY. Also shown are 20 samples of human sequences, red $\mathbf{H}$, and three Poisson sequences of 100,000 amino acids with the human relative abundances, green $\mathbf{R H}$. Figure 13.17 shows an embedding of these 20 12-variate spatial covariances for yeast, small black points, together with three Poisson sequences of 100,000 amino acids with the yeast relative abundances, large blue points, and 20 human DNA sequences, medium red points using data from the NCBI Genbank Release 197.0 [15], and three Poisson sequences of 100,000 amino acids with the human relative abundances, large green points. The sequences ranged in length from 340 to 1,900 amino acids. As with the original analysis of recurrence spacings [3] which revealed clustering, the difference of the yeast and human sequence structures from Poisson is evident. However, it is not particularly easy to distinguish yeast from human sequences by this technique, both lie in a convex region with the Poisson sequences just outside, but there is much scatter. Further analyses of genome structures will be reported elsewhere.
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Escort distribution, 67
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full, 121
MLE for an, 303
Extrinsic distance, 222
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Fibre network simulator, 371
First and second neighbours, 367
Fisher information matrix, 63

Fisher metric, 63, 376
Flat, 59
Foliated structure, 39
Fréchet distance, 144, 202-204
Fréchet mean, 238, 283
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Gaussian distribution, 331
Gaussian distribution-valued images, 334, 353, 362
Generalized dynamic factor models, 228
Generalized entropy functional, 71
Generalized Massieu potential, 71
Generalized relative entropy, 74
Generating functions, 142, 146, 164, 209
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Genomes, 367
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Geometric temperature, 141, 174, 187
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Hessian manifold, 59
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High-dimensional stochastic processes, 220
High-dimensional time series, 220
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Homotopy continuation method, 138
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Induced Hessian manifold, 61
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Information geometry, 141-143, 145, 146, 148-151, 187, 193, 194, 204, 205
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Itakura-Saito divergence, 228
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Kähler affine manifold, 83
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$k$-MLE algorithm, 306
Hartigan's method for, 308
Initialization of, 310, 312
Lloyd's method for, 307
Koszul characteristic function, 145, 146, 151, 157
Koszul Entropy, 142, 143, 146, 148, 151, 153, 156, 157
Koszul forms, 160
Kullback-Leibler, 377
Kullback-Leibler divergence, 64

## L

Laplace Principle, 146, 163, 164, 180, 181
Laplacian, 83
Laplacian of the gradient mapping, 88
LDDMM, 256, 275
Legendre transform, 86
Levi-Civita connection, 249
Lie groups, 245
Linear dynamical systems, 220
Linear predictive coding, 220
Liouville measure, 176
Lookeng Hua, 197, 198

## M

Marginal distributions, 371
Mathematical morphology, 331, 332
Maurice Fréchet, 144, 147, 148, 202, 204
Maximum likelihood estimator (MLE), 120, 303

Maximum q-likelihood estimator, 77
MIMO systems, 234
Minimal realization, 232
Minimum phase filter, 227
Misha Gromov, 148, 206
Mixture connection, 63
Mixture model, 301
Moment map, 174, 209
Multidimensional scaling, 367

## N

Nanofibrous network, 370
Normal form, 129
Normalized Tsallis relative entropy, 75

## 0

Observable realization, 232
One-parameter subgroups, 246
Optimal mass transport, 225
Ordered Poincaré half-plane, 334

## P

Parallel transport, 249
Pattern recognition, 220
Pierre Duhem, 146
Pixel density arays, 379
Poisson clusters, 368
Poisson line process, 380
Poisson process, 367,380
Poisson process of rectangles, 375
Poisson rectangle process, 382
Pole ladder, 252
Positive definite matrix, 141, 147, 187
Power spectral density matrix, 224
Power potential, 39
Principal fiber bundle, 233
Pythagorean relation, 43

## Q

Q-Covariant derivative, 114
Q-cubic form, 73
Q-divergence functional, 112
Q-exponential, 66
Q-exponential family, 75
Q-exponential function, 98
Q-exponential manifold, 108, 110
Q-exponential model, 105, 108, 110
Q-Fisher metric, 73
Q-independent, 76
q-likelihood function, 77

Q-log-likelihood function, 77
Q-logarithm, 66
Q-normal distributions, 68
Q-product, 76
Quality control, 378
Quotient space, 233
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Realization balancing, 235
Realization bundle, 233
Reduction of the structure group, 235
Relative entropy, 64
Riemannian metric, 113
Riemannian symmetric space, 41

## S
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Simulated fibre networks, 383
Smooth canonical forms, 234
Spatial covariance, 367, 371
Spatial distributions, 367
Spectral factorization, 226
Stationary velocity field, 256
Statistical manifold, 59, 87
Statistical model, 62
Statistical structure, 1, 5, 7, 16, 28
Statistical (Codazzi) manifold, 34
Stochastic networks, 368
Stochastic textures, 367
Symmetric cone, 95

Symmetric matrix, 379
Symplectic geometry, 1, 2, 15
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Tall, full rank linear dynamical system, 232
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Thermodynamics, 141, 145, 146, 165, 168173, 176, 178, 184
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Torsion tensor, 58
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