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Preface

Overview and Purpose of These Volumes

Of all the military developments fostered by the recent cold war, the Global
Positioning System (GPS) may prove to have the greatest positive impact on
everyday life. One can imagine a 21st century world covered by an augmented
GPS and laced with mobile digital communications in which aircraft and other
vehicles travel through “virtual tunnels,” imaginary tracks through space which
are continuously optimized for weather, traffic, and other conditions. Robotic
vehicles perform all sorts of construction, transportation, mining, and earth mov-
ing functions working day and night with no need for rest. Low-cost personal
navigators are as commonplace as hand calculators, and every cellular telephone
and personnel communicator includes a GPS navigator. These are some of the
potential positive impacts of GPS for the future. Our purpose in creating this
book is to increase that positive impact. That is, to accelerate the understanding
of the GPS system and encourage new and innovative applications.

The intended readers and users of the volumes include all those who seek
knowledge of GPS techniques, capabilities, and limitations:

* Students attending formal or informal courses

* Practicing GPS engineers

» Applications engineers

* Managers who wish to improve their understanding of the system

Our somewhat immodest hope is that this book will become a standard reference
for the understanding of the GPS system.

Each chapter is authored by an individual or group of individuals who are
recognized as world-class authorities in their area of GPS. Use of many authors
has led to some overlap in the subject matter which we believe is positive. This
variety of viewpoints can promote understanding and contributes to our overall
purpose. Books written by several authors also must contend with variations in
notation. The editors of the volume have developed common notations for the
important subjects of GPS theory and analysis, and attempted to extend this,
where possible, to other chapters. Where there are minor inconsistencies we ask
for your understanding.

Organization of the Volumes

The two volumes are intended to be complementary. Volume I concentrates
on fundamentals and Volume II on applications. Volume I is divided into two
parts: the first deals with the operation and theory of basic GPS, the second
section with GPS performance and errors. In Part I (GPS Fundamentals), a
summary of GPS history leads to later chapters which promote an initial under-
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standing of the three GPS segments: User, Satellite, and Control. Even the best
of systems has its limitations, and GPS is no exception. Part I, GPS Performance
and Error Effects, is introduced with an overview of the errors, followed by
chapters devoted to each of the individual error sources.
Volume II concentrates on two aspects: augmentations to GPS and detailed
descriptions of applications. It consists of Parts III to VI:

« III. Differential GPS and integrity Monitoring
*IV. Integrated Navigation Systems

* V. GPS Navigation Applications

* V1. Special Applications

Parts I1I and I'V expand on GPS with explanations of supplements and augmen-
tations to the system. The supplements enhance accuracy, availability, or integrity.
Of special interest is differential GPS which has proven it can provide sub-meter
(even centimeter) level accuracies in a dynamic environment. The last two sections
(V and VI) are detailed descriptions of the major applications in current use. In
the rapidly expanding world of GPS, new uses are being found all of the time.
We sincerely hope that these volumes will accelerate such new discoveries.
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Chapter 1

Introduction and Heritage of NAVSTAR,
the Global Positioning System

Bradford W. Parkinson™
Stanford University, Stanford, California 94305

I. Background and History

OR six thousand years, humans have been developing ingenious ways of

navigating to remote destination. A fundamental technique developed by both
ancient Polynesians and modern navies is the use of angular measurements of the
natural stars. With the development of radios, another class of navigation aids was
born. These included radio beacons, vhf omnidirectional radios (VORs), long-
range radio navigation (LORAN), and OMEGA. With yet another technology—
artificial satellites—more precise, line-of-sight radio navigation signals became
possible. This promise was realized in the 1960s, when the U.S. Navy’s Navigation
Satellite System (known as Transit) opened a new era of navigation technology
and capability. However, the best was yet to come.

Over a long Labor Day weekend in 1973, a small group of armed forces officers
and civilians, sequestered in the Pentagon, were completing a plan that would
truly revolutionize navigation. It was based on radio ranging (eventually with
millimeter precision) to a constellation of artificial satellites called NAVSTARs.
Instead of angular measurements to natural stars, greater accuracy was anticipated
with ranging measurements to the artificial NAVSTARs.

Although it has taken over twenty years to establish that system and to realize its
implications fully, it is now apparent that a new navigation utility has been created.
For under a thousand dollars (price rapidly decreasing), anyone, anywhere in the
world, can almost instantaneously determine his or her location in three dimensions
to about the width of a street.

This book explains the technology, the performance, and the applications of
this new utility—the Global Positioning System (GPS). “With the quiet revolution
of NAVSTAR, it can be seen that these potential uses are limited only by our
imaginations.”!

Copyright © 1994 by the author. Published by the American Institute of Aeronautics and
Astronautics, Inc., with permission. Released to AIAA to publish in all forms.

*Professor, Department of Aeronautics and Astronautics, and Director, GPS Program.
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A. Predecessors

By 1972, the U.S. Air Force and Navy had for several years been competitively
studying the possibility of improved navigation from space. These studies became
the basis for a new synthesis known as NAVSTAR or the GPS. A brief discussion
of the predecessor systems is followed by a description of the Air Force’s develop-
ment program and a summary of the technical design (which is expanded further
in succeeding chapters).

1. Applied Physics Laboratory’s Transit: Navy Navigation Satellite System

The first operational satellite-based navigation system was called NNSS (Navy
Navigation Satellite System), or Transit. Developed by the Johns Hopkins Applied
Physics Laboratory (APL) under Dr. Richard Kershner, Transit was based on a
user measuring the Doppler shift of a tone broadcast at 400 MHz by polar orbiting
satellites at altitudes of about 600 nautical miles (actually, two frequencies were
transmitted to correct for ionospheric group delay).

The tone broadcast by Transit was continuous. The maximum rate of change
in the Doppler shift of the received signal corresponded to the point of closest
approach of the Transit satellite. The difference between “up” Doppler and “down”
Doppler can be used to calculate the range to the satellite at closest approach.
Users with known altitude (e.g. sea level) and the broadcast ephemeris of the
satellite could use these Doppler measurements to calculate their positions to a
few hundred meters. Of course, corrections had to be made for the user’s velocity.
Because of this velocity sensitivity and the rwo-dimensional nature, Transit was
not very useful for air applications. Another limitation was the intermittent
availability of the signals, because mutual interference restricted the number of
satellites available worldwide to about five. This limited coverage had unavailabil-
ity periods of 35 to 100 min.

Originally intended as a system to help U.S. submarines navigate, Transit was
soon adopted extensively by commercial marine navigators. Although Transit is
still operational, new satellites are no longer being launched, and the Federal
Radionavigation Plan has announced the intent to phase it out.

Technology developed for Transit has proved to be extremely useful to GPS.
Particularly important were the satellite prediction algorithms developed by the
Naval Surface Warfare Center. Transit also proved that space systems could
demonstrate excellent reliability. After initial “infant mortality” problems, an
improved version exhibited operational lifetimes exceeding its specifications by
two or three times. In fact, a number of these valuable spacecraft have lasted
more than 15 years.

2. Naval Research Laboratory’s Timation Satellites

By 1972, another Navy satellite system was extending the state of the art by
orbiting very precise clocks. Known as Timation,? these satellites were developed
under the direction of Roger Easton at the Naval Research Laboratory (NRL).
They were used principally to provide very precise time and time transfer between
various points on the Earth. In addition, they could provide navigation informa-
tion. The ranging signals used a technique called side-tone ranging, which broad-
cast a variety of synchronized tones to resolve phase ambiguities.
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Initially these spacecraft used very stable quartz-crystal oscillators, later mod-
els were to orbit the first atomic frequency standards (rubidium and cesium).
The atomic clocks typically had a frequency stability of several parts in 10'? (per
day) or better. This frequency stability greatly improves the prediction of satellite
orbits (ephemerides) and also extends the time between required control segment
updates to the GPS satellites. Timation satellites were flown in inclined orbits:
the first two at altitudes of 500 nautical miles and the last in the series at 7500
nautical miles. The third satellite was also used as a technology demonstrator
for GPS (see Fig. 1). This pioneering work in space-qualified time standards was
an important foundation for GPS.

3. U.S. Air Force Project 621B

The third essential foundation for GPS was a U.S. Air Force program known
as 621B. This program was directed by an office in the Advanced Plans group
at the Air Force’s Space and Missile Organization (SAMSO) in El Segundo,
California. By 1972, this program had already demonstrated the operation of a
new type of satellite-ranging signal based on pseudorandom noise (PRN). The
signal modulation was essentially a repeated digital sequence of fairly random
bits—ones or zeros—that possessed certain useful properties. The sequence could
be easily generated by using a shift register or, for shorter codes, simply by
storing the entire sequence of bits. A navigation user could detect the start

Fig. 1 Navigation technology Satellite II (NTS-II). This satellite was launched as
part of the joint program effort to develop reliable spacecraft atomic clocks. NRL
called this satellite Timation III (drawing courtesy of NRL).
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(“phase”) of the repeated sequence and use this for determining the range to a
satellite. The signals could be detected even when their power density was less
than 1/100th that of ambient noise, and all satellites could broadcast on the same
nominal frequency because properly selected PRN coding sequences were nearly
orthogonal. Successful aircraft tests had been run at Holloman AFB to demonstrate
the PRN technique. The tests used simulated satellite transmitters located on the
floor of the New Mexican desert.

The ability to reject noise also implied a powerful ability to reject most forms
of jamming or deliberate interference. In addition, a communication channel
could be added by inverting the whole sequence at a slow rate and using these
inversions to indicate the ones or zeros of digital data. This slow communication
link (50 b/s) allowed the user to receive ephemeris (satellite location) and
clock information.

The original Air Force concept visualized several constellations of highly
eccentric satellite orbits with 24-h periods. Alternative constellations were nick-
named the egg-beater, the rotating X and the rotating Y configurations because
of their resulting ground traces. Although these designs allowed the system to
be deployed gradually (for example, North and South America first) they had
high line-of-sight accelerations. Initially, the concept relied on continuous mea-
surement from the ground to keep the signals time-synchronized. Later, the NRL
clock concept was added because the synchronizing link would have been quite
vulnerable. The GPS did substitute the Timation clocks later to remove any
reliance on continuous ground contact.

B. Joint Program Office Formed, 1973

In the early 1970s, a number of changes in the systems acquisition process
had begun to be adopted for the Department of Defense. These changes, recom-
mended by David Packard, were to have a profound effect on NAVSTAR and
other major DOD programs. To increase efficiency and reduce interservice bick-
ering, “joint” programs were formed that forced the various services to work
together. The GPS was one of the earliest examples. It was decreed to be a Joint
Program, with a Joint Program Office (JPO) located at the Air Force’s Space
and Missile Organization and to have multiservice participation (with the Air
Force as the lead service).

The first program director was Dr. (Col.) Bradford W. Parkinson (see Fig. 2),
supported by Deputy Program directors—eventually from the Army, Navy,
Marine Corps, Defense Mapping Agency, Coast Guard, Air Logistics Command,
and NATO. Also continuing their support of 621B was a small cadre of engineers
from the Aerospace Corporation under Mr. Walter Melton. Dr. Parkinson was
directed to develop the initial concept as a joint development and to gain approval
of the Department of Defense to proceed with full-scale demonstration and devel-
opment.

There have been many speculations on the origin of the names Global Position-
ing System, and NAVSTAR. The GPS title originated with General Hank Stehling
who was the Director of Space for the U.S. Air Force DCS Research and Develop-
ment (R&D) in the early 1970s. He pointed out to Dr. Parkinson that “navigation”
was an inadequate descriptor for the proposed concept. He suggested that “Global
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Fig. 2 Joint program included deputy directors from all services. Dr. (Colonel)
Parkinson is in discussions with his Navy Deputy, Cdr. Bill Huston of the U.S. Navy.
Models of the NTS-II and Phase one GPS satellites are on the table. The civilian is
Mr. Frank Butterfield of the Aerospace Corporation (photo courtesy of the U.S.
Air Force).

Positioning System” would be a better name. The JPO enjoyed his sponsorship,
and this insightful description was immediately adopted.

The title NAVSTAR came into being in a somewhat similar manner. Mr.
John Walsh [an Associate Director of Defense Development, Research, and
Engineering (DDR&E)] was a key decision maker when it came to the budget
for strategic programs in general, including the proposed satellite navigation
program. In the contention for funding, his support was not as fervent as the
JPO would have liked. During a break in informal discussions between Mr. John
Walsh and Col. Brent Brentnall (the program’s representative at DOD), Mr. Walsh
suggested that NAVSTAR would be a nice sounding name. Colonel Brentnall
passed this along as a good idea to Dr. Parkinson, noting that if Mr. Walsh were
to name it, he would undoubtedly feel more protective toward it. Dr. Parkinson
seized the opportunity, and ever since the program has been known as NAVSTAR
the Global Positioning System. Although some have assumed that NAVSTAR
was an acronym, in fact, it was simply a nice sounding name* that enjoyed the
support of a key DOD decision maker.

*We should note that TRW apparently had advocated a navigational system for which NAVSTAR
was an acronym (NAVigation System 7iming And Ranging). This may have been in Mr. Walsh’s
subliminal memory, but was not part of the process. It was never used as an acronym.
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1. Failed Defense System Acquisition and Review Council

Fortunately, the first attempt to gain system approval failed in August 1973.
The program that was brought before the Defense System Acquisition and
Review Council (DSARC) at that time was not representative of a joint
program. Instead it was packaged as the 621B system. Dr. Malcolm Currie,*
then head of DDR&E, expressed strong support for the idea of a new satellite-
based navigation system, but requested that the concept be broadened to
embrace the views and requirements of all services.

2. Synthesis of a New System

With this philosophy, Dr. Parkinson and the Joint Program Office immediately
went to work. Over the Labor Day weekend of 1973, he assembled about a
dozen members of the JPO on the fifth floor of the Pentagon. He directed the
development of a new design that employed the best of all available satellite
navigation system concepts and technology. The result was a system proposal
that was not exclusively the concept of any prior system but rather was a synthesis
of them all. The details of the proposed GPS are outlined below. Its multiservice
heritage precluded any factual basis for further bickering, because all contending
parties now were part of the conception process. From that point forward, the
JPO acted as a multiservice enterprise, with officers from all services attending
reviews and meetings that had previously been “Air Force only.”

3. Approval to Proceed with GPS

To gain approval for the new concept, Dr. Parkinson began to contact all those
with some stake in the decision. After interminable rounds of briefingst on the
new approach were given to offices in the Pentagon and to the operating armed
forces, a successful DSARC was held on 17 December 1973. Approval to proceed
was granted.

The first phase of the program included four satellites (one was the refurbished
qualification model), the launch vehicles, three varieties of user equipment, a
satellite control facility, and an extensive test program. By June of 1974, the

*Dr. Currie was appointed head of DDR&E in early 1973, as part of the incoming administration,
He had been living in Los Angeles prior to his appointment and to complete his move he made
numerous trips to Los Angeles in the initial months. One legitimate official purpose of these trips
was to review programs at SAMSO. After a few trips, he had done all the high-level reviews that
were available, so the head of SAMSO, General Schultz, suggested that he receive an indepth review
by Dr. (Col.) Parkinson on the space-based navigation concept, then known as 621B. This resulted
in a remarkable meeting with the number-three man in all of the U.S. DOD spending about three
hours in a small office with a lowly Colonel, talking about engineering, technology, and the wide
applications of the proposed system. With his doctorate in Physics, Mal Currie was a keen and quick
study. He had a great deal of space experience from his years at Hughes Aircraft. The outcome was
that the GPS program enjoyed his steadfast support. Without this key decision maker, the Air Force
would have killed the program in favor of additional airplanes. The pivotal (and coincidental) meeting
with Dr. Parkinson was destined to be an essential factor in gaining system approval.

TLt. General Ken Schultz was particularly incensed with the endless presentations that had to be
made in the Washington arena. The situation with any bureaucracy is that many can say no, and
few (if any) can say yes. To bring the naysayers to neutral, the extended trips from Los Angeles to
Washington were necessary for Dr. Parkinson.



JAIAA

The World's Frum fr dsropos Landedip. - Purchased from American Institute of Aeronautics and Astronautics

INTRODUCTION AND HERITAGE OF NAVSTAR 9

satellite contractor, Rockwell International, had been selected, and the program
was well underway. The initial types of user equipment included sequential and
parallel military receivers, as well as a civil type set for utility use by the military.
The development test and evaluation was extensive, with a laser-tracking range
set up at the Army’s Yuma Proving Ground. An independent evaluation was
performed by the Air Force’s Test and Evaluation Command.

To maintain the focus of the program the JPO adopted a motto:

The mission of this Program is to:
1. Drop 5 bombs in the same hole, and
2. Build a cheap set that navigates (<$10,000),
and don’t you forget it!

The program developed rapidly; the first operational prototype satellite was
launched in February of 1978 (44 months after contract start). By this time, the
initial control segment was deployed and working, and five types of user equip-
ment were undergoing preliminary testing at the Yuma Proving Ground. The initial
user equipment types had been expanded to include a 5-channel set developed by
Texas Instruments and a highly jam-resistant set developed by Rockwell Collins.

4. Needed: A Few More Good Satellites

As stated, only four satellites were initially approved by the DOD, including
a refurbished qualification model (see Fig. 3). It became apparent that there
was a need for additional satellites, because the minimum number for three-
dimensional navigation is four. Any launch or operational failure would have
gravely impacted the Phase I demonstration program. Authorization for spare
GPS satellites was urgently needed.

The Navy’s Transit program inadvertently solved this problem. The chain of
events began when Transit requested funds for upgrading certain Transit satellites
to a PRN code similar to that used by GPS. The purpose was to provide accurate
tracking of the Trident (submarine launched missile) booster during test firings
into the broad ocean areas. Dr. Bob Cooper of DDR&E requested a series of
reviews to address whether GPS could fulfill this mission.

The GPS solution was to use a signal translator on the Trident missile bus
that would relay the GPS modulations to the ground on another frequency. The
central issues were whether the ionosphere could be adequately calibrated
(because it was a single-frequency system, the ionosphere could not be directly
measured), and whether the translated signal could be recorded with sufficient
fidelity (it required digitizing at 60 MHz).

During the third and capstone review for Dr. Cooper, Dr. Parkinson (supported
by Dr. Jim Spilker and Dr. Jack Klobuchar) was able to present convincing
arguments that a GPS solution could solve the Trident problem provided two
additional satellites were authorized. Dr. Cooper immediately made the decision
to use GPS. He directed the transfer of $60M from the Navy to the Air Force,
approving two additional satellites, and thereby greatly expanding the Phase one
test time as well as significantly reducing the program risk. This little known
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Fig. 3 Phase I GPS satellite. It is a three-axis stabilized design with double and
triple redundancy where appropriate (drawing courtesy of the U.S. Air Force).

event also eliminated the possibility of an upgraded Transit program competing
with the fledgling GPS.

III. Introductory GPS System Description and Technical Design

The operational GPS system of today is virtually identical to the one proposed
in 1973. The satellites have expanded their functionality to support additional
military capabilities; the orbits are slightly modified, but the equipment designed
to work with the original four satellites would still perform that function today.
The rest of this volume is devoted to detailed technical descriptions of the
system and its applications; the following section provides an overview of the
system design.

A. Principles of System Operation

The fundamental navigation technique for GPS is to use one-way ranging
from the GPS satellites that are also broadcasting their estimated positions. Ranges
are measured to four satellites simultaneously in view by matching (correlating)
the incoming signal with a user-generated replica signal and measuring the
received phase against the user’s (relatively crude) crystal clock. With four
satellites and appropriate geometry, four unknowns can be determined; typically,
they are: latitude, longitude, altitude, and a correction to the user’s clock. If
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altitude or time are already known, a lesser number of satellites can be used (see
Fig. 4).

Each satellite’s future position is estimated from ranging measurements taken
at worldwide monitoring stations.* These ranging measurements use the same
signals that are employed by a typical user’s receiver. Using sophisticated predic-
tion algorithms, the master control station forms estimates of future satellite
locations and future satellite clock corrections. For the uploads, which occur
daily or (optionally) more frequently, the combined predictions for satellite clock
and position have been measured to have an average rms error of 2-3 m. These
estimates have demonstrated reasonable errors even after three days (24.3 m of
expected ranging error).

B. GPS Ranging Signal

The GPS ranging signal is broadcast at two frequencies: a primary signal at
1575.42 MHz (L,) and a secondary broadcast at 1227.6 MHz (L,). These signals
are generated synchronously, so that a user who receives both signals can directly
calibrate the ionospheric group delay and apply appropriate corrections. However,
most civilian users will only use the primary or L, frequency.

Potentially, both the signal at the L, frequency and the signal at L, can each
have two modulations at the same time (called “phase quadrature™). Current

GPS SYSTEM
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Fig. 4 System configuration of GPS showing the three fundamental segments: 1)
user; 2) spacecraft; and 3) ground control (drawing courtesy of the U.S. Air Force).

*The Operational Control System (OCS) uses five monitor stations which are located at Colorado
Springs, Ascension Island, Diego Garcia, Kwajalein, and Hawaii.
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implementation has two modulations on the higher frequency (L), but only
a single (protected) modulation (see below) on L, The two modulations are
as follows:

1) C/A or Clear Acquisition Code: This is a short PRN code broadcast at
a bit (or chipping) rate of 1.023 MHz. This is the principal civilian ranging
signal, and it is always broadcast in the clear (unencrypted). It is also used to
acquire the much longer P-code. The use of this signal is called the Standard
Positioning Service or SPS. It is always available, although it may be somewhat
degraded. At this time, and for the projected future, the C/A code is available
only on L, (some civil users have requested C/A modulation on L, to allow
ionospheric calibration).

2) P or Precise Code (sometimes called the Protected Code): A very long
code (actually segments of a 200-day code) that is broadcast at ten times the rate
of C/A, 10.23 MHz. Because of its higher modulation bandwidth, the code
ranging signal is somewhat more precise. This reduces the noise in the received
signal but will not improve the inaccuracies caused by biases. This signal provides
the Precise Positioning Service or PPS. The military has encrypted this signal
in such a way that renders it unavailable to the unauthorized user. This ensures
that the unpredictable code (to the unauthorized user) cannot be spoofed. This
feature is known as antispoof or AS. When encrypted, the P code becomes the
Y code. Receivers that can decrypt the Y code are frequently called P/Y code
receivers. As a result of the military intent, most civilian users should only rely
on the C/A code or SPS.*

1. Selective Availability

In addition, the military operators of the system have the capability to degrade
the accuracy of the C/A code intentionally by desynchronizing the satellite clock,
or by incorporating small errors in the broadcast ephemeris. This degradation is
called Selective Availability, or S/A. The magnitude of these ranging errors is
typically 20 m, and results in rms horizontal position errors of about 50 m, one
sigma. The official DOD position is that errors will be limited to 100 m, 2 drms,
which is about the 97th percentile. A technique known as differential GPS
(explained later) can overcome this limitation and potentially provide accuracies
sufficient for precision approach of aircraft to landing fields.

2. Data Modulation

One additional feature of the ranging signal is a 50 b/s modulation used as a
communications link. Through this link, each satellite transmits its location and
the correction necessary to apply to the spaceborne clock.t Also communicated
are the health of the satellite, the locations of other satellites, and the necessary
information to lock on to the P code after acquiring the C/A code.

*There are provisions in the Federal Radionavigation Plan for civilian users with critical national
needs to gain access to the P code.

tAlthough the atomic clocks are extremely stable, they are running in an uncorrected mode. The
clock correction is an adjustment that synchronizes all clocks to GPS time.
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C. Satellite Orbital Configuration

The orbital configuration approved at DSARC in 1973 was a total of 24
satellites—eight in each of three circular rings with inclinations of 63 deg. The
rings were equally spaced around the equator, and the orbital altitudes were
10,980 n.mi. This altitude gave two orbital periods per sidereal day (known as
semisynchronous) and produced repeating ground traces. The altitude was a
compromise among: user visibility, the need to pass over the continental U.S.
ground/upload stations periodically, and the cost of the spacecraft launch boosters.
Three rings of satellites were initially selected because it would be easier to have
orbital spares—only three such spares could easily replace any single failure in
the whole constellation. This configuration provided a minimum of six satellites
in view at any time, with a maximum of 11. As a result of this redundancy, the
system was robust in the sense that it could tolerate occasional satellite outages
(see Fig. 5).

Two changes have been made since the original constellation proposal. The
inclinations have been reduced to 55 deg, and the number of orbital planes have
been increased to six,* with four satellites in each. The number of satellites,
including spares, remains 24.

Fig. 5 Original GPS orbital configuration of three rings of eight satellites each. The
final operational configuration has the same number of satellites, arranged in six
rings of four satellites (drawing courtesy of the U.S. Air Force).

*For a number of reasons, the Department of Defense calls the configuration “21 satellites with
three orbiting spares.” We may find the system eventually having more satellites to increase robustness.
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D. Satellite Design

The GPS satellites are attitude stabilized on all three axes and use solar panels
for basic power (see Fig. 6). The ranging signal is radiated through a shaped
beam antenna—by enhancing the received power at the limbs of the Earth,
compensation is made for “space loss.” The user, therefore, receives fairly constant
power for all local elevation angles.* The satellite design is generally doubly or
triply redundant, and the Phase I satellites demonstrated average lifetimes in
excess of 5 years (and in some cases over 12).

E. Satellite Autonomy: Atomic Clocks

A key feature of the GPS design is that the satellites need not be continuously
monitored and controlled. To achieve this autonomy, the satellites must be predict-
able in four dimensions: three of position and one of time. Predictability, in the
orbital position, is aided because the high-altitude orbits are virtually unaffected
by atmospheric drag. Many other factors which affect orbital position must
also be considered. For example, variations in geopotential, solar pressure, and
outgassing can all have significant effects.

When GPS was conceived, it was recognized that the most difficult technology
problem facing the developers was probably the need to fly accurate timing

Fig. 6 Breakaway view of the GPS Phase 1 satellite design (drawing courtesy of
the U.S. Air Force).

*The requirement for received power on L, is —163 dbw into an isotropic, circularly polarized
antenna on the primary frequency.
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standards, insuring that all satellites’ clocks remained synchronized. As men-
tioned, NRL had been developing frequency standards for space, so this effort
was continued and extended.

Payoff of a Good Clock

The basic arithmetic can be understoodas follows: A day is about 100,000 s,
or 10°. Light travels about 1 ft per ns (107 s). If the system can tolerate
an error buildup caused by the atomic clock of 5 ft, the stability must be
5 ns per upload (one-half a day). This is about (5%10°)/(5+10*) sps, measured
over 12 h. Therefore, this requirement is for a clock with about one part
in 10" stability,* which can only be met by an atomic standard. Note that
there is a roughly constant frequency shift attributable to relativistic effects
(both special and general) of about 4.5 parts in 10", which is compensated
by a deliberate offset in the clock frequency.

GPS traditionally has used two types of atomic clocks: rubidium and cesium.
Phase one test results for the rubidium cell standard are shown in Fig. 7. A key
to outstanding satellite performance has been the stability of the space-qualified
atomic clocks, which exceeded the specifications. They have measured stabilities
of one part in 10" over periods of 1-10 days.?
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Fig. 7 Space qualified rubidium-cell frequency standard performance. These units
were developed by Rockwell as a derivative of a clock designed by Efratom, Inc.
(data courtesy of the U.S. Air Force).
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*Clock stability is traditionally measured with the Allen variance, which shows stability versus
averaging time. For short averaging times (1 s) virtnally all clocks are dominated by the quartz
oscillator, which acts as the short-term flywheel. In Phase one, the clocks were specified at 1072,
measured over 1 day.
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F. Ionospheric Errors and Corrections

The free electrons in the ionosphere create a delay in the modulation signal
(PRN code). This delay is proportional to the integrated number of free electrons
along the transmission path and inversely proportional to the square of the
transmission frequency (to first order). The path delay at any elevation angle is
often expressed as the product of a zenith delay (elevation equals 90 deg) and
an obliquity factor that is a function of that elevation angle. This ratio ranges
from 1.0 at the zenith (by definition) to about 3.0 at small elevation angles.
Typical zenith (or vertical) delays range from a few meters at night to a maximum
of ten or twenty meters at about 1400 hours (local solar time). Thus, it is not
unusual to find delays of over 30 m at lower elevation angles. Fortunately, these
delays are highly correlated between satellites, which helps reduce the calculated
horizontal position errors.*

There are two techniques for correcting this error. The first is to use an
ionosphere model. The 8-model parameters used to calculate the correction are
broadcast as part of the GPS 50 b/s message. This model is typically accurate
to a few meters of vertical error.

The second technique uses both broadcast frequencies and the inverse square
law behavior to measure the delay directly. By differencing the code measure-
ments on each frequency, the delay on L, is approximately 1.546*(difference in
delays on L; and L,). This technique is only available to a P/Y-code receiver
(because the only L, modulation is the P code) or to a codeless (or cross-
correlating) receiver.

G. Expected Navigation Performance

The performance capabilities of GPS are primarily affected by two things: 1)
the satellite geometry (which causes geometric dilution); and 2) the ranging
errors. Under the assumption of uniform, uncorrelated, zero-mean, ranging-error
statistics, this can be expressed as follows:

RMS position error = (Geometric dilution)*(rms ranging error)

1.  Geometric Dilution

The geometric dilution can be calculated for any instantaneous satellite configu-
ration, as seen from a particular user’s location. The details of this calculation
are explained in Chapters 6 and 11, this volume. For a 21-satellite constellation
and a three-dimensional fix, the world median value of the geometric dilution
factor (for the nominal constellation) is about 2.7. This quantity is usually called
PDOP or position dilution of precision. Typical dilution factors range from 1.5
to 8. The variations in this dilution factor are typically much greater than the
variations in ranging errors.

*This correlation of errors due to the ionosphere will mostly show up as a user clock error. While
this is not important for many navigation users, it is critical for the precise transfer of time. Such
users must employ the dual frequency technique to eliminate this error.
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2. Ranging Errors

Ranging errors are generally grouped into the following six major causes:

1) Satellite ephemeris

2) Satellite clock

3) Ionospheric group delay

4) Tropospheric group delay

5) Multipath

6) Receiver measurement errors, including software

Some of these errors tend to be correlated for the same satellite. For example,
satellite clock and ephemeris errors tend to be negatively correlated; i.e. they
tend to cancel each other somewhat. Other errors tend to be correlated between
satellites. For example, the ionospheric and tropospheric group delays always
have the same sign, because they are the result of signal paths penetrating the
same blanket of media with different angles.

With S/A turned off, all errors for single frequency SPS are nearly identical
in magnitude to those for single-frequency PPS except for receiver measurement
errors (which decrease with increasing bandwidth). Dual frequency, which is
only available on PPS, can reduce the third error (attributable to the ionosphere)
to about 1 m.*

3. Precise Positioning Service (PPS) Accuracy

Ranging errors (including the effects of the satellite clock)? for the PPS have
been specified to be better than 6 m. The product of the average PDOP and the
ranging error is the specified three-dimensional accuracy of 16 m spherical error
probable (SEP).t

Because each of the five worldwide monitoring stations is continuously measur-
ing the ranging errors to all satellites in view, these measurements are a convenient
statistic of the basic, static accuracy of GPS. Table 1 summarizes over 11,000
measurements taken from 15 January to 3 March 1991, during the “Desert Storm”
operation of the Gulf War. The S/A feature was not activated during this period.
Note that the PPS results presumably are not affected by S/A at all.

During this period, satellite (PRN 9) was ailing but is included in the solution,
making the results somewhat worse than would be expected. By dividing the
overall SEP by the rms PDOP, an estimate of the effective ranging error can be
formed. The average of these resuits is 2.3 m.§ This should be compared to the
specification of 6 m. Because SEP is smaller than the RMS error, this estimate
may be about 15% optimistic.

*Multipath errors are generally negligible for path delays that exceed one-and-one-half modulation
chips, expressed as a range. Thus, P-code receivers reject reflected signals whose path delay exceeds
150 feet. For the C/A code, the number is 1500 feet, giving a slight advantage to the P code, although
it is usually reflections from very close objects that are the main source of difficulty.

TSEP is the radius of the sphere that will contain 50% of the expected errors in three dimensions.

1This number is probably somewhat better than an average receiver would measure for several
reasons. Monitor station receivers are carefully sited to avoid multipath. The receivers are of excellent
quality and are not moving. Also, since the monitor station measurements are used to update the
ephemeris, there may be some tuning to make the predictions match any peculiarities (e.g. survey
errors) at the monitor station locations. Nonetheless, an average ranging error of 2.3 m is an impres-
sive result.
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Table 1 PPS measured accuracies; SEP/CEP® navigation errors; PPS solutions
for the OCS monitor stations during Desert Storm; S/A is off.*

Colorado Diego
Criteria All Springs Ascension  Hawaii  Garcia  Kwajalein

SEP three-

dimensional, m 8.3 7.8 6.8 9.0 9.1 9.0
CEP two-

dimensional, m 4.5 4.5 3.8 5.1 4.6 5.0
rms PDOP 3.6 3.9 3.4 3.9 34 33
Estimated range

error, m® 2.3 2.0 2.0 2.3 2.7 2.7

2 CEP is circular error probable, which equals the radius of a circle that would contain 50% of the
errors. It is the two-dimensional analog of SEP.
® This row is formed by dividing the SEP by the rms PDOP.

Table 2 Expected accuracies for various operating conditions of GPS

Precise positioning Standard positioning,
service (PPS) service (SPS),
Measured estimated capability
Specification static No S/A With S/A
Ranging accuracy 6 m 23m 6 m 20 m
CEP (horizontal) — 46 m 12m 40 m
SEP (three- e 72 m
dimensional) 83 m? 22 m

* The SEP reported for dynamic PPS users was less than 10 m. See Ref. S.

a. SPS accuracy. Without the degradation of S/A, the SPS would provide
solutions with about 50% greater error because of uncompensated ionospheric
effects and somewhat greater receiver noise (because of the narrower band
C/A code). It is reasonable to expect that rms horizontal errors for SPS with
S/A off would be less than 10 m.

b. Accuracy summary for code-tracking receivers. ‘Table 2 summarizes the
expected accuracies for GPS.

H. High Accuracy/Carrier Tracking

A special feature of GPS, which initially was not generally understood, is the
ability to create an extremely precise ranging signal by reproducing and tracking
the rf carrier (1575.42 MHz). Because this signal has a wavelength of 19 centime-
ters (7.5 inches), tracking it to 1/100th of a wavelength provides a precision of
about 2 mm. Modern receivers can attain these tracking precisions, but unfortu-
nately, this is not accuracy. To provide equivalent accuracy, we must determine
which carrier cycle is being tracked (relative to the start of modulation) and
compare this with another carrier tracking receiver located at a known position.
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Surveyors use a technique of double or triple differencing to resolve this cycle
ambiguity. For dynamic users, the problem is a bit harder. Reflected signals
(multipath) and distortions of the ionosphere can be significant errors.

Generally, the carrier-tracking techniques can be used in two ways. For normal
use, the carrier tracking can smooth the code tracking and greatly reduce the
noise content of the ranging measurement. The other use is in a differential mode
for which there are several variations, including surveying, direct measurement
of vehicle attitude (with multiple antennas), and various forms of dynamic differ-
ential. The GPS control segment uses accumulated delta range (ADR) as the
measurement for the monitor stations. This is done with incremental counts of
carrier cycles. Later chapters in this volume discuss these techniques in
greater detail.

III. History of Satellites

Five groups (or blocks) of satellites have been developed for the GPS program.
In chronological order they are: 1) Navigation technology satellites (NTS); 2)
navigation development satellites—Block I or NDS; 3) block II satellites; 4)
block IIA satellites; and 5) block IIR satellites. In addition, a follow-on group,
called block IIF, is being planned.

A. Navigation Technology Satellites

The satellites of the first group were used to explore space technology. They
were an extension of the Timation program of the NRL and were known as NTS,
or, Navigation Technology Satellites. The first, NTS-1, had been planned as
Timation II and was renamed when the JPO was formed. It was launched into
a lower orbit than GPS (7500 n.mi.) on the 14th of July 1974. It was the first
to fly atomic clocks: two rubidium oscillators were included. The second (and
last) of the series, NTS-2, orbited a number of payload components that were
identical to the development GPS satellites. This satellite included the first cesium
clock in space, the PRN code generator used in the next block, and the first
GPS spaceborne computer. The last two items were developed by Rockwell
International under the JPO.

B. Navigation Development Satellites—Block I

These pioneering satellites were developed by Rockwell International for the
JPO. The initial buy was for four, followed by two additional to support the
Trident program. Later, six more were purchased as replacements. Of the 11
satellites that made it into orbit, all achieved initial operational capability. The
sole premature failure in these satellites [in all, the satellites launched through
the initial Operational capability (IOC)] was caused by the malfunction of a
refurbished Atlas-F booster at Vandenberg. The first launch was on the 22nd of
February 1978, 44 months after contract award. Designed for 3-year lifetimes,
several operated for over 10 years.

C. Operational Satellites—Block II and IIA

In all, 29 satellites have been produced and are on orbit or ready to launch.
The first satellite in this series was declared operational on the 10th of August
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1989. These satellites were initially launched at a rate of about six per year.
Initial operational capability was declared at the end of 1993, with full operational
capability (FOC) attained by the end of 1994.

D. Replacement Operational Satellites—Block ITR

These are enhanced performance GPS satellites being developed by Martin
Marietta (after buying out the division from GE, which bought it from RCA).
The contract was awarded on 21 June 1989 for 20 satellites, with options for 6
more. The first delivery is planned for 1995. These satellites have enhanced
autonomy, including the capability to meet a degraded range error specification
of up to 180 days since the last ground control segment upload. They also have
increased hardening against natural and man-made radiation.

IV. Launches
A. Launch Vehicles

The 12 original (Phase I) satellites were to be launched on refurbished Atlas-
F ICBMs (see Fig. 8). The initial plan was to use the McDonnell-Douglas Delta
for the next series of launches (Phase II). About 1979, this was changed, and
the shuttle was decreed to be the booster of choice for Air Force missions. The

____—FARING

___—SPACE VEHICLE

T STAGE VEHICLE

e g g R K T

Fig. 8 Refurbished Atlas F launch vehicle used for the first 12 launches. The stage
vehicle was a tandem (stacked) solid rocket configuration (drawing courtesy of the
U.S. Air Force).
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Table 3 History of initial GPS launches through 10C

NASA  Orbit
Block II PRN, catalog plane  Launch
seq. SVN code Internat. ID number* pos’'n® date, UTC Clock® Available Decommissioned
Block I
— 01 04 1978-020A 10684 —— 78-02-22 —— 78-03-29 85-07-17
e 02 07 1978-047A 10893 —— 78-05-13 —— 78-07-14 81-07-16
_— 03 06 1978-093A 11054 —— 78-10-06 —— 78-11-13 92-05-18
E— 04 08 1978-112A 11141 —— 78-12-10 —— 79-01-08 89-10-14
—_— 05 05 1980-011A 11690 —— 80-02-09 —— 80-02-27 83-11-28
e 06 09 1980-032A 11783 —— 80-04-26 —— B80-05-16 91-03-06
— 07 — ——  ——— 81-12-18 Launch failure —_—
e 08 1t 1983-013A 14189 —— 83-07-14 —— 83-08-10 93-05-04
s 09 13 1984-059A 15039 C-1 84-06-13 Cs 84-07-19¢ _—
e 10 12 1984-097A 15271 A-1 84-09-08 Rb 84-10-03 —_—
e 11 03 1985-093A 16129 C-4 85-10-09 Rb° 85-10-30 —_—
Block II
1I-1 14 14 1989-013A 19802 E-1 89-02-14 Cs 89-04-15 —_—
-2 13 02 1989-044A 20061 B-3 89-06-10 Cs 89-08-10 e
113 16 16 1989-064A 20185 E-3 89-08-18 Cs 89-10-14 E—
1I-4 19 19 1989-085A 20302 A4 89-10-21 Cs 89-11-23 —_—
II-5 17 17 1989-097A 20361 D-3 89-12-11 Cs 90-01-06 —_
-6 18 18 1990-008A 20452 F-3 90-01-24 Cs 90-02-14 e
1I-7 20 20 1990-025A 20533 B-2 90-03-26 Cs 90-04-18 _—
1I-8 21 21 1990-068A 20724 E-2 90-08-02 Cs 90-08-22 —_—
11-9 15 15 1990-088A 20830 D-2 90-10-01 Cs 90-10-15 —_—
Block IIA
1I-10 23 23 1990-103A 20959 E-4 90-11-26 Cs 90-12-10 —_—
II-11 24 24 1991-047A 21552 D-1 91-07-04 Cs 91-08-30 —_

II-12 25 25 1992-009A 21890 A-2 92-02-23 Rb 92-03-24 —_—
1I-13 28 28 1992-019A 21930 C-2 92-04-10 Cs 92-04-25 —_—
11-14 26 26 1992-039A 22014 F-2 92-07-07 Cs 92-07-23  —
II-15 27 27 1992-058A 22108 A-3 92-09-09 Cs 92-09-30 —_—
11-16 32 01f 1992-079A 22231  F-1  92-11-22 Cs 92-12-11 —_
1I-17 29 29 1992-080A 22275 F-4 92-12-18 Cs 93-01-05 —
I1-18 22 22 1993-007A 22446 B-1 93-02-03 Cs 93-04-04 _—
11-19 31 31 1993-017A 22581 C-3 93-03-30 Cs 93-04-132 —
11-20 37 07 1993-032A 22657 C-4 93-05-13 Cs 93-06-12 —_—
11-21 39 09 1993-042A 22700 A-1 93-06-26 Cs 93-07-20 —_—
11-22 35 05 1993-054A 22779 B-4 93-08-30 Cs 93-09-28 e
11-23 34 04 1993-068A 22877 D-4 93-10-26 Cs 93-11-22 —_—

24 - _

* NASA Catalog Number is also know as NORAD or U.S. Space Command object number.

® No orbital plane position listed = satellite no longer operational.

¢ Clock: Rb = rubidium; Cs = cesium

4 The power supply of PRN 13 has insufficient capacity to maintain L,/L, transmissions during eclipse
season. During this period, the L,/L, transmissions of PRN 13 may be turned off for up to 12 h a day.
¢ PRN 03 is operating on Rb clock without temperature control.

f The PRN number of SVN 32 was changed from 32 to 01 on 93-01-28.

& Corrective maintenance performed on PRN 31 on 93-06-16 seems to have fixed the L, intermittent-
lock problem.
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Block II satellites were designed to that interface. After the Challenger accident,
this decision was reconsidered, and the Delta II has since been used as the GPS
launch vehicle. The history and recent status of launches is shown Table 3.

V. Initial Testing

The objective of the Phase I approval of GPS was to validate the total system
concept. A major stumbling block in obtaining Phase I approval was a classic
bureaucratic “catch 22.” The issues raised were the following: 1) How could
user equipment development be approved when it wasn’t clear they would work
with the satellites? but ... 2) How could the satellites be launched without
ensuring they would work with the user equipment? Pursued to a superficial
conclusion, nothing could be done at all. The solution was adapted from the
621B program. A system of solar-powered GPS transmitters was deployed on
the desert floor at the Yuma test ground. These transmitters all radiated one of
the unique orthogonal GPS codes (at the approved frequencies), which were
synchronized to each other and to the satellites as they were launched. These
transmitters were called pseudolites (from pseudosatellites). They provided a
geometry that approximated that of the satellites, although the signals were
coming from negative elevation angles. The user equipment could be verified to
work with satellite transmitters prior to launch.* As satellites were launched,
psuedolites could be dropped from the test system; when four satellites were on
orbit, the equipment was completely debugged and able to verify the claims
that had been made at DSARC. This approach solved the logical impasse. The
pseudolite concept was later expanded as a technique to improve accuracy and
integrity for civil landing of aircraft.

This approach satisfied the doubters, and in fact significantly strengthened the
program. By 1978, when the first NDS satellite was launched, the main varieties
of user equipment had been validated quantitatively and qualitatively.

A. Test Results

Initial testing of user equipment included seven different types that were
integrated into 11 types of land, sea, and air vehicles plus manpack testing.
Literally hundreds of tests were run. Two results are presented here. Figure 9
shows the summary of integrated tests. Values of SEP range from 6 to 16 m.
The later testing in the A-6 is probably more representative of total system perfor-
mance.

The blind bombing results, Fig. 10, reflect a substantial improvement because
of the GPS. Radar bombing is the usual alternative in poor visibility. The results
are particularly significant because the probability of a hit is usually inversely

*In fact a further cross check had been conceived and implemented by (then Major) Gaylord
Green who initially ran the satellite development for the JPO. The satellite transmitter was activated
during ground testing and shown to allow lock up by the phase one user equipment. Col. Green later
returned to the JPO and completed a distinguished career as the Director of the GPS program.

tSpherical error probable is the radius of the sphere that contains 50% of the measured errors.
The A-6, B-52, and F-16 are aircraft. The SSN is a submarine, the CV is an Aircraft Carrier. The
UH-60 is a helicopter, and MV is the manpack/vehicular set test. Data for these two sets of results come
from the JPO publication YEE-82-009B of September 1986, titled “User’s Overview” (unclassified).
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SPHERICAL ERROR PROBABLE (METERS)

20

A-6 B-52 SSN F-16 MV UH-60 cv

Fig. 9 Test results for seven vehicles using integrated GPS. The earliest tests are
on the right and the later on the left. The improved accuracy, in part, reflects system
maturity (data courtesy of the U.S. Air Force).

PHASE Il
GPS COORDINATE (Passive) BOMBING TESTS
LOW LEVEL

F-16A 1500 AGL A-6E 1000 AGL

46 Releases 24 Releases

RADAR RADAR
_ BASELINE _BASELINE

(&

Fig. 10 GPS blind bembing results compared to radar bombing baselines (data
courtesy of the U.S. Air Force).
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proportional to the square of the miss radius. Indeed these results more than
satisfied the original part of the motto that called for “five bombs in the same hole.”

B. Conclusions

During its initial tests, the Global Positioning System more than met the
original design objectives. The impact was not fully appreciated by the operational
forces of the military until the Desert Storm battles showed the value of GPS as
a force multiplier. The second half of the motto “build a cheap set ($10,000 1973
dollars) that navigates has been overtaken by the civil rush to build integrated
chip sets that have driven the costs of GPS down to less than $300 in 1973
dollars. The decision to use a digitally formatted signal has also been vindicated.

VI. Applications
A. Military

The DOD’s primary purposes in developing GPS were as follows: 1) its use
in precision weapon delivery; and 2) providing a capability that would help
reverse the proliferation of navigation systems in the military. Military applica-
tions include mine sweeping, aircraft landing, and infantry operations (to name
justa few). The Desert Storm campaign was almost a boutique war to demonstrate
the effectiveness of GPS. The tactical commanders were finally able to experience
the power that comes from precise knowledge of position in a common coordinate
frame. It was ironic that the majority of receivers being used were developed by
civil companies, with no help from military sponsorship.

B. Dual Use: The Civil Problem

From the beginning of the GPS, it was recognized that the proposed GPS
system would provide utility for many more users than the U.S. military. The
code structure was arranged to have a precise, protected modulation (the P code),
which could be encrypted, and a clear acquisition modulation (the C/A code),
which could be exploited by civil users. The earliest presentations always included
descriptions of the usefulness to the worldwide civil community. The applications
of the GPS for the civilian community are extensive. Initially the GPS was used
for accurate time transfer and survey, because these applications could accept
the limited initial coverage. Later uses span marine, air, land, and even space.
Civil sets currently outnumber military by more than ten to one. That ratio will
probably increase as civil set cost decreases. Other chapters discuss in detail
many of these applications for these civil receivers.

Table 4 summarizes some of these major civil applications.

This proliferation has led to legitimate fears that the GPS system would be
used against its builders, the U.S. Military. Initially it was felt that the P code
would demonstrate accuracies about seven times better than C/A.* Therefore,
civil receivers would be inherently less accurate. Technology invalidated that
assumption. By using carrier aiding, the noise in the C/A receivers could be

*The P code has a chip rate ten times higher, but the C/A code has approximately twice as
much power.
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Table 4 Some civil applications of GPS

Air navigation Nonprecision approach and landing
Domestic en route
Oceanic en route
Terminal
Remote areas
Helicopter operations
Aircraft attitude
Collision avoidance
Air traffic control

Land navigation Vehicle monitoring
Schedule improvement
Minimal routing
Law enforcement

Marine navigation Oceanic
Coastal
Harbor/approach
Inland waterways
Static positioning and timing Offshore resource exploration

Hydrographic surveying

Aids to navigation

Time transfer

Land surveying

Geographical information systems
Space Launch

In-flight/orbit

Reentry/landing

Attitude measurement
Search and Rescue Position reporting and monitoring

Rendezvous

Coordinated search

Collision avoidance

smoothed to the point that receiver measurement was an insignificant error source.
Anticipating the need to withhold full accuracy from an enemy, the system design
had included the ability to degrade the accuracy of the satellite clock or the
broadcast satellite location. This so-called selective availability is an important
feature for the potential protection of the free world. However, Dr. Parkinson
had argued that this capability should not be used all the time, because it could
be defeated by various forms of differential (locally corrected) GPS. Degrading
the signal continuously would lead to rapid introduction of improved differential
techniques. It was felt to be better if S/A were only used when an urgent need
was determined.

Alleviating fears of enemy use, any civil differential technique could also be
countered in time of hostility by using local area jamming of the more susceptible
C/A code. The military would continue to rely on the more jam resistant P code
for combat operations.

This civil problem is only partially resolved. The international and civil commu-
nities have been pushing for less restrictive civil use. The U.S. government has
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now agreed to provide the signal worldwide, for the foreseeable future, at the
50 m (one sigma) error level. In addition, they have agreed to give 10 years
notice, should they not be able to continue to meet the commitment. Moreover,
there is now a joint militaryl/civil task force overseeing the operation of GPS
with representatives from the departments of defense and transportation.

VII. Pioneers of the GPS

The GPS owes its existence to many foresighted and self-sacrificing people.
The following list is not complete; it is hoped that those not mentioned will not
feel offended. As is often the case, the engineers who took a concept and made
it a reality tend to be forgotten. The writer would like to personally thank the
outstanding, and dedicated men and women of the initial JPO who truly made
GPS possible with their heroic efforts.

A. Defense Development, Research, and Engineering—Malcolm Currie
and David Packard

A staunch and essential supporter from early 1973 was Dr. Malcolm Currie,
then Deputy Secretary of Defense for Research and Engineering. In the early
years, the GPS suffered because it did not have a single operational Armed Forces
command that felt space-based navigation was an operational necessity. Most of
the affected commands felt it was desirable, but hoped it would be sponsored
(and funded) by someone else. Dr. Currie could visualize the value and threw
his support into the bureaucratic fray. Without his intercession, the GPS would
have been canceled before the first satellites flew.

Another pioneer—although he may not have been aware of his impact on the
GPS program—was David Packard (previously Deputy Secretary of Defense for
Research and Engineering). Mr. Packard had brought significant reforms to the
DOD decision-making process. This streamlining included brief (7-page) decision
coordinating papers (DCP) and crisp decisions after a meeting of the DSARC.
Without these reforms, gaining program approval would have been a much longer
and more arduous task.

B. Commander of SAMSO, General Ken Schultz

As Program Director, Dr. Parkinson was extremely fortunate to work for a
general who also had been a Program Director. Lt. General Kenneth Schultz was
tough and fair and knew how difficult it was to run a large program. He laid
down the objectives but did not attempt to control the process totally. Along the
way, he taught the JPO many essential things about keeping a program on track,
from procurement to personnel.

C. Contractors

The principal Phase I hardware contractors are listed in Table 5. Literally
hundreds of hardworking, capable engineers and managers produced the Phase
I success.
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Table 5 Principal contractors

Contractor Development effort Comments

Rockwell International Development satellites Initially three plus a flying
Qual model; two more
added later

General Dynamics Control segment and Also developed the inverted
direction of Magnavox range for testing
Magnavox User equipment Included monitor receivers
for the control segment
Texas Instruments User equipment An alternate, competitive
receiver source
Collins Radio of Jam resistant user Actually under contract to
Rockwell International equipment the U.S. Air Force Flight
Dynamics Lab
Stanford Signal structure Also instrumental in
Telecommunications obtaining extra satellites

D. Joint Program Office Development Team

It was members of this team who synthesized the design of GPS in 1973, prior
to signing contracts with any of the support contractors. From the beginning, a
conscious decision was made not to use an integrating contractor. The overall
integration was to be handled by the Joint Program Office in cooperation with
various contractors. For this to work, the JPO had to manage the technical
tradeoffs and all major systems interfaces.

Fortunately, Dr. Parkinson had been given strong support in directing the effort.
This included careful selection of the Air Force officers who had to make the
management and technical approach succeed. Of the approximately 35 military
officers involved, 6 held Ph.D.s in engineering, and virtually all the others held
Master’s degrees. Many had experience in running large programs, and some
(who had been at the Air Force’s Central Inertial Guidance Test Facility) were
extremely skilled in devising and running test programs for navigation systems.
With the extensive travel demands, it was essential that Dr. Parkinson had a
strong and effective deputy to smooth administration of the complex program.
That role was filled effectively by then Lt. Col. Steve Gilbert during the initial
phase of development and later by Lt. Col. Don Henderson. In addition, the JPO
was supported by a small, but effective, cadre of engineers from the Aerospace
Corp., which was initially headed by Walt Melton, who had done much of the
pioneering work on 621B.

E. Predecessors

The Air Force 621B program had been developed in the Plans Directorate of
the Air Force’s Space and Missile Systems Organization with strong support
from the Aerospace Corp. Two individuals who pioneered the most essential
pieces of other GPS technology were Roger Easton of the NRL, who developed
the initial clock technology, and Dr. Richard Kirschner of the ARL, who had
developed Transit.
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VIII. Future

The quiet revolution of NAVSTAR GPS has just begun. Given that the number
of active satellites in the constellation now has reached 24, the use of GPS surely
will expand. As that expansion continues, the demand will be for greater integrity,
which will lead to a modest increase in the number of satellites. The major issues
awaiting resolution are the following:

1) Sufficiency of the number of satellites

2) Expansion of the backup control segment capability

3) Resolution of the international request for some civilian control of the
system

An expanded dialogue between the military operators and civilian users has
begun. The next great wave of progress will be differential GPS systems, which
squeeze the expected dynamic errors down to less than 1 m. All users will benefit
as this new “navigation utility” comes into full operation and usefulness over
the next 20 years.
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I. Introduction to GPS

HE Global Positioning System (GPS) consists of three segments: the space

segment, the control segment, and the user segment, as shown in Fig. 1. The
control segment tracks each satellite and periodically uploads to the satellite its
prediction of future satellite positions and satellite clock time corrections. These
predictions are then continuously transmitted by the satellite to the user as a part
of the navigation message. The space segment consists of 24 satellites, each of
which continuously transmits a ranging signal that includes the navigation message
stating current position and time correction. The user receiver tracks the ranging
signals of selected satellites and calculates three-dimensional position and local
time.

This chapter is designed to provide a summary discussion of the GPS. Later
chapters develop the details. All segments of the system, along with a detailed
discussion of the signal and the multiple applications of the GPS, are covered in
separate chapters.

II. Performance Objectives and Quantitative Requirements
on the GPS Signal

The key performance objectives of the GPS system can be summarized as
follows:

1) High-accuracy, real-time position, velocity, and time for military users on a
variety of platforms, some of which have high dynamics; e.g., a high-performance

Copyright © 1994 by the authors. Published by the American Institute of Aeronautics and
Astronautics, Inc., with permission. Released to AIAA to publish in all forms.

*Ph.D., Chairman of the Board.
tProfessor, Department of Aeronautics and Astronautics, and Director, GPS Program.
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Monitor
Station

_______________________________

CONTROL SEGMENT

Accuracy
- 10 Meters

Position ..

User Equipment Sets

USER SEGMENT

Fig. 1 GPS consists of three segments: space, control, and user; the user segment
contains both civil and military users.

aircraft—high accuracy translates into 10-m three-dimensional rms position accu-
racy or better; velocity accuracy < 0.1 m/s.

2) Good accuracy for civil users—the real-time civil user accuracy objective
is considered to be 100 m (at about the 95th percentile) or better in three
dimensions. In the future, this accuracy may be improved by reducing or eliminat-
ing the deliberate degradation of the ranging signal.

3) Worldwide, all weather operation, 24 h a day.

4) Resistance to intentional (jamming) or unintentional interference for all
users—enhanced resistance to jamming for military users.

5) Capability for highly accurate geodetic survey to centimeter levels using
radio frequency carrier measurements—capability for high-accuracy time transfer
to 100 ns or better.

6) Affordable, reliable user equipment—users cannot be required to carry
high-accuracy clocks; e.g., atomic frequency standards, or sophisticated arrays
of directional antennas that must be pointed at the satellites.

In addition to these performance requirements for the user, the GPS must also
employ a cost-efficient space segment, must live within constraints of available
bandwidth and frequency allocations, and have a control segment capable of
measuring the satellite orbits, clocks, and uploading data to the spacecraft for
retransmission to the users.
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This chapter provides a summary of the GPS and describes how these accuracy
and other performance requirements translate into requirements on the GPS
signal. For example, user position accuracy translates into accuracy requirements
for the time measurement performed by the GPS user receiver. These requirements
also affect the radio frequency frequency selection. Because the satellites must
be limited in transmit power, and there are many perturbing physical phenomena
and geometrical considerations as discussed later, all of these selections have
been made with care.

A. Satellite Navigation Concepts, Position Accuracy, and Requirement
Signal Time Estimate Accuracy

As an elementary step in discussing the use of satellites for real-time navigation,
consider the single idealized navigation satellite and a single user, as shown in
Fig. 2. Assume that the user is fixed in inertial space on a nonrotating Earth.
Assume also that the satellite has information as to its precise position vs. time
and contains a perfect clock. Imagine that both position and time are displayed
in lights on the side of the spacecraft so that they are observable to the user who
has a telescope and camera. For this example of the principal of satellite ranging,
the satellite and user coordinates are both expressed in an Earth—centered-inertial
(ECI) nonrotating coordinate system with the origin at the Earth’s center (see
Fig. 3) and we neglect atmospheric and relativistic effects.

In this example, the user camera periodically photographs the satellite clock and
position indicator and compares the satellite clock reading ¢, with a simultaneous

CLOCK f~J tg = 420.000000 Sec
POSITION IS:
X5 = (x5, ¥s, Zg)
DEFINEtg =1, - 1g
(Delay Time), Then
D=Range =ct,

{1 = .06 Sec, ¢ - Speed of Light)
USER
POSITION

Xy o= ny gy 2y)
Initially Unknown

USER PLATFORM
TELESCOPE

CAMERA

LOCAL TIME ()
SATELLITE TIME WHEN PHOTO
AND POSITION 1S TAKEN

Fig. 2 Satellite and user clock timing concepts—photographs of the satellite clock
are taken by the user. Coordinates are expressed in an Earth—centered-inertial (ECI)
coordinate system. The true system time is ¢, at the time of reception. A perfect user
clock is assumed. The satellite position can be alternately denoted by x; in Cartesian
coordinates or r; in radius vector coordinates.



JAIAA

The World's Frum fr dsropos Landedip. - Purchased from American Institute of Aeronautics and Astronautics

32 J. d. SPILKER JR. AND B. W. PARKINSON

t SATELLITE 18t SATELLITE
a I b
) {xg1. g1 2g1) ) {Xg1. ¥t 251}

/
GREENWICH
MERIDIAN

VERNAL
EQUINOX
VERNAL b

EQUINOX
DIRECTION

EARTH CENTER
CENTER

Fig. 3 [Earth—centered-inertial and Earth-centered, Earth-fixed (ECEF) coordi-
nates: a) the ECI coordinates are nonrotating with the x-axis aligned with a vector
from the Sun to the Earth position at the vernal equinox (the first day of autumn);
b) ECEF coordinates rotate with the Earth with the x-axis on the Greenwich meridian.

reading of the local user clock ¢,. Also for this example, both clocks are assumed
to be exactly synchronized to system time, and the user is assumed to be stationary.
The photograph reveals that, at the receive time instant when the user clock
shows 7, = 420.00000 s, the image received at the camera from the satellite
showed the satellite position at x(z,) [or ry(z,) in radius vector coordinates] and
t, = 419.94000; i.e., it shows the satellite clock and position 0.060 s earlier.
Thus, there is a measured delay caused by the finite speed of light ¢ of 1, =
t, — t, = 0.06 s and a range to the satellite D = ¢ t, measured at time ¢t = ¢,.
Therefore, the receiver’s location at time ¢, is somewhere on a sphere of radius
D centered at x(z;). This simple example does not address the impact of the
satellite’s velocity nor the possibility of a dynamic user. Note also that in order
to convert this result to meaningful user coordinates; e.g., Earth-centered, Earth-
fixed (ECEF) coordinates, we must account for the fact that the Earth is rotating
through 360 deg in inertial space per sidereal day. (A sidereal day is approximately
23 h 56 min 4 s of mean solar time.)

Clearly, if we were able to perform the same type of measurement with three
satellites simultaneously, we could locate the user position in three dimensions
at the intersection of three spheres and perform the desired real-time navigation.
However, doing so requires accurate, synchronized time at the user terminal.
Assume now that the user clock has an unknown bias error b, and thus the user
clock reads t, = t, + b,, where t, is the “true” system time at the user’s time
of reception. By adding a ranging measurement to a fourth satellite, the solution
can be found for both x(z,) and true user clock time ¢, (or user clock error At,),
at the time at which the measurement is taken (see Fig. 4).

The difference between satellite clock time and user clock time when the user
clock is not precise is termed “pseudorange.” For the ith satellite, this range differ-
ence is denoted as p;; where subscript 7 denotes true pseudorange. The true
pseudorange p;p to satellite i, in the idealized error-free condition, is the true
range plus the user clock bias correction b, expressed in seconds and is expressed
as p;r = c(t, — ty) + ¢ b,. However, in the real measurement, there are random
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CLOCK
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Fig.4 Three-dimensional user position and clock bias measurement for a user with
an accurate user clock. Four pseudorange equations are needed to solve for the four
unknowns, user x, y, and z coordinates and user clock bias b,. Note that the satellite
positions are all observed by the user at slightly different times ;.

=1R

noise effects, various other bias errors, propagation errors (and relativistic effects)
so that the measured pseudorange p; is p; = pir + AD; — ¢ Ab; + ¢ (AT, +
Al; + v; + Av)) where Ab; is the satellite bias clock error (s); AD; is the satellite
position error effect on range; v; is the receiver measurement noise error for
satellite i (s); Al is the ionospheric delay error (s); AT, is the tropospheric delay
error (s); and Av; is the relativistic time correction (s). Thus, the actual user clock
reads ¢, = t, + b,, and the actual clock of satellite i reads t}; = t,; + Ab;, where
t, and ¢ are the true system times at the user at the time of reception and at
satellite 7 at the time of its signal transmission, respectively.

We define true pseudorange py = xg — x,} + ¢b, = Irg — r,| + ¢b, = D,
+ ¢b,. Note that pseudorange defined in this manner is not directly an observable,
and each of these quantities may vary with time. Note also that the techniques
discussed here permit real-time satellite navigation and position measurement.
This technique is distinct from systems that must observe the changes in satellite
Doppler shift over some period of time as the satellite passes overhead to deter-
mine position. Techniques of this latter type clearly cannot autonomously deter-
mine the position of a rapidly moving vehicle.

Although the preceding examples of Figs. 2 and 4 used optical measurements,
exactly the same process can be performed using microwave signaling with coded
signals. Examination of the fine detail of the received signal code provides exactly
the same information as a photograph of a clock, because the structure of the
code can be interpreted as time counts of a clock. One simple radio frequency
analogy to the optical clock display is a signal that is modulated by a 10-stage
binary counter that counts the number of precisely timed 1 us clock cycles up
to 2! = 1024 and then repeats. Examination of the last 10 bits of the binary
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waveform then gives coarse time analogous to hours and minutes, and examination
of the exact timing of the clock transition gives the finer resolution of time. As
compared to a system that simply monitors periodic sequences of identical 1 s
pulses, the counter, in effect, reduces the level of ambiguity in the measurement
from 1 to 1024 us, etc.

The preceding simplified description of the GPS positioning calculations briefly
introduces a number of significant effects, which are treated in detail in later
chapters of this volume. These include the following:

1) User motion—The user is generally moving in inertial space, and we must
account for the user motion between the time the signal is transmitted from the
satellite and the time when the signal is received.

2) Atmospheric effects—Excess delay caused by the wave traveling through
the atmosphere (troposphere and ionosphere) must be estimated or measured.

3) Relativistic effects—There are a number of effects caused by satellite and
user motion, Earth rotation, and the Earth’s gravitational field, all of which can
be significant.

1. User Receiver Measurements—Pseudorange and Carrier Phase

Next we examine how a receiver makes the measurements on the signal
waveform or the radio frequency carrier to form an accurate estimate of the
pseudorange p,. Figure 5 illustrates some of the range measurements that can be

Epoch Epoch Epoch

| o s Y O o Y
] [ [

Periodic GPS Coded Signal Modulation

Signal from GPS Satellite i

T — Navigation Data

Correlators Carrier Phase
| Error ' Measurement
i b A ALae Signal Reference Phase
\M
} Punctual 1 Time 1
1 GPS Replica Code Filter &
: Generator - Signai Clock Psuedo Range
- #_ — Py =Cty-lsjich,
/Del; Lock Loap Tracking é‘::; e u=lutby
of Received Code ———— » Reterence Phase

Fig. 5 Pseudorange measurement using a delay-lock-loop (DLL). The GPS replica
code generates early and late reference signals that are both fed to a correlation
device that produces an estimate of whether the early or late signal provides the
best match. The resulting error signal is then used to control the signal clock in a
tracking mode. The differences between the two clocks ¢, is then multiplied by ¢
to form pseudorange c(t, — f,). Similar measurements are made on the received
carrier phase. The user receiver has a clock bias offset b, in seconds. (Satellite clock
error is ignored here.)
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made on a signal waveform. Pulses of radio frequency energy can be modulated
with a special pulse code sequence that has a distinct beginning (or epoch). The
GPS civilian [coarse acquisition (C/A)] signal repeats such a sequence every
millisecond. The C/A code is a random-like or pseudonoise (PN) binary sequence
of 1023 chips. The pseudorange #, — t, can then be recovered in a special delay
lock loop receiver designed to track and to detect the code from that satellite,
as shown in Fig. 5. The measurement relies on the unique code properties of
each satellite signal. These properties enable the receiver to measure pseudorange
to each satellite separately. The delay lock technique creates an internal replica
of the known modulation sequence and adjusts the internal epoch until it exactly
matches the received signal in delay. This matching is performed by cross-
correlating the received and internal signals and finding the start time that maxi-
mizes the correlator output. The satellite clock time at the time of transmission
is then subtracted from the user clock time to recover the measured pseudorange.

If the user receiver clock t; and the satellite clock are both synchronized to
GPS reference time,* then range = D = ¢(t, — ¢,). For purposes of this discussion,
atmospheric and other propagation path delay perturbations are neglected. Pseu-
dorange is the same measurement when the user receiver clock ¢, has an unknown
and possibly time varying clock bias b, expressed in seconds. The pseudorange
is then p = D + c¢b,, as shown in Fig. 5. This technique is known as code
ranging to distinguish it from carrier phase measurements.

Most GPS receivers can also reconstruct the GPS radio frequency carrier at
1575.42 MHz and use this sinusoid as a ranging signal. This measurement is
very precise (typically subcentimeter or a fraction of the 19-cm wavelength), but
its accuracy is limited by the difficulty of resolving which cycle is being received
(called the cycle ambiguity or n\ problem). Carrier phase accuracy corresponds
to the equivalent carrier phase noise expressed in distance which would be on
the order of 2 mm if the carrier phase could be measured to 1% of the wavelength.
However, the initial value of the carrier phase is completely ambiguous, and we
must resort to the use of various phase differencing techniques. Nonetheless, it
is possible to measure changes in phase both very precisely and without significant
cycle slipping over many seconds. This carrier phase measurement can then
allow us to make very precise position measurements. The use of carrier phase
measurements for various surveying and aircraft landing applications is discussed
in later chapters in this volume. Table 1 gives a rough estimate of the measurement
accuracy, bias, and precision for GPS carrier and code measurements.

a. Relating pseudorange accuracy and positioning accuracy—dilution of
precision (DOP).  Positioning accuracy reflects the final capability of most GPS
receivers. Although it is related to ranging accuracy, they are not the same. The
relationship between them is a function of the geometry of the selected satellites;
that is, the directions of arrival of the satellite signals. To achieve a positioning
accuracy requirement of 10 m, the ranging accuracy and geometry must both
combine to acceptable values. For example, if each individual pseudorange mea-
surement has a statistically independent error of zero mean with the same rms

*All time intervals can be expressed in equivalent distance in meters by multiplying by the speed
of light c.
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Table 1 Rough order of magnitude estimates of GPS
code and carrier phase measurements in meters*

Rough measurement accuracy

Measurement Bias Precision
Code ~5m ~2m
Carrier phase n\ =~ 0.002 m

2There is assumed to be no selective availability (SA) degradation. The
value of n in the carrier phase ambiguity must be determined.

value of ¢ (caused by all effects), then the rms position errors are given by
the following:

Position error = DOP * ¢, where DOP is a multiplier deter-
mined by the geometry and is typically
between 1 and 100.

The quantity DOP is calculated from the unit vectors to each of the satellites,
as shown in Chapters 5 and 11, this volume. Generally, if the DOP rises above
six, the satellite geometry is not very good. There are several measures of
positioning accuracy. For the current nominal constellation, the worldwide median
position dilution of precision (PDOP) (50th percentile) is approximately 2.5. As
another example, the horizontal error (in the x and y coordinates) is given by
rms error horizontal = HDOP (horizontal dilution of precision) * o, where rms
denotes the root mean square error. The vertical error (in the z coordinate) is
found from rms error vertical = VDOP (vertical dilution of precision) * o.

The speed of light is approximately < = 3 m/ns and V¢ = 3.3 ns/m. If the
satellite geometry produces an HDOP of 3 (and a horizontal error less than 10
m is required), then HDOP * ¢ = 3¢ = 10 m * 3.3 ns/m. Thus, the required
ranging accuracy is then o < 11 ns. In a similar manner, the rms position error
(in three dimensions x, y, and z) is estimated by the relationship rms position
error = PDOP * o.

Table 2 summarizes some of the key definitions of parameters in the GPS user
position calculations and error sources.

III. GPS Space Segment
A. GPS Orbit Configuration and Multiple Access

The discussions of the basic concepts for GPS and analysis of the geometric
dilution of precision have shown that the user must make measurements on
four or more satellites simultaneously to provide real-time three-dimensional
navigation. Thus, the satellite orbital constellation must provide a user anywhere
in the world simultaneous access to measure pseudorange to four or more satellites
at any time, 24 h a day. Furthermore, as shown later in the DOP analysis, the
satellites should be widely spaced in angle. Measurements on each of the four
or more satellites must be made simultaneously or nearly simultaneously without
mutual interference if we are to solve for position. This capability is termed
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Table 2 Summary of notation for GPS position and pseudorange parameters

Parameter Description

X;; O Iy; Position of satellite { in either x, y, z or radius vector coordinates,
respectively. The position of the satellites at the time of
transmission is x; (£;;) or rg; {¢;:)-

x,orr, User position in either x, y, z or radius vector coordinates. User
position may also vary with time. User position at time of
reception is x,; (tg;) or ry; (tr:).

tyi True time of transmission from satellite i. This parameter is the
true time of transmission and may not be exactly the same
as indicated by the satellite.

t Actual satellite clock reading #;; = t,; + Ab;

Ab; Satellite bias clock error (expressed in s)

t GPS system time

t, Actual user clock time at time of reception of signal #;, = 1, + b,

t, True user time at time of reception

b, User clock bias—can vary with time

Pir True value of pseudorange p;r = lxy; — x,| + b, = lrg; —r,) + b,

pi Measured pseudorange with various error contributors

n(t) Receiver thermal noise

Ab; Satellite bias clock error (expressed in s)

AD; Satellite position bias error effect on range

v; Receiver pseudorange measurement noise error for satellite i, s

Al Ionospheric delay (expressed in s)

AT; Tropospheric delay (expressed in s)

Ay; Relativistic time correction (expressed in s)

c Velocity of light

DOP Dilution of precession

VDOP, HDOP, PDOP  Vertical, horizontal, and position geometric dilutions of
precession

GDOP Geometric dilution of precession includes both position and
time error effects

b; Measured carrier phase offset as received from satellite i

b7 True received carrier phase offset ¢,7 = w,(t; — t,) at
frequency o,

A Wavelength of GPS carriers can have value A, or A., for GPS
L, or L, frequencies.

n Carrier phase cycle count ambiguity

D; True range from satellite i to user lxy; — x,| = Iry; — 1) = (2,

= I5)
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multiple access. Multiple access signaling permits measurements to be made on
a signal from one satellite without signals from other satellites interfering with
that measurement.

From a user performance standpoint, satellite orbit altitude selection has sev-
eral effects:

1) The higher the orbit altitude, the greater the fraction of the Earth visible
by a single satellite

2) Within limits, power flux density on the Earth is nearly independent of
orbit altitude because the satellite antenna beamwidth can be selected (widened
or narrowed) to provide full Earth coverage.

3) A low-orbit altitude with its corresponding short visibility time leads to a
larger number of signal acquisitions and satellite—satellite handovers by the user
receiver, and larger Doppler shift must be tolerated in the receiver.

The selected satellite orbital constellation contains 24 satellites, the GPS-24,
in six orbit planes. There are four satellites in each of the six planes, as shown
in Fig. 6. The satellites have a period of 12 hours sidereal time* and a semimajor
axis of 26,561.75 km. A satellite with an orbit period of 12-h sidereal time
produces a ground track (projection on the Earth’s surface) which repeats over
and over. For GPS the longitude crossing at the equator is kept fixed to within
+ 2° by the GPS Control Segment. This orbit has 63% of the radius of a
geostationary satellite orbit with a 24-h period. The GPS semimajor axis is the
orbit radius of the circular GPS orbits, and thus the GPS satellites have an altitude
of 20,162.61 km above the Earth’s equatorial radius' of 6378.137 km. The altitude
of the GPS orbit obviously is well above the atmosphere and not subject to
atmospheric drag. Other perturbations such as solar pressure and lunar and solar
gravitational orbit perturbations can be significant. The satellites are inclined
with respect to the equator by 55 deg (the initial GPS satellites had a 63-deg
inclination). Table 3 summarizes the approximate parameters of the GPS orbit.
The satellite orbital constellation is described in detail in Chapter 5, this volume.

B. GPS Satellite Payload

The key role of the satellites is to transmit precisely timed GPS signals at two
L-band frequenciest 1.57542 GHz and 1.2276 GHz. These signals must have
embedded in them, in the form of navigation data, both the precise satellite clock
time as well as satellite position so that a user receiver can determine both satellite
time t;; and satellite position r; at the time of transmission. These navigation
data are uploaded from the GPS control segment (CS) to each satellite and then
stored in memory in the satellite for readout in the satellite navigation data stream.
Figure 7 shows a simplified view of the GPS satellite payload. The GPS upload
station sends the satellite the ephemeris information regarding the satellite orbit

*A sidereal day is defined as the time for the Earth to complete one revolution on its axis in ECI
space and consists of 24 mean sidereal hours where | mean sidereal day is slightly shorter than a
mean solar day. One sidereal day is 23 h, 56 min, 4.009054 s or 86,164.09054 s of mean solar time.
One mean sidereal day is equal to 0.997269566 mean solar day or one mean solar day is equal to
1.002737909 mean sidereal day.

tThese signals, as well as the L; signal at 1381.05 MHz, are all selected and filtered so as to
minimize interference with the radio astronomy bands (see Chapter 3, this volume).
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Fig. 6 GPS satellite constellation: a) the six orbit planes shown in ECI coordinates;
and b) satellite positions on each of the six orbit planes. The GPS constellation has
satellites in six equally spaced orbit planes. The present GPS-24 satellites constellation
shown inb) contains 24 satellites. The uneven satellite phasing in each plane is
designed to minimize the effect of satellite outage.

and the exact position in that orbit vs. time. Included is a satellite clock correction
that calibrates the offset of the satellite clock relative to GPS system time. These
data are uploaded to the satellite through an S-band telemetry and command
system.

One of the keys to GPS satellite performance is the stability of the GPS satellite
clocks. Each satellite carries redundant atomic oscillators of high stability. These
atomic clocks are stabilized using either rubidium or cesium atoms in gaseous
form.

The atomic clocks along with appropriate frequency synthesizers then synchro-
nize the GPS signal generators and also control the radio frequency center frequen-
cies of the two L-band frequencies. The signals are then amplified and filtered
to remove signal power outside the allocated frequency bandwidth of 20 MHz
for each of the two L-band signals. The signals also are modulated by the
navigation data that carry the satellite position and time information to the user.
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Table 3 Approximate GPS satellite parameters

Orbit plane Six equally spaced ascending nodes at 120 deg
Orbit radius r, 26,561.75 km semimajor axis

Orbit velocity (circular) (ECI) = \/rE = 3.8704 km/s

Eccentricity Nominally zero, but generally less than e = 0.02
o, angular velocity 1.454 X 107* rad/s

Period* 12 h mean sidereal time

Inclination i = 55 deg nominal

*The period of an orbit in seconds of mean solar time is 7, = (2n//p)a®? where a is the
semimajor axis in meters and p. is the Earth’s gravitational parameter . = 3.986005 X 10"
m¥/s%. For 12-h mean sidereal time period, a = 26561.75 km including a minor correction
for a nonspherical Earth. A new model, Joint Gravity Model #2, is being proposed by NASA
and the University of Texas, which gives p. = 3.986004415 X 10" m%/s?, and R, = 6378.1363
km for the Earth’s mean equatorial radius.

(The reader is referred to Chapter 6, this volume on the GPS satellite payloads
for a more thorough description.) One of the limitations on GPS clock accuracy
is selective availability. Selective availability is a clock dither that can be imposed
on the GPS signals to restrict unauthorized (nonmilitary) access to the full accu-
racy of the system.* Chapter 1 of the companion volume describes differential
GPS that can be used to improve civil accuracy.

C. Augmentation of GPS

As discussed in later chapters in this volume and the companion volume, we
can augment the GPS satellite system with other ranging signal sources:

1) Ground transmitters or pseudolites that transmit GPS signals and other
information to support GPS—a special form is the integrity beacon used for
aircraft landing

2) Additional satellites can either carry transponders that can relay GPS-type
signals from synchronized ground transmitter uplinks or have navigation payloads
similar to the basic GPS satellites. The Federal Aviation Administraton’s Wide
Area Augmentation System (WAAS) is an example of an augmentation of GPS.
This system adds geostationary relay satellites.

3) Differential and wide area differential ground stations. These ground sta-
tions transmit correction information to appropriately equipped GPS receivers to
improve the accuracy of the receivers.

IV. GPS Control Segment

The GPS CS has several objectives:
1) Maintain each of the satellites in its proper orbit through infrequent small
commanded maneuvers.

*It is expected that selective availability effects will eventually be eliminated. A recent report of
the National Research Council® has recommended that selective availability be turned to zero.
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Fig. 7 Simplified GPS satellite payload functional diagram.

2) Make corrections and adjustments to the satellite clocks and payload as
needed.

3) Track the GPS satellites and generate and upload the navigation data to
each of the GPS satellites.

4) Command major relocations in the event of satellite failure to minimize
the impact.

Although each of these objectives is important, this discussion concentrates on
the third objective.

The Operational Control Segment began operation in 1985 and consists of
five monitor stations, four ground antenna upload stations, and the Operational
Control Center. Each of these facilities is shown in Fig. 8. The sites have been
selected to provide a significant separation in longitude between each of the
monitor stations. Each of these sites, except the site in Hawaii, also contains a
ground antenna upload station.

A. Monitor Stations and Ground Antennas

Each of the five monitor stations contains multiple GPS tracking receivers
designed to track both the L, and L, codes and carriers for each of the satellites
in view. The monitor stations also contain redundant cesium standard clocks for
the GPS receivers to use as a reference oscillator and also to time tag each of
the measurements. The measurements of code clock delay and carrier phase for
each satellite in view are then sampled, time tagged, and multiplexed in a data-
stream to send back to the operational control center. Each of the four ground
antenna (GA) upload stations has the capability of uploading navigation data to
the satellites on an S-band T T&C link. As discussed earlier, the visibility region
around each GA extends approximately +72 deg in Earth angle about the GA.



The Workls Farom v e Lswdirdip. Purchased from American Institute of Aeronautics and Astronautics

42 J. J. SPILKER JR. AND B. W. PARKINSON

Fig.8 GPS control segment. There are monitor stations at Hawati, Colorado Springs,
Ascension Island, Diego Garcia in the Indian Ocean, and at Kwajalein Island in the
West Pacific.

B. Operational Control Center

The operational control center receives the multiplexed pseudorange measure-
ments and carrier measurements from each satellite in the L, and L, carriers.
The Kalman filter processor in the OCS then estimates the ephemerides, clock
error, and other navigation data parameters; e.g., satellite health, for each satellite.
The objective of the OCS is to format navigation data for a minimum of 14 days
of updates. Navigation data are then transmitted to the upload ground antennas.
Each satellite can be given a fresh upload three times a day, approximately eight
hours apart. However, normally there is only one upload per day. (See Chapter
16, this volume.) Each upload contains many pages of navigation data that are
then fed to the GPS spacecraft processor. The GPS satellite processor then reads
out the appropriate set of navigation data for the specific time period appropriate
to the time of transmission.

Satellite clock errors in the navigation data are the dominant source of user
range error (URE) when the time since the last upload reaches several hours.*
Even with three uploads per day, computer simulations run in 1985 show that
satellite clock predictability based on clock specification values can limit the
GPS user range accuracy to 3m (1o) 10 h after the satellite ephemeris and clock
prediction upload using the specified Allan variance for the satellite clock (2 X
10783 at 7= 61,200 s and 7 X 1072 at 7 =< 50 s).2 However, actual satellite
clocks perform better than the specification. The specified URE is computed
as the following rms sum: URE = [(radial perturbation)® + 0.0192 (in-track
perturbation)®> + 0.0192 (crosstalk perturbation)?]'%, which is a representative
error projection to the user.

The simulations showed the total URE had an rms value for 10-h updates of
4.2m (10), which was dominated by the clock error component for the specified

*This statement assumes that both L, and L, are available. If not, ionospheric modeling errors are
often the largest.
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clock and is well within the specified 6m maximum. By way of comparison, the
simulated URE for O h, 3 h, 6 h, and 24 h predictions were 1.4m, 2.4m, 3.2m,
and 8.4m (1o), respectively. Most (95%) of the URE at 10 h is a result of the
accumulated clock noise. When the simulated clock stability was reduced to the
typical observed value (rather than specified levels) of 1 X 107, the URE at
10 h decreased to 2.3m (lo). For further information on expected errors see
Chapters 11 and 16, this volume. A discussion of the GPS control segment is
found in Chapter 10, this volume.

V. GPS User Segment

There are a great many applications for the GPS system. New applications
seem bounded only by the imagination. This section lists some of the more
common modes of operation. All of these are discussed in more detail elsewhere
in this volume. Although the primary purpose of GPS was a military application,
civil users are already more prevalent. The section begins however by describing
the fundamental user system architecture.

A. GPS User Receiver Architecture

A generalized view of a typical GPS user system is depicted in Fig. 9. This
section discusses the basic configuration of each of these elements. Although
most receivers employ only a single GPS antenna, the generalized GPS receiver
begins with one or more antenna/low noise amplifiers. More than one antenna/
amplifier may be employed in order to achieve the following:

1) Accommodate maneuvering of the user platform; e.g., an aircraft banking

ONE OR
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Fig.9 Generalized GPS user system configuration with separate receiver and posi-
tion estimating functions.
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and thereby avoid blocking some of the satellites with a wing

2) Increase the antenna gain

3) Discriminate against interfering jammers through the use of multiple narrow
beam antennas or adaptive antennas

4) Measure attitude

The antenna beams can be steered electronically or mechanically, if necessary.
The most common GPS receivers employ only a single omnidirectional (really
hemispherical antenna). The output of the antenna is then fed to a radio frequency
filter/low-noise amplifier combination in order to amplify the signal and to filter
out potential high-level interfering signals in adjacent frequency bands that might
either saturate the amplifier or drive it into a nonlinear region of operation. The
filters must be selected with low loss and sufficient bandwidth and phase linearity
to minimize the distortion of the desired C/A- or P(Y)-code (precise nonstandard
code) signals. The signal then passes through serial stages of radio frequency
amplification, downconversion, and intermediate frequency (IF) amplification
and sampling/quantizing. The sampling and quantizing of the signal can either
be performed at IF or at baseband. In either case, in-phase and quadrature (I, Q)
samples are taken of the received signals plus noise. At the present state-of-the-
art, the functions of radio frequency amplification, downconversion, IF amplifica-
tton, and A/D sampling can be implemented with a single MMIC (monolithic
microwave integrated circuit) chip.

The I, Q samples are then fed to a parallel set of DLLs each of which tracks
a different satellite signal and recovers the carrier, which is bi-phase modulated
with both the GPS codes and the GPS navigation data. The DLL** and associated
demodulators provide estimates of the pseudorange, carrier phase, and navigation
data for each satellite. Typically, the number of parallel tracking DLL varies
from 2 to 16 and can possibly track all of the satellites in view at both L, and
L, frequencies simultaneously (see Chapters 7 and 8, this volume). Generally, at
least five satellites are tracked as a minimum, either in parallel or in time sequence.
At the present state of the art, a 10-channel receiver with 10 parallel DLLs can
be implemented on one CMOS chip.

The parallel measurements of pseudoranges and carrier phase along with the
navigation data for each satellite are then sent to the navigation data processor
where the position of each satellite is calculated from the navigation data in
subframes 2,3 at the time of each pseudorange measurement (see Chapters 3 and
4, this volume, for detailed discussion of the GPS signal and navigation data).
The pseudorange and phase data are then corrected for the various perturbations,
including satellite clock errors, Earth rotation, ionosphere delay, troposphere
delay, relativistic effects, and equipment delays. The corrected pseudorange data,
phase or accumulated phase [accumulated delta range ADR] measurements along
with other sensor data are then processed by the Kalman filter, which estimates
user position and velocity state vector, As discussed in Chapter 9, this volume,
itis also possible to integrate the Kalman filter with the DLL instead of performing
these operations independently. The output of the Kalman filter estimator provides
position, velocity, and time estimates relative to the user antenna phase center.
These coordinates are usually computed in ECEF coordinates and are then trans-
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ferred by appropriate geodetic transformation to a local coordinate set convenient
to the user.

The Kalman filter may also receive inputs from various other sensors; e.g.,
barometric altimeters, dead-reckoning estimates of attitude, heading, speed, iner-
tial navigation ring laser gyros, or other navigation aids. This Kalman filter
estimate of user position can also be used in a differential mode or kinematic
survey mode with other GPS units where at least one unit is at a known reference
point, in order to provide precision geodetic survey, more accurate airborne or
shipborne navigation, or a common view mode, precision differential time transfer
(see Chapter 9, this volume and Chapter 1 of the companion volume). The
position, velocity, and time information can then be used with other user-provided
information to provide tracks of user positions vs. time, display position on a
map, to show way-points to a desired destination, or to satisfy a wide variety of
other applications.

B. Uses of GPS

A partial listing of the uses of GPS includes the following:

1) Aircraft navigation—GPS and differential GPS, commercial and general
aviation aircraft

2) Land mobile navigation—automobiles, trucks, and buses

3) Marine vessel navigation—GPS and differential GPS

4) Time transfer between clocks

5) Spacecraft orbit determination

6) Attitude determination using mulitiple antennas

7) Kinematic survey

8) Ionospheric measurement
See the companion volume for in-depth discussions of many of these applications.

1. Various Applications of GPS Receivers

a. Airborne GPS receivers. Airborne GPS receivers provide three-dimen-
sional real-time navigation. These receivers must receive GPS signals from a
minimum of four satellites to solve for four unknowns (x,y,7,7) because the
airborne receiver clock generally is imprecise. A fifth satellite is needed for
satellite handover because periodically new satellites are coming into view while
another satellite is going out of view. In addition, the receivers also generally
provide three-dimensional velocity estimates and clock drift estimates by making
Doppler measurements on the carrier. The GPS receiver may process these satellite
signals either in parallel or in time sequence. Aircraft in banked turns may
suffer blockage of one or more satellites because of wing or other obstructions.
Generally, receivers operate by tracking many more than the minimum four or
five satellites in parallel; e.g., 8 to 12, and the clock stability may be sufficient
to flywheel through momentary satellite blockage. The GPS receiver may be
augmented by inertial navigation systems and/or other navigation aids to provide
a hybrid GPS/inertial solution. For higher accuracy, the GPS receiver may operate
in a differential mode wherein a GPS receiver at an appropriate known site; e.g.,
an airport, transmits differential corrections for GPS errors. In the Wide Area
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Augmentation System (WAAS), corrections are transmitted to users in the form
of satellite clock and position corrections, and ionospheric delay estimates which
are valid over a wider geographic region. Further applications are covered in
Chapters 1215 of the companion volume.

b. Land mobile navigation. Land vehicles may require either two- or three-
dimensional positioning. Generally, the altitude is varying, but typically, its varia-
tion is at a much slower relative rate compared to its horizontal motion in contrast
to an aircraft. In principle, land vehicles can operate at least for a time with only
two or three satellites because of the slowly varying vertical component. A fourth
satellite could provide less frequent periodic updates of the altitude. However,
land vehicles also are subject to blockage or shadowing of one or more satellites
by trees, hills, or man-made obstructions. Another augmentation is the use of a
magnetic or gyroscopic heading indicator and a wheel counter (see Chapter 10
of the companion volume).

¢. Marine navigation. Navigation on the ocean or large bodies of water is
usually at an altitude that varies only with the tides and any roll, pitch, and yaw-
induced motion of the GPS antenna aboard the ship. For most purposes, only
two dimensions are unknown. Thus, three satellites are adequate to solve for
position and two satellites can suffice if a third is employed for periodic updates
of the ship receiver clock. Again, however, typical receivers may operate on all
satellites in view, and differential navigation can be employed for greater accuracy
in harbors. This application is discussed in Chapter 11 of the companion volume.

d. Time transfer using GPS. Time can be transferred from a reference station
to a clock of known location with a single satellite. Four or more satellites can
be used initially if the exact location of the remote clock is unknown initially.
Greater accuracy can be obtained with the civil signal using “common view”
time transfer wherein two clocks at different locations are both within line of
sight of the same GPS satellite. In this instance, receivers at each site are tracking
the same GPS satellite simultaneously. Satellite clock errors along with any clock
dither caused by SA cancel in this mode. Some fraction of the satellite position
and ionospheric errors also cancel, depending on the relative separation between
the two locations. This cancellation has a residual that depends (approximately)
on the size of the angle between the two locations (see Chapter 17 of the
companion volume).

e. Spacecraft GPS receivers. 'The position/orbit of a near-Earth satellite can
be determined by placing a GPS receiver onboard. If the user satellite is below
the altitude of GPS, then the satellite can receive the GPS signals from satellites
in view above and to the sides where not shadowed by the Earth. If the user
satellite is above the altitude of GPS, for example, at geostationary orbit, the
user satellite can still receive the GPS signal as it passes on either side of the
Earth’s shadow. The GPS satellite signals are transmitted to Earth by an antenna
pattern slightly greater than the Earth angle, and therefore they extend beyond
the Earth’s limb. The range to the GPS satellite is, of course, approximately
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equal to the sum of the GPS altitude and the synchronous satellite altitude, and
the GPS signal is accordingly weaker. Furthermore, the GDOPs usually will not
be as good as for an Earth-based user. The weaker signal can be compensated
by the gain of a directional antenna (at some cost). This approach is discussed
in Chapter 21 of the companion volume.

[ Differential GPS (DGPS). If two GPS receivers operate in relatively close
proximity, many of the errors inherent in two GPS position solutions are common
to both solutions. For example, satellite clock time errors and a significant fraction
of the satellite ephemeris, ionospheric, and other errors cancel when we seek a
differential or relative position solution. Thus, if one receiver is at a known, fixed
position it can transmit pseudorange correction information to other receivers in
the area so they can achieve higher relative position accuracy. In the future, it
is expected that many GPS receivers will operate in the differential mode as
differential corrections become more available. A simplified version of DGPS
operation is shown in Fig. 10. The DGPS reference station transmits pseudorange
correction information (=250 bps) for each satellite in view on a separate radio
frequency carrier. Because there may be a number of DGPS stations in a network,
the data would typically include an almanac giving the location of other DGPS
reference stations so the user can use the closest station. Differential GPS is
discussed in Chapter 1 of the companion volume.

Differential GPS normally is limited to separations between users and reference
stations to approximately 100 km. To carry out a similar differential GPS operation
over a wider region a concept known as wide area differential GPS (WADGPS)
or wide area augmentation system (WAAS) has evolved. Wide area differential
GPS employs a set of monitor stations spread out geographically and a central
control or monitor station in somewhat the same mold as the GPS control segment,
but simpler. The WADGPS upload station then would relay GPS satellite position
and clock and atmosphere corrections via separate geostationary relay satellites.

Ephemeris Error
in direction of
Reference Station
@ Satellite | Sateliite i
Clock Error —\ %

[
_____________________________________________________
ZAtmospheric Delay Errol

o Correction Data
2
DGPS User Receiver Reference
Separation Station
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Fig.10 Simplified view of differential GPS. This correction can completely eliminate
satellite clock error offsets but ephemeris and atmospheric corrections differ for the
user from the reference station by an amount that depends on the separation distance.
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The corrections would be in real time with delays of less than 30 s. Wide area
DGPS is discussed in Chapters 3 and 4 of the companion volume.

g GPS survey. Global positioning system survey operates with double dif-
ferencing operations similar to those described above, but carrier measurements
are employed to get resolutions on the order of a fraction of the carrier wavelength.
For example, the GPS carrier wavelength at 1.57542 GHz is approximately 19
cm. If a carrier phase cycle can be measured to 1%, the differential range error
is only 2 mm. Certainly there are ambiguities in the carrier phase measurements,
and these must be resolved with various double-differencing techniques.

The basic concept of double differencing is illustrated in simplified form is
Fig. 11 where carrier phase measurements are differenced for a single satellite
and the double differenced for two (or more) satellites. Obviously, this difference
can be carried out at multiple time intervals to resolve the ambiguity. Survey is
discussed in detail in Chapters 18 and 20 in the companion volume.

a)
GPS Sateliite
Clock Phase O

Range f;4 Range rj,

Atmosphere 252

Receiver Receiver
Ciock Phase Clock Phase

on 7 v, 2
7. 7
b)
GPS Satslite j %GPS Satellite i

Range Tt "2 Range r;»

o o) o
Z R P o Atmosphere 222
EETEEC oA T

\/ \/

Fig. 11 Single and double carrier phase differencing for GPS and GPS-Kkinematic
survey: a) Single-difference receiver. The phase received in receiver 1 is the satellite
phase 0,; minus the range delay effect w,r;)/c minus the receiver reference clock
phase ¢, ;; namely, &,;(@) = 0,; — w,r;i/c — b,q. The first difference is then &,;(f)
— &y = A;()= ,(rj; — rjp)/c + b, ~ b,, where the first difference cancels out
the satellite clock phase. Also, most of the atmospheric effects cancel if the separation
distance is sufficiently small; b) double-difference receiver. The second difference is
the difference between two first differences for satellite i and j; namely, ;) =
Aj(0) = Ai(®) = w,l(rj1 — 1;2) — (ra = rp)l/c where both the receiver carrier phase
offsets cancel.

7
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h. Attitude Determination. In addition to position measurement, GPS can
also be employed in an interferometric mode with multiple user antennas to
determine vehicle attitude orientation. The GPS codes can isolate each satellite
signal, which can then be employed in a differential phase measurement mode
with two antennas to measure angular offset for the axis of the rotation of each
antenna pair and the direction of the satellite signal. Usually this technique
employs carrier phase measurements. Because the baselines are short, simplified
techniques to resolve the n\ uncertainty can be used. Attitude determination is
further explored in Chapter 19 of the companion volume.

i. Hybrid GPS receivers. In many applications, it makes sense to integrate
GPS receiver measurements with inertial measurement systems or other naviga-
tion aids. The two sets of measurements can provide better capability than either
could alone. For example, temporary shadowing or other interruption of the GPS
satellite signals by a momentary obstruction or interference can be accommodated
by an inertial system that can allow the navigation systems to continue to operate
without interruption. (See Chapters 6~9 of the companion volume.)

V1. GPS Signal Perturbations—Atmospheric/Ionospheric/Tropospheric
Multipath Effects

The GPS signal frequencies L, and L, at 1.57542 GHz and 1.2276 GHz are
sufficiently high to keep the ionospheric delay effects relatively small, yet not
so high as to cause too large a path loss with the use of small omnidirectional
antennas (which do not require pointing). In addition, the signal frequency is not
so high as to cause any significant path loss attributable to rainfall attenuation.
Nonetheless, the atmosphere does cause small but nonnegligible effects. As the
GPS signal passes through the atmosphere from the satellite to the user, the signal
encounters a number of propagation effects, the magnitude of which depends on
the elevation angle of the signal path and the atmospheric environment where
the user is located. These effects include the following:

1) Ionospheric group delay and scintillation

2) Group delay caused by wet and dry atmosphere—the troposphere and
stratosphere

3) Atmospheric attenuation in the troposphere and stratosphere

There are also effects caused by multipath signals from reflective surfaces and
scattering. These effects are discussed fully in Chapters 12, 13, and 14, this
volume; the discussion below simply introduces the key principles.

A. Ionospheric Effects

The ionosphere is a region of ionized gases that varies widely from day to
day and with solar conditions and also has a large diurnal fluctuation. The
presence of the ionosphere changes the velocity of propagation v according to
the refractive index n = ¢/v. The cumulative effect also depends on the angle of
penetration through the ionosphere as shown in Fig. 12. The refractive index
n(r), in turn, varies along the propagation path . The lower extent of the ionosphere
is above 75-100 km, and the ionosphere peak electron content is somewhere in
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SATELLITE@
IONOSPHERE

V(r) = PROPAGATION VELOCITY =¢/n (1)
DELAY At = 16 n(r) dr

TOTAL DELAY t=1/n(r)dr
EUEMENT ar Witet i
r
USERX REFRACTIVE INDEX n(r)

Fig. 12 Ionospheric delay along path through the medium.

the vicinity of 200400 km. The peak ionospheric electron content can vary by
as much as two orders of magnitude between day and night. A fundamental
difference between the refractive index for the ionosphere and that for the tropo-
sphere is that the refractive index for the ionosphere varies with frequency because
of the ionized gases.

The ionosphere can cause two primary effects on the GPS signal. The first is
a combination of group delay and carrier phase advance, which varies with the
exact paths and the electron density through which the satellite to user signal
traverses the ionosphere. The second effect is ionospheric scintillation, which
can at some latitudes cause the received signal amplitude and phase to fluctuate
rapidly with time. Both effects depend the on the radio frequency and influence
the GPS signal design. There are other effects, Faraday rotation and ray bending
changing the angle of arrival, but these effects are not significant for purposes here.

At GPS frequencies in the 1.6 GHz frequency region, the ionospheric zenith
path delay tends to vary with time in a diurnal fashion, as shown in Fig. 13 and
might vary from 2 to 50 ns. As can be seen, however, the diurnal variation
fluctuates quite markedly from day to day in a manner that seems difficult to
predict. To first order, the ionospheric delay At varies inversely with frequency
squared AT = A/f2. As shown later, this relationship permits us to make dual
frequency measurements at L; and L, to estimate the ionospheric delay. Note
that because the lower extent of the ionosphere is typically well above the Earth’s
surface (see Fig. 14), the angles-$ of entrance and exit of a satellite observed
at 0 deg elevation angle by a user on the ground are well above 0 deg.

50 50 50
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2 40 2 404 3 a0
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TIME OF DAY (UT) TIME OF DAY (UT) TIME OF DAY (UT)
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Fig. 13 Typical mean ionospheric delay and envelope of delay variation vs time of
day during March 1958. Satellite at zenith f = 1.6 GHz.®
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Fig. 14 Angle of incidence and exit of the ionesphere &.

Thus, at lower elevation angles, the signal path transits through a larger extent
of the ionosphere as shown in Fig 14. The delay at any elevation angle can be
described as the ratio of actual delay to the vertical delay at £ = 90 deg. This
ratio is defined as the obliquity factor Q as shown in Fig. 15.

Note that the obliquity factor can be as high as three for low elevation angles.
Because the ionosphere extends over moderate altitudes, 0.1-0.3 Earth radii, the
satellite user signal path does not penetrate the ionosphere at very low elevation
angles. This ionospheric effect is unlike the troposphere effects where the tropo-
sphere extends down to the Earth’s surface. For an upper limit of the ionosphere
of 600 km, the minimum angle of entrance to the ionosphere from the satellite
is 24 deg. If the lower limit of the ionosphere is at & = 100 km, then the angle
of exit is 10 deg. Height differences of 160-220 NM (160 NM = 296 km) do
not cause the obliquity factor to vary greatly at low elevation angles, as shown
in Fig. 15. If the zenith ionospheric delay is 50 ns, then for an obliquity factor
of three, the ionospheric delay at the lower elevation angles can be as much as
150 ns or approximately 45 m at 1.6 GHz. Clearly, this amount of unknown
excess propagation delay is not consistent with a 15-m position accuracy objective
for GPS and must be compensated for in some manner, either by modeling,
measurement, or operation in a differential mode. Intuitively common ranging
errors tend to affect the clock much more than horizontal position.

35F
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180 NM | IONOSPHERIC HEIGHT (hyy,)
o 3.0 220 NM
5
5 25
<
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E 20
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1.0 L ) 1 ) 1
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ELEVATION ANGLE AT SURFACE (E)

Fig. 15 Ionospheric group delay obliquity factor as a function of the relationship
surface elevation angle.® The obliquity factor Q is the ratio of the ionospheric path
delay for a satellite at elevation angle E to the delay function satellite at zenith (note
1 NM = 1.852 km).



JAIAA

The World's Frum fr dsropos Landedip. - Purchased from American Institute of Aeronautics and Astronautics

52 J. J. SPILKER JR. AND B. W. PARKINSON

B. Tropospheric Effects

The troposphere/stratosphere can produce a variety of propagation effects on
radio waves from the satellite including the following:

1) Atmospheric attenuation

2) Tropospheric scintillation

3) Tropospheric refraction caused by the wet and dry atmosphere that produce
excess delay in the signal

1. Tropospheric Group Delay

The troposphere is a region of dry gases and water vapor that extends up to
approximately 50 km. This region has an index of refraction, n(h) = 1 +
N(h) X 1079, that varies with altitude. The index of refraction is slightly greater
than unity, and hence, causes an excess group delay in the signal waveform
beyond that of free space. This region is not ionized and is not frequency dispersive
because the excess group delay At is constant with frequency for frequencies
below 15 GHz and is approximately equal to the following:

A7 = [ o NI X 107

The excess group delay is normally on the order of 2.6 m for a satellite at zenith,
and it can exceed 20 m at elevation angles below 10 deg. Thus, it must be
modeled and removed if high accuracy positioning and time transfer are to be
achieved. Dry atmospheric effects that are relatively easily modeled account for
approximately 90% of the tropospheric excess delay. The wet atmosphere,
although only about 10% of the total, is highly variable and very difficult to
model. Detailed discussions of the ionospheric and tropospheric effects on GPS
are given in Chapters 12 and 13, this volume.

C. Multipath Effects
1. Multipath

Some of the most difficult navigation problems are for aircraft. Aircraft naviga-
tion and three-dimensional navigation in general are also prime motivations for
the GPS system. It is important to examine potential multipath effects that can
be present in aircraft navigation. An aircraft flying at altitude # has a multipath
environment with ground or sea surface reflections, as shown in Fig. 16. If the
satellite elevation angle is E, the reflected ray is delayed with respect to the
direct ray by AR = cAt = 2h sin E. If, as an example, 2 = 1 km and E =
10 deg, then the delay difference in the reflected signal is AT = 1.16 ps. The
sea surface reflection cannot be avoided easily by antenna design if we must
operate with satellites at low or moderate elevation angles. (The antenna pattern
must allow for aircraft banking.) Furthermore, the reflected signal amplitude
from the sea surface can at times be nearly as large or sometimes even larger
than the direct ray. As shown later in Chapters 3 and 7, the GPS receiver can
effectively reject most of the multipath signal if the differential delay At > 1.5
us for the C/A code and 0.15 us for the P(Y)-code. Note the region of potential
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Fig. 16 Multipath effects. Multipath delay varies with elevation angle E and user
altitude 4. Delay = AR = 2k sin E.

mutipath delay problems for the C/A code is then
1.5 p,s>%sinE= At

or
hsin E < (1.5 ps)c = 448.5 m.

Because the satellite is moving, the multipath will, in general, be time varying.
A reflected multipath signal has the following Doppler shift

Af = Ab = 2hsmE+)\2hEcosE

for the example shown in Fig. 16. More generally, the multipath may consist of
a whole array of scatterers/reflectors, as shown in the impulse response of Fig.
17b. If the number of reflectors is sufficiently large and they are modeled as

a) 4t
a
0 T t
b)
LARGE NUMBER OF
SMALL REFLECTIONS
————
1 |
0 TMIN TMAX

Fig. 17 Multipath channel impulse response with a) a single specular reflection;
and b) a large number of smaller reflections.
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independent random reflections, then the summed multipath reflection is approxi-
mately Gaussian and has a Rayleigh distribution in amplitude.

Within the constraints of available bandwidth (=2 MHz per channel for the
usual civilian receivers) and limitations on receiver complexity, the GPS signal
is designed to resist the interference from multipath signals for delay differences
that exceed 1 ps. Of special importance are multipath signals with a delay
difference corresponding to the aircraft sea surface reflections described above.
The capability for multipath discrimination of the selected GPS signal is examined
in Chapter 14, this volume. We should recognize however, that there can also
be reflections from nearby metallic or conducting surfaces (e.g., aircraft wings
or stabilizers) that cannot be discriminated against by choice of signal within the
bandwidth constraint because the delay difference is too small.

D. Other Perturbing Effects

In addition to the satellite clock and ephemeris errors of the GPS control
segment and the atmospheric effects of the ionosphere, troposphere, and
multipath, there are several other effects that are important for at least some
users. Each of these is briefly discussed below.

1. Relativistic Effects

The Giobal Positioning System is perhaps the first widely used system where
relativistic effects are not negligible. For example, referring back to Figs. 2 and
4, the position and time were all discussed in gravity-free inertial space with
stationary users and a nonrotating Earth. In fact, there are several relativistic
effects that are nonnegligible. These effects include the following: 1) gravitational
field of the Earth and Earth rotation; and 2) velocities of satellite and user. The
major effects cause an average increase in the satellite clock frequency as observed
by a user on Earth. These effects are partially accommodated by purposely setting
the satellite clock slightly low in frequency prior to launch. This topic is discussed
in Chapter 18, this volume.

2. Foliage Attenuation

One of the major classes of users for GPS are ground mobile users. If these
users are traveling along a road or highway, there is the possibility of obstructions
or tree foliage attenuations of the GPS segments. This topic is discussed in
Chapter 15, this volume.

3. Selective Availability

To reduce the potential for GPS to be used in hostilities toward the United
States, the accuracy of the GPS signal for civil users can be purposely reduced
by a capability called selective availability, which is discussed in Chapter 17,
this volume.
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GPS Signal Structure and
Theoretical Performance

J. J. Spilker Jr.*
Stanford Telecom, Sunnyvale, California 94089

I. Introduction

HIS chapter discusses the details of the Global Positioning System (GPS)
signal structure, its specifications, and general properties. The chapter begins
with a review of the general performance objectives and quantitative requirements
of the signal. Because the GPS signal falls into a broad category of signals known
as spread spectrum signaling, the fundamentals of spread spectrum signaling are
introduced. The chapter continues with a detailed description of the GPS signal
structure for both the precision (P code) and civil coarse/acquisition (C/A code)
signals. The various minor distortions and imperfections permitted by the GPS
satellite-user interface specification are also discussed. Although the general
format of the navigation data is summarized, details of the navigation message
are given in the next chapter. The radio frequency signal levels and relevant
signal-to-noise ratios are discussed next. The chapter concludes with a discussion
of the signal performance characteristics including: 1) C/A- and P-code cross-
correlation properties for multiple access, and 2) performance bounds on the
C/A- and P-code pseudorange tracking accuracy for the optimal delay—lock-loop
tracking receivers.
A brief summary of Galois fields that are the mathematical basis for maximal
length and Gold sequences is given in the Appendix.

A. Summary of Desired GPS Navigation Signal Properties

Based on the navigation accuracy and system requirements and the relevant
physics/communication theory discussed in the previous chapter, the system level
accuracy requirements can now be stated and translated into signal measurement
accuracy requirements. User position and velocity accuracy objectives translate
into requirements on pseudorange and other GPS signal measurements and infor-

Copyright © 1994 by the author. Published by the American Institute of Aeronautics and Astronau-
tics, Inc., with permission. Released to AIAA to publish in all forms.
*Ph.D., Chairman of the Board.
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mation on satellite position and clock time at the time of transmission that must
be available to the user receiver. This required information is summarized in Fig. 1.

The accuracy of the pseudorange measurements can be related to the desired
accuracy of position by the various dilutions of precision (DOP); e.g., position
dilution of precision (PDOP), and horizontal dilution of precision (HDOP). If it
is assumed that PDOP ~ 3 then a 10-m rms user position error translates into
a pseudorange accuracy* of = 10 m/3 = 3.33 m or 11 ns. Likewise, a civil user
needing 100-m real-time accuracy translates to a pseudorange accuracy of roughly
110 ns. In addition, the GPS signal should also possess the following properties:

1) Tolerance to signals from other GPS satellites sharing the same frequency
band; i.e., multiple access capability

2) Tolerance to some level of multipath interference—there are many potential
sources of multipath reflection; e.g., man-made or natural objects or the sea
surface for an aircraft flying over water

3) Tolerance to reasonable levels of unintentional or intentional interference,
jamming, or spoofing by a signal designed to mimic a GPS signal

4) Ability to provide ionosphere delay measurements—dual frequency mea-
surements made at L;, L, frequencies must permit accurate estimation of the
slowly changing ionosphere

1. Flux Density Constraints

In addition to the requirements stated above for the GPS signal, there are
requirements that the GPS signal received on the Earth be sufficiently low in
power spectral density so as to avoid interference with terrestrial microwave
line-of-sight communication. For example, a line-of-sight microwave terminal
carrying a large number of 4-kHz voice channels potentially can receive interfer-
ence from a GPS satellite signal that might be observed within the antenna pattern
of the receive microwave antenna. Thus, the power flux density of the GPS

GPS INFORMATION SOUGHT TYPE OF MEASUREMENT/PROCESSING OF GPS SIGNAL
Range/Velocity/Change in Range e P doRange M of the Signal Structure
® Carrier Freq y Doppfler M,

¢ Carrier Phase Change - Accumulated Deita Range (Phase)
Measurements

* Dual Frequency Measurements to Cope with lonospheric
Delay Uncertainty

Satellite Position, Clock Time

Satellite Selection _ « GPS signal from each satellite must carry data

tonospheric Modeling which can be demodulated by the user recelver

and Other Error Maodeling to permit satellite position, velocity and clock time
estimation

Fig. 1 GPS information sought and measurement/signal processing by the user
receiver.

*This statement assumes that there are no other error effects besides pseudorange. There are other
errors; e.g., satellite position and clock time errors, but at the moment only the GPS pseudorange
error effects are considered.
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satellite signal in a 4-kHz band is constrained so as to remain below a certain
level, thus eliminating the possibility of interference on one or more voice
channels. Because the 24 GPS satellites orbit the Earth in 12-h orbits, many
microwave radio locations will observe GPS satellites at low-elevation angles at
one time or another. For this reason, the International Telecommunication Union
(ITU) has set flux density regulations on the power that can be generated by a
satellite-to-Earth link. In the 1.525-2.500 GHz band, the flux density limit for
low-elevation angles is —154 dBW/m? for any 4/kHz frequency band'. Because
the constraint is on power flux spectral density rather than total radiated power,
a satellite can radiate more total power and stay within the flux density limit if
the signal energy is spread out fairly uniformly over a wider spectral band. The
Global Positioning System uses spread spectrum signals to achieve this goal
wherein the signal spectra are spread out over a much wider bandwidth than
their information content in order to permit use of higher power levels and, of
course, to achieve sufficiently precise ranging accuracy. For a unity (0 dB) gain
antenna, the aperture area is A = A4, and for GPS L, at 1.57542 GHz, where
the wavelength is A = 0.1904 m and A = 2.886 X 107* m® or —25.4 dB relative
to 1 m’ Thus, this flux density limit transblates to a power level to a unit
gain antenna at 1.54542 GHz of —154 — 254 = —179.4 dBW in any 4-kHz
frequency band.

In addition to constraints for line-of-sight microwave radio, there are also
constraints to protect radio astronomy. Radio astronomy makes use of the 1420.4
MHz spectral line of neutral atomic hydrogen (the 1400-1427 MHz band is
assigned for radio astronomy) and the OH radical molecule with lines at 1612.232,
1665.402, 1667.359, 1720.530 MHz.” Thus, the GPS satellite signal is specially
filtered to avoid interference with these bands.

B. Fundamentals of Spread Spectrum Signaling

Spread spectrum signaling in its most fundamental form is a method of taking
a data signal D(¢) of bandwidth B, that is modulated on a sinusoidal carrier to
form d(¢), and then spreading its bandwidth to a much larger value B, where B,
>> B,. The bandwidth spreading can be accomplished by multiplying the data-
modulated carrier by a wide bandwidth-spreading waveform s(#). A simplified
spread spectrum system is shown in Fig. 2. The figure shows a conventional
biphase modulated transmitter* on the far left, followed by a spectrum-spreading
operation, an additive noise and interference transmission channel, and the spread
spectrum receiver processor. A binary data bit stream D(f) with values D = *1
and clock rate f; is first modulated on a carrier of power P, to form the narrow
bandwidth signal:

d(t) = D(t) /2P, cos w,t %))

This narrow bandwidth signal of bandwidth B, is then spread in bandwidth by
a binary pseudorandom signal s(t) where s(f) = *=1 and has a clock rate f; that
greatly exceeds the data bit rate; i.e., f, >> f,. For random data and spreading

*In general the data signal D(r) can be multilevel and complex. However, this discussion is
restricted to binary real D() = *1.
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Fig. 2 Simplified spread spectrum link.

codes, the data D(t) and spreading waveforms s(¢) have the following power
spectral densities, respectively, as shown in Fig. 2.

G = é{(sm mAf(f)E and  G(f) = }{(sin AL

Because the timing of the data and clock transitions are synchronous, the spread
spectrum product D(f) s(r) has exactly the same spectrum as that of s(¢f) alone.
The spread spectrum signal then has the following form:

st) = s(Od(t) = s(OD(1)\/2P; cos w,t @

where the spreading signal is as follows:

sty = 2 Sp(t — nT) ©)

and p(?) is a rectangular unit pulse over the interval {0, 7, = 1/f,} and S, is a
random or pseudorandom sequence S, = *1. In general, p(f) can represent a
filtered pulse, and different spreading waveforms s(f) with coefficients S, in Eq.
(3) can separately modulate in-phase and quadrature carrier components. For this
example, we restrict the discussion to rectangular pulses and biphase modulation.
This form of spread spectrum is termed direct sequence-spread spectrum
(DS-S9S), and it is one of many different forms of spread spectrum. Other forms*
include spreading by pseudorandom frequency hopping, termed frequency hop-

*There are other means for bandwidth spreading, such as low rate error correction coding, that
do not employ an independent spreading waveform.?
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spread spectrum (FH-SS), and various hybrid forms of DS-SS and FH-SS. We
restrict our discussion here to DS-SS because it provides a means to recover
precise timing, and at the same time, it permits recovery of the pure rf carrier.
The ability to recover pure carrier is key to precision differential delay and Doppler
measurements that provide accuracies on the order of 1% of a carrier wavelength.

The DS-SS signal in Fig. 2 next passes through a channel (with zero channel
delay for simplicity and without loss of generality) with additive white noise n(z)
of power spectral density N, and interference b(?) to form the received signal
() = s(t) d(t) + n(t) + b(t) where b(¢) is a pure tone interference of power P,.
In the receiver, an identical and precisely time-synchronized replica spreading
signal s(7) is generated and correlated (multiply and filter) with the received noisy
signal. The fact that the received replica must be accurately time synchronized is
shown later to be the exact property that enables the system to extract accurate
timing and ranging information. That is, the signal has a narrow autocorrelation
envelope of width inversely proportional to the clock rate f.. The receiver multi-
plier converts the desired signal d(¢) s(f) to d(¢) s’(¢) = d(¢) because sX1) = 1;
that is, it compresses the spread spectrum signal to its original narrow bandwidth
with only the data modulation remaining. The noise spectral density is still N,
because convolving white thermal noise with a continuous constant envelope
spread spectrum signal is still white Gaussian noise. The narrowband interference
b(¢) has now been spread to look like s(f) and has bandwidth B, similar to the
manner in which the narrowband signal d(f) was spread in the transmitter. Filtering
this multiplier output through a bandpass filter passes the narrowband signal d(r)
relatively undistorted, however only a fraction of the noise and interference power
passes through the bandpass filter with power N, B, and P, (B/B,), respectively.

Demodulation of this filtered output then produces a bit error rate that is
determined by this noise and interference level. Note that if there is only thermal
noise and no other interference is present, then the receiver output is exactly the
same in terms of signal power and noise density as if there had been no spectral
spreading at all. That is, the effects of the spreading and despreading by the
binary pseudorandom code s(#) in the transmitter and receiver cancel. Thus, the
use of properly synchronized spread spectrum signaling neither improves nor
degrades the signal performance against a thermal noise background.

However, the performance against a tone interference of fixed power is greatly
improved because the interference power level is reduced by the ratio of the
clock rates f./f;. The ratio, f./f;, of the PN chip rate f; to the data bit rate f; is
termed the processing gain of the spread spectrum system and is a key parameter
because it determines what fraction (f/f.) of the interference power passes through
to the output. Whereas the thermal noise power increases in direct proportion to
radio frequency bandwidth, the interference power is fixed and independent of
bandwidth. In fact, spread spectrum signaling is effective against a much broader
class of interference than simple tone interference.

1. Direct Sequence-Spread Spectrum Signals—Autocorrelation Function
and Spectrum

A noise-like pseudorandom binary spreading sequence s(f) bears a close resem-
blance to a random sequence. A purely random binary sequence is generated by



JAIAA

The World's Frum fr dsropos Landedip. - Purchased from American Institute of Aeronautics and Astronautics

62 J. J. SPILKER JR.

a coin-flipping operation where the outcome is equally probable *1. This
sequence at clock rate f, can generate the waveform s(f) of (3), which is shown
in Fig. 3a, and it has a triangular autocorrelation function and (sin m7flmif)?
shaped power spectral density as shown in Fig. 3b,c. As is shown in a later
paragraph, a close approximation (pseudorandom) to a random sequence can be
generated by using suitable feedback shift registers. Thus, we can generate a
replica waveform at the receiver and suitably time synchronize this replica to
the received signal.

2. Multiple Access Performance of Spread Spectrum Signaling

It is often desired to provide a method by which multiple signals can simultane-
ously access exactly the same frequency channel with minimal interference
between them. Spread spectrum signaling has the capability to provide a form
of multiple access signaling called code division multiple access (CDMA) wherein
multiple signals can be transmitted in exactly the same frequency channel with
limited interference between users, if the total number of user signals M is not
too large. This multiple access capability is important for GPS because a user
receiver may receive simultaneously 10 GPS signals from 10 different satellites,
wherein all signals occupy the same frequency channel and are continuous (i.e.,
not time gated). For example, assume that there are M signals, all of exactly the
same power P, received at a receiver antenna. If all M signals are received with
exactly the same code clock delay, it is possible to select a certain number of
signals that are completely orthogonal, and thus cause no multiple access interfer-
ence provided M = f.T, where f; = 1/T, is the data bit rate. However, in many
communication/ranging tasks orthogonal signaling is not possible because the
signal sources—the GPS satellites in our example—cannot possibly all be equally
distant from each user. Good multiple access performance is still possible, how-
ever, by selecting the different GPS spread spectrum pseudorandom codes to be
nearly uncorrelated for all possible time offsets.

G _(sin n'/Tc)2

A 1) = E{s)s(t+7)] wiTe

Te

s
+

T e
a) b) c)
Fig. 3 Random binary sequence, autocorrelation function, and power spectral

density—a) waveform, b) autocorrelation function, and c¢) power spectral density.
The clock rate is f, = 1/T..
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Examine two multiple access signals s,(¢) and s,(f), which are both uncorrelated
pseudorandom codes with identical spectra G,(f) and are both transmitted on the
same frequency channel and received with independent random timing. The
receiver of Fig. 2 for the first signal; e.g., s(f), cross-correlates the received
additive signals with the desired reference signal code s(r). Ignoring the data
modulation, carriers, and noise for the moment, the correlator output is then
st =) st —7) + 5t — 1)1 =1+ st — 7)) st — 7). The unity term
is the desired component, and the spread spectrum multiple access interference
term is st — 7)) st — 7;). For random time offsets between the two signals
and power level P,, the multiple access interference spectrum is defined as G,,(f)
and is obtained by convolving the individual spectra (see Fig. 4):

G.lf) = P, J GWG(v — fidv and G,(0) = P, J GYv)dv

Assume that the processing gain is large; i.e., f/f; >> 1. Then only the multiple
access interference spectrum near f = 0 is significant because the correlation
filters can have a bandwidth on the order of f;. The convolved spectrum at
f = 0 can be computed to be:

GolO) = P, J of

0

> [sin Tflf, :
()

Gral0) = (%)(&/ﬁ)

Note that if the multiple access signal has transitions coincident with the
reference signal; that is, a nonrandom time offset, the multiple access interference

o
-
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o
.
[
o oo’ -

Power Spesctra
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~ r S
/
=

K \
N a2

[ Se L r—
[} 1 2 3 4
Second Normalized Prequency

Fig. 4 Original spectrum (sin m/7f)’ (dashed line) and the convolved spectrum
G, () (solid line) at the correlator output, for a normalized clock rate f, = 1 for
an unfiltered pseuderandom signal. Note that the multiple access power spectral
density at f = 0 decreases to 2/3.
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is not spread, and the factor of 2/3 does not appear. Note also, that this result
(Fig. 4) assumes that the [(sin nflf)/nflf.}? spectrum includes all of its sidelobes
and is not filtered. If the signal is filtered to include only the main lobe the factor
of 2/3 increases to approximately 0.815. If the signal spectrum is rectangular the
factor is unity. As shown later, the transmitted GPS C/A code is nearly unfiltered
and contains sidelobes out to the 10th. The GPS P code has the same bandwidth
but 10 times the clock rate, and thus only contains the mainlobe.

Because there are M-1 interfering multiple access signals, and there is only
one desired signal for each tracking receiver, the net effect of the M-1 multiple
access signals is to increase the effective noise spectrum in the vicinity of the
desired data modulation from a value N, with no multiple access interferences
to an equivalent noise density:

Nuy = N, + %(M - 1>Ps/fc = NI + 5M = DPJEN, )

Table 1 summarizes the equivalent noise density relationships for spread spec-
trum multiple access signals for the complete (sin x/x)* spectrum, (sin x/x)?
mainlobe only, and rectangular spectra.

Thus, if all sidelobes are included, the effective noise density is increased by
the factor 1 + (2/3) (M — 1) P,/f., and the effective energy per bit E, to equivalent
noise density ratio decreases to the following:

E, P.T, P, 1

Neg

N, 5
N,,[l + %(M - l)PJﬁN,,] oS [1 + %(M - I)PS/fCNo] ©)

The quantity E, is the energy per bit E, = P,/f,. The quantity E,/N,,, determines
the output error rate. For biphase modulated (antipodal) signaling the E/N,,,
needs to be on the order of 10 if no error correction coding is employed.* If the
performance of the system is not to be degraded by more than 3 dB relative to
thermal noise performance, then from (5) the number of equal power multiple
access signals is limited by the following:

3(N.f. 3(N.,f. 3(f E,
< D= = 2 =12 )+ =
M 2( P, ) + 1 Z(E,fd) +1 20(& 1 for . 10 6)

the limit on M increases as the spread spectrum clock rate of f; increases. Again,
it is pointed out that the factor of 3/2 applies only for the unfiltered (sin x/x)*
spectrum.* Note that for GPS there are often M = 9, 10 GPS signals in view.
See the later chapter on the GPS constellation. Furthermore, note that if the

*Although GPS does not employ error correction coding, it should be pointed out that the use of
spread spectrum signaling generally does permit the use of low rate error correction codes that can
allow operation at low values of E,/N, without suffering from bandwidth expansion because the
spread spectrum signaling is already broadening the spectrum by itself.

tFor example, with fc = 10% and f; = 50, this result, (6), becomes:

M < (3/20)(10%/50) + 1
M<3X10°+1
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Table 1 Equivalent noise density for M equal power spread spectrum signals
of different power spectral densities®

Multiple access equivalent noise density

Spread spectrum signal spectra aaF=0

G(f) —o<f< [ M- DP] ("

O ===t an+(———)—:|f G of

L Nﬂ -
. 2 _
M- 1)P

1 sm“ﬂ'ﬂfc)’_w<f<oo N1+ 2\ ¢ )s]
f L =flf | 3)  fN,

All sidelobes

| —

[ sin wf/fc]2 - N '1 L M = DP,
£ L . ]\2sinintegral2m)/’ L N,
~f.<f<f

2 sin integral(4w) — sin integral(2m)
(2 sin integral(2m))*

Mainlobe only M — 1P,
= N,| 1 + ————0.815497)
SN,
Rectangular spectrum M — DP,
o N"[”(fw)]
— < < 0
7 h<I<S

*The reference signal spectra G,(f) are all normalized to unity signal power. Each of M received
signals has power P;.

desired signal is 1/10th of the power of the other signals, the value of M permitted
decreases approximately by a factor of 10. As shown later, in some instances
the DS-SS code has a relatively short period (e.g., the GPS C/A code), the
spectrum of the spreading code has line components spaced at the epoch rate,
and the performance is not quite as good as indicated above.

3. Generation of the Spreading Signal Using Linear Feedback Shift
Registers

Figure 5 shows a simple four-stage linear feedback shift register with taps
after stages 1 and 4, which are modulo-2 added to form a short period maximal
length pseudorandom or pseudonoise PN sequence. The sequence of shift register
state vectors is shown in Fig. 5b, where the initial state vector is as follows:
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a) n= 4 FOUR STAGE FEEDBACK
SHIFT REGISTER
CLOCK fc

ouTPUT
SEQUENCE SHIFT REGISTER
f DELAY ELEMENT
[} 1 [ o
) o [3} D
1 2 3 P '
b) sequenceor STATE15= 2" -1
STATES TIME ——»
1 2 3 4 5 & 7 8 9 0 11 2 13 14 15 16
o o o <t 1+ r~_06 t o0 1t 1t {0y o 1 o o o
lZ 10 0 0 YL 1 ot ~_ 06 1t o0 1 [l1j 0o o 1 0o ofABT
3o 1+ o0 o0 © Yt 1 f Tw~_0 1 0 |1t 1t 0 0 1 0| STATES
4lo o ¢ 0 0 o0 %+ 1 1 SN 0 1 o/ 1 0 0 1

Fig. 5 Generation of a PN sequence using a maximal length feedback shift register
and the 2* — 1 = 15 sequence of code generator states. The state vectors each have
four binary components, as shown in b.

§ =

—_ e O

The state vector components are defined by the state of each of the four binary
shift register delay elements. As long as this shift register is not set to
the “all zero” state, it will cycle through all 2* — 1 = 15 state vectors
in a periodic manner. Only specific tap combinations produce a sequence of
length 2* — 1 = 15. In general, an n stage linear feedback shift register (LFSR)
with proper taps generates all 2" of the n-bit states except the all-zero state,
thus it cycles through each of the possible state vectors. The use of the word
“linear” refers to the restriction on the logic to modulo-2 adders. Thus, there are
2" — 1 states in the period of the sequence, and the sequence has a period 2" — 1.

Figure 6 shows the PN sequence at the output of a selected stage. The autocorre-
lation of the PN sequence where s(f) = *1 is the following:

R(@) = (1/15) [15 s()s(t + Dde

and for rectangular pulses has the form shown in Fig. 6c when expressed as a
function of continuous time.

The maximal length sequence can be designed to have an arbitrarily long
period 2" — 1 by increasing the number of stages n. As » increases, the maximal
length sequence becomes more random in appearance or pseudorandom, and its
spectrum approximates the (sin x/x)? spectrum of Fig. 3. Because of the sharp
(narrow in time) peak of the autocorrelation function for a high clock rate signal,
the waveform also can be used for very accurate measurements of time and range
or pseudorange. Obviously, this characteristic is key for GPS. An introduction
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Fig. 6 Autocorrelation function of a PN sequence with P = 2* — 1 = 15 states.

to the more detailed analysis of PN codes and Galois field algebra for PN codes
is given later in the chapter as an appendix.

II. GPS Signal Structure

In this section, the structure of the GPS signal is described in detail. The
general properties of the civil and precision direct sequence spread spectrum
signals and codes are discussed and related to many of the system requirements.
Detailed analyses of the performance of the signal are given in the next section.

As stated earlier, the GPS system must provide authorized users with a 10-m
or less rms position error, which for a PDOP ~ 3 translates to a required accuracy
of pseudorange measurement on the order of 11 ns. The Global Positioning
System chose to accomplish this required accuracy with a 10.23-Mcps precision
P code. Two other GPS objectives, rapid acquisition of the P-code and providing
a lesser but still revolutionary three-dimensional accuracy for the civil user are
achieved by the use of the civil coarse/acquisition (C/A)-code, which has a 1.023-
Meps chip rate and a code period of 1023 chips. Civil users do not have access
to the P(Y) code when the P code is in the antispoof (AS) Y-code mode. The
somewhat unusual code rates of 1.023 Mcps and 10.23 Mcps are selected so that
the period of the C/A code corresponds exactly to 1 ms for time-keeping purposes.



JAIAA

The World's Frum fr dsropos Landedip. - Purchased from American Institute of Aeronautics and Astronautics

68 J. J. SPILKER JR.

A. Multiplexing Two GPS Spread Spectrum Signals on a Single Carrier
and Multiple Access of Multiple Satellite Signals

Two important questions to deal with are how to multiplex the two codes,
C/A and P, on a single carrier and how to provide the muitiple access of the
various GPS signals that are to be received from the different satellites within
the available frequency band.

The GPS L, signal has two spread spectrum signals, civil, C/A, and precision,
P, multiplexed onto a single radio frequency carrier. In addition, the signals from
multiple satellites must share the same frequency channel. The Global Positioning
System multiplexes the civil and precision code on a single carrier in phase
quadrature and then employs CDMA so that the different satellite signals can
share the identical frequency band. Each satellite P signal occupies the entire
available bandwidth to maximize timing accuracy. Table 2 shows the multiplexing
and multiple access alternatives considered during the original design of the
GPS signal.

Time multiplexing of the two signals, civil (coarse) and precision on one
carrier; i.e., transmitting a portion or all of the period of the civil signal followed
by a portion of the long military signal, was a possible choice for GPS. However,
a time multiplexed signal would not have permitted continuous phase measure-
ment of the carrier because the civil user does not have access to the military
precision signal. The ability to perform precision carrier phase measurements
was always considered to be of key value to the GPS system. Time gating of
the shorter C/A civil signal would also change its autocorrelation characteristics
and results in a less desirable cross-correlation performance.

The alternative selected for GPS is to modulate the civil C/A signal on the
in-phase component of the L, carrier and modulate the precision P signal on a
quadrature phase (90 deg rotated), thus providing a constant envelope modulated
carrier even if the two signals have different power levels. The GPS signal then
has the form (neglecting data modulation) XP,(¢) cos w,t + XG(?) sin w,t where
XP; represents the P-code and XG; represents the C/A code. Data biphase modu-
lates both inphase quadrature components identically.

The selected multiple access technique for GPS is CDMA wherein the signals
are separated through the use of codes with good cross-correlation properties.
Code division multiple access in some systems has a so-called “near—far” problem
when substantial differences exist in the received signal levels from different

Table 2 Alternative multiplexing and multiple access techniques considered for
the global positioning system

Methods of
multiplexing
onto a single Time multiplex civil In phase and
carrier and military codes quadrature multiplex
Multiple access Frequency Time division Code division
methods division multiple multiple
multiple access access
access
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transmitters. However, with GPS, the satellites are all at roughly the same range,
and the received signal levels normally do not vary greatly. (Exceptions occur
when the signal from a given satellite is blocked momentarily by an aircraft wing
tip, or, if on the ground, by tree foliage.) The choice of a specific family of codes
for GPS that provide the desired code division multiple access performance is
discussed in detail in later paragraphs.

An alternative multiple access technique considered was frequency division
multiple access (FDMA). Frequency division multiple access of the satellite
signals, which was subsequently selected for the GLONASS navigation satellites,
has the advantage that the civil signals can be truly uncorrelated by offsetting
the carriers in frequency by the bandwidth of the civil PN code. However, this
approach occupies a larger bandwidth for a given code bandwidth, a disadvantage
that the GLONASS developers diminished by operating the civil signal at roughly
half the clock rate of the GPS signal. The GLONASS civil signal operates with
a single 511-bit length PN code at 511 kbps, and spaces the carriers in frequency
by 562.5 kHz.** GLONASS is discussed more extensively in a later chapter.
Decreasing the C/A-code clock rate for the same power flux density on the
ground would provide a somewhat lesser accuracy. The other aspect of the
frequency division approach felt to be a disadvantage was that the user receiver
would have to operate with several frequency offsets if many satellites were to
be tracked simultaneously. It was believed that the frequency division multiple
access operation had a cost implementation disadvantage for the state of the art
at that time (1973-1974).

B. GPS Radio Frequency Selection and Signal Characteristics

During the design phase of the GPS system, various frequency bands were
considered for the GPS signal. Although a strict optimization of the frequency
is not meaningful because only certain frequency bands could be made available,
several considerations were important in selecting the GPS frequency band. Some
of these are noted in Table 3.

The use of L-band gives acceptable received signal power with reasonable
satellite transmit power levels and Earth coverage satellite antenna patterns,
whereas the C-band path loss is roughly 10 dB higher because the path loss is
proportional to f? for an omnidirectional receive antenna and fixed transmit
antenna beamwidth and range. The large ionospheric delay and fluctuation in
delay weighs against uhf as does the difficulty in obtaining two large (=20 MHz)
bandwidth frequency assignments in the uhf band (two frequency bands are
necessary for ionospheric correction). Thus, L-band was selected, and dual fre-
quencies permit ionospheric group delay measurements. The signal bandwidths
at both center frequencies are 20 MHz.

1. Global Positioning System Signal Characteristics

Thus, the GPS signal consists of two components, Link 1 or L, at a center
frequency of 1575.42 MHz and Link 2, L,, at a center frequency of 1227.6 MHz.

*The center frequencies of the channels are 1602 + 0.5625 n MHz, where n = 0, 1, 2, ... , 24.
See Chapter 9 in the companion volume.
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Table 3 Global positioning system transmission frequency band selection
considerations
Performance uhf ~400 L-band C-band
parameter MHz (1-2 GHz) (4-6 GHz)

Path loss for Path loss Acceptable Path loss ~ 10 dB
omnidirectional lowest of larger than at
receive antenna- the three L-band
loss ~f?

Ionospheric group Large group | Group delay 2-150 | Group delay ~ 0-15 ns
delay, AR ~ 1/f? delay, ns at 1.5 GHz

20-1500 ns

Other considerations | Galactic noise | — Rainfall/atmospheric
~ 150°K at attenuation can be
400 MHz significant in 4-6 GHz
band 0.1 to 1 dB/km
at 100 mm of
rain/hour

Each of the center frequencies is a coherently selected multiple of a 10.23 MHz
master clock. In particular the link frequencies are the following:

L, = 1575.42 MHz = 154 X 10.23 MHz
L, = 1227.6 MHz = 120 X 10.23 MHz

Similarly, all of the signal clock rates for the codes, radio frequency carriers,
and a 50 bps navigation data stream are coherently related.

The frequency separation between L, and L, is 347.82 MHz or 28.3%, and it
is sufficient to permit accurate dual-frequency estimation of the ionospheric group
delay. (The ratio of L,/L, = 77/60 = 1.2833.) The ionospheric group delay varies
approximately as the inverse square of frequency, and thus measurement at two
frequencies permits calculation of the ionospheric delay. The ionospheric group
delay correction is obtained by subtracting the total L, group delay 74p,, from
the total L, group delay 7ep,, in order to cancel the true pseudorange delay. This
difference Ar is then (neglecting random noise for the moment) the following:

—_ i__ _é_= A 1 — Tiono
2 fA  f}1.54573 154573

Q)

1

(8)

At = Tepr, — TepL,

or
Tono = Alff, = 1.54573 At

where T, is the ionospheric group delay at L,, and At is the measurable
difference between total propagation delays at L, and L,. Thus, the frequencies
L, and L, are separated far enough in frequency so that the ratio is only a factor
1.54573. Ionospheric effects and models are discussed both in Chapter 4 and in
considerable detail in Chapter 12, this volume.
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As discussed in Chapter 18, the relativistic effects are not negligible in GPS
but are partially compensated for in the satellite by offsetting the 10.23 MHz
master clock rate to a slightly lower number before launch. As the signal
approaches the Earth from the satellite, the frequency increases slightly because
of relativity by approximately the same factor as the offset, and for a stationary
user on the Earth’s surface, the GPS signal clock appears to have a frequency
very close to the desired 10.23 MHz. Henceforth, when reference is made to the
desired 10.23 MHz, the frequency will always be this slightly offset frequency
as far as the satellite clocks are concerned when observed prior to launch. The
actual frequency of the satellite clocks before launch is 10,229,999.995453 MHz
or an offset of Af = 4.57 mHz below 10.23 MHz. The fractional frequency offset
is — 4.46 X 107'%see Ref. 6).

The L, signal is modulated by both a 10.23 MHz clock rate precision P signal
and by a 1.023 MHz civil C/A signat to be used by the civil user. The transmitted
signal spectra for both L, and L, are shown in Fig. 7. The binary modulating
signals are formed by a P code or a C/A code that is modulo-2 added to the 50
bps binary data D, to form* P&ED and C/A & D, respectively. The P code also
can be converted to a secure antispoof Y code at the same clock rate, and is
labeled the P(Y) code. The L, signal has an in-phase component of its carrier
that is modulated by the P signal, P®D, and a quadrature (within =100 m rad)
carrier component that is modulated by C/A®D. The peak power spectral density
of the C/A signal exceeds that of the P code at L, by approximately 13 dB
because it is nominally 3 dB stronger and has 1/10 the chip rate and bandwidth.
The in-phase and quadrature waveforms and phasor diagram of the L, signal are
shown in Fig. 8.

The L, signal is biphase-modulated by either the P code or the C/A code.
Normal operation would provide P- or Y-code [labeled P(Y)] modulation on
the L, signal. There may or may not be data modulation on L, dependent on
ground command.

— +—2,046 MHz
sinx)? % C/A CODE
[ (T) /A COD
SPECTRUM . 1 P CODE

T s _ o

| 12276MHz | | 1575.42MHz | f—

| i i I

be—20.46 MHz—! le—20.46 MHz—

L2 L1
SIGNAL SIGNAL

Fig. 7 GPS power spectral density.

*The symbol @ stands for modulo-2 addition of 0, I numbers, which is equivalent to multiplication
of +1, —1 numbers, respectively.
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Fig. 8 GPS L, signal waveform and phasor diagram. The P code for satellite i is
labeled XP;, and the C/A code for satellite { is labeled XG,. a) Radio frequency
waveforms for the P signal and C/A signal (carrier not to scale). b) Phasor diagram.
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The GPS satellite can also transmit a third L-band carrier modulated by the
C/A code at an L; frequency of 1381.05 MHz = 135 X 10.23 MHz. This signal
is utilized only in a time-gated mode for a Nudet (Nuclear Detonation) Detection
System (NDS) and is not used in the GPS navigation receiver.

C. Detailed Signal Structure

The L, signal contains both in-phase and quadrature signals. The signal trans-
mitted (see Fig. 8) by the satellite i is then as follows:

5.0 = JZPXG(DD(®) cos(wit + &) + 2P XP(OD() sin(wit  (9)
+ ¢)

where w; is the L, frequency as defined above, ¢ represents a small phase noise
and oscillator drift component and P. and P, are the C/A and P signal powers,
respectively. Oscillator frequency stability is obtained using redundant cesium
and rubidium atomic frequency standards. (The first satellite in the GPS series
NTS-2, had a long-term clock stability better than 2 X 107" and later satellites
have improved stability ~3 X 107'%). The P code XP(#), is a * 1 pseudorandom
sequence with a clock rate of 10.23 Mbps, and a period of exactly 1 week. Each
satellite i transmits unique C/A and P codes. The binary data D(¢), also has
amplitude *1 at 50 bps and has a 6 s subframe and a 30 s frame period. The
C/A code XG; is a unique Gold code of period 1023 bits and has a clock rate of
1.023 Mbps. Thus, the C/A code has a period of 1 ms.

In GPS, the C/A-code strength is nominally 3 dB stronger than the P code on
L,. As already mentioned above, the code clocks and transmitted radio frequencies
are all coherently derived from the same on-board satellite frequency standard.
The rms clock transition time difference between the C/A and P code clocks is
required to be less than 5 ns. Both C/A and P codes are of a class called product
codes; i.e., each is the product of two different code generators clocked at the
same rate where the delay between the two code generators defines the satellite
code i (see Fig. 9). The specific component codes forming the product code for
P and C/A are quite different, but the principle is similar. The clock interval for
the C/A code T, = 10T, where T. is the P-code clock interval in the figure.

1. P Code—Precision Code

The P code for satellite i is the product of 2 PN codes, X1(¢) and X2(t + n7),
where X1 has a period of 1.5 s or 15,345,000 chips, and X2 has a period of
15,345,037 or 37 chips longer. Both sequences are reset to begin the week at
the same epoch time. Both X1 and X2 are clocked in phase at a chip rate
f. = UT, = 10.23 MHz. Thus, the P-code is a product code of the following form:

XP(H) = X1(OX2(t + nT), 0 <n <36 (10)

where X1(¢) and X2(¢) are binary codes of value =1 and XP(¢) is reset at the
beginning of the week. The delay between X1(#) and X2(z) is n; code clock
intervals of T, s each (see Fig. 10). The X1 and X2 codes are each generated as
the products of two different pairs of 12-stage linear feedback shift registers)
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Fig. 9 GPS code generators for satellite i. Both the C/A- and P-codes are
product codes.

X1A and X1B and X2A and X2B with polynomials specified in the GPS-ICD-
2005 as follows:

X1A: 1 + X° + X + X" + X©

XIBE1+X+X+X+X+X+ X0+ X"+ X2 (11)
XAT+X+ X+ X+ X+ X + X+ X+ X0+ X" + X2

X2B 1+ X+ X+ X +X+X + X"

See the Appendix for a discussion of code polynomials, Galois fields, and
shift registers.

For now, suffice it to say that these polynomials give the feedback tap positions
of the 12-stage shift registers, X1A, X2A, X1B, X2B, of Fig. 10. Recall the
introductory discussion of Fig. 5. The X1A4 and X1B codes have different relatively
prime periods as do the X2A and X2B codes. A 12-stage maximal length shift
register produces a code period of 22 — 1 = 4095. If two code generators are
short cycled to give relatively prime periods less than or equal to 4095, then the
product code can have a period in the vicinity of 1.6 X 107, the product of the
two periods. For GPS, the two product codes have been short cycled to relatively
prime periods of 15,345,000 and 15,345,037 for the X1 and X2 respectively.
Likewise, the product of X1 and X2 codes generates a new code that has a period
that is the product of the periods, unless it is short cycled.
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Fig. 10 Simplified P-code generator block diagram.

The product of X1 and X2 codes clocked together act somewhat like two gears
with a number of teeth on each gear corresponding to the periods of X1 and X2
as shown in Fig. 11. If we imagine that the teeth of both gears are coded in
black and white according to the respective binary chips in the PN sequence,
then for relatively prime code lengths for X1 and X2 the period of this product
code is equal to the product of the two individual codes periods (the number of
teeth on each gear wheel). Each satellite has a unique code offset n,T between
code X1 and code X2, which makes the P-code unique as well. The increase in
code period for X2 by 37 relative to X1 allows the values of #; to range over
0-36 without having any significant segment of a P code of one satellite match
that of another. Thus, we have 37 different pseudorandom P codes.

For a different view of the P code, note that the period of a product of X1 and
X2 codes, each of which has a relatively prime period, is the product of the
periods; i.e. (15,345,000) X (15,345,037) = 2.35469592765 X 10", Thus, if the
P-code were allowed to continue without being reset, each P code would continue
without repetition for slightly more than 38 weeks. In effect, this overall period has
been subdivided so that each of 37 possible GPS satellites or ground transmitters
(pseudolites) gets a 1-week period code, which is nonoverlapping with that of
any other satellite.

A long period code such as the P code is difficult to acquire without acquisition
aids. For example, a receiver correlator must be timed to within roughly one P-
code chip or roughly 0.1 ps and clocked in synchronism in order to correlate at



JAIAA

The World's Frum fr dsropos Landedip. - Purchased from American Institute of Aeronautics and Astronautics

76 J. J. SPILKER JR.
X1 CODE X2 CODE
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i
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EPOCH OF X1

TEETH
(Code chps™~a.

GEAR GEAR
15,345,000 TEETH 15,345,037 TEETH
PERIOD 1.5 SEC
Fig. 11 P-code-subcode characteristics as represented pictorially by two gear wheels
with light sensors for both gear wheels.

all. Note that the period of the X1 code is exactly 1.5 s,i.e., 1.5 X 10.23 X 10¢ =
15,345,000, and there are this same number of code chip time bins to search.

A timing Z-count is defined in Fig. 12 as the number of 1.5 s X1 epochs since
the beginning of the week. There are four X1 epochs per data subframe of 6 s.
To help the receiver to acquire the long period P code, the 50 bps datastream
contains an updated handover-word (HOW) for each 6-s subframe. The HOW
when multiplied by 4, equals the Z-count at the beginning of the next 6-s subframe.
Thus, if we have acquired timing from the relatively short C/A code and know
the subframe epoch times and the HOW words, we can instantly acquire the P-
code at the next subframe epoch. Figure 13 summarizes the timing relationships
between X1, X2 epochs, and the Z-count and HOW words.

2. Antispoof P(Y) Code, Nonstandard Codes, and Selective Availability

The P code is a long, 1-week period code; however, it is published in GPS-
ICD® and is available to potential spoofers or jammers. (A spoofer generates a
signal that mimics the GPS signal and attempts to cause the receiver to track the
wrong signal.) For this reason, the GPS system has the option to replace the
P code with a secure Y code available only to authorized U.S. Government users.
The Y code is employed when the “antispoof” or AS mode of operation is
activated. The Y code is a secure version of the published P code that operates
at the same clock rate as the P code, but has a code available only to authorized
users. The main purpose of the Y code is to assure that an opponent cannot spoof
the Y-code signal by generating a Y-code replica.

Nonstandard C/A and Y codes (NSC and NSY codes) are used in place of the
C/A and P(Y) codes to protect the user from a malfunction in the spacecraft.
They are only used for a malfunctioning satellite. These codes are not used in
navigation receivers.
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Fig. 12 Timing diagram for the P-code components X;, X;, and the Z-count and
HOW message relationship (not to scale). The HOW message is carried in the 50-

bps datastream.
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Fig. 13 GPS received signal time and the Z-count navigation data that are used to
help acquire the P-code once the C/A code is acquired. The Z-count also aids in time
ambiguity resolution for the C/A code.
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Selective availability is a purposeful degradation of the GPS signal by the U.S.
Government that can be imposed to restrict the full accuracy of the GPS system to
authorized military users. Selective Availability (SA) is discussed in a later chapter
in this volume. RMS position accuracy with SA is less than or equal to 100 m. SA
purposely dithers the GPS clock in a pseudorandom manner. The clock dither has
been reported by Allan and Dewey’ to have a decorrelation time of 300-400 s. For
observation times shorter than 300 s the clock dither can be modeled as a random
walk phase modulation; for longer observation times it can be modeled as white
noise phase modulation. As discussed in Chapter 2, this volume, recommendations
have been made to turn selective availability to zero.

3. CoarselAcquisition (C/A) Code—Civil GPS Signal

The C/A code for the civil user is a relatively short code with a period
2! — 1 = 1023 bits or 1-ms duration at a 1.023 Mbps bit rate. The code period
is purposely selected to be relatively short so as to permit rapid acquisition. That
is, there are only 1023 code chip time bins to search. The C/A codes are selected
to provide good multiple access properties for their period. The C/A codes for
the various satellites are taken from a family of codes known as Gold codes that
are formed by the product of two equal period 1023 bit PN codes G1(¢) and
G2(¢) (see Appendix and Ref. 8). Thus, this product code is also of 1023 bit
period and is represented as follows:

XG@®) = G1(0)G2[t + N(10T))] (12)

where N; determines the phase offset in chips between G1 and G2. Note that
C/A-code chip has duration 107, s where T is the P-code chip interval. There are
1023 different offsets N, and hence 1023 different codes of this form.* Each code
G1, G2 is generated by a maximal-length linear shift register of 10 stages. The G1
and G2 shift registers, are set to the “all ones” state in synchronism with the X1
epoch. The tap positions are specified by the generator polynomial for the two
codes:

GLG(X) =1+ X + X
GG =1+X+X+X+X+X +X°

(13)

Because each Gold code has a 1-ms period, there are 20 C/A-code epochs for
every databit. The 50-bps data clock is synchronous with both the C/A epochs and
the 1.5 5 X1 epochs of the P code. Figure 14 shows a simplified block diagram of the
C/A-code generator. The unit is comprised of two 10-stage feedback shift registers
clocked at 1.023 Mbps having feedback taps at stages 3 and 10 for G1 and at 2, 3,
6,8,9, 10 for G2, as indicated by the polynomials of (13). The various delay offsets
are generated by tapping off at appropriate points on the G2 register and modulo-
2 adding the two sequences together to get the desired delayed version of the G2
sequence using the so-called “cycle-and-add” property of the linear maximal length
shift register (LMLSR). Maximal length shift register codes have the property that
the addition of two time offset (“cycled”) versions of the same code gives a shifted

*There actually are 1025 different Gold codes of this period and family. The codes, G1(f) and
G2(2), by themselves, are the other two codes.
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Fig. 14 C/A-code generator block diagram showing the 1-ms G epoch and data
clock generators that are all in synchronism.

version of the same code; hence the name “cycie and add” property. This property
is discussed later in the chapter. The code tap positions for various codes are given
in Table 4. Note that there are 45 possible tap positions in Fig. 14, but as shown
in Table 4, only 37 codes are defined in GPS-ICD-200.¢ The general relationship
between code taps and code phase is analyzed in the Appendix. Epochs of G code
occur at 1 Kbps and are divided down by 20 to get the 50 bps data clock. All clocks
are in phase synchronism with the X1 clock, as shown in Fig. 14.

The recursive equations for the G1 and G2 sequences that correspond to the
G1, G2 polynomials of (2-8) are as follows:

Gl()) = G1( — 10) & GI1(i — 3)
G2(i) = G2(i — 10) D G2(: — 9) D G2(i — 8) (14)
@b G2(i — 6) D G2(i — 3) D G2(i — 2)

Table 4 gives the first bits of each of the 37 C/A codes in octal form. For
reference, the first 31 bits of the first Gold code for SV#1 are {1, 1,0,0, 1, 0,
0,0,0,0,1,1,1,0,0,1,0,1,0,0,1,0,0,1,1,1,1,0,0, 1, 0, 1}.

Notice that the first 10 bits of this code match exactly those shown in Table 4.

It is also possible to generate each Gold code with a single 20-stage shift
register (not maximal length) by simply using a code generator that corresponds
to a polynomial that is the product of the Gl(x) and G2(x) polynomials
(modulo-2). This code generator still produces codes of length 1023. Different
codes are formed by starting the shift register in the correct state. However,
that form does not allow one generator to generate all codes easily. It is also
possible simply to delay one code generator, the G2 generator, relative to
G1 simply by changing the starting state of G2.
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Table 4 GPS code phase assignments for various spacecraft ID numbers
(taken from GPS-ICD-200)

Code

GPS phase Code First 10 First

SV PRN selection, delay chips twelve
ID signal C/A, chips octal® chips

No. No. (G2,) X2, C/A p C/A octal P
1 1 206 1 5 1 1440 4444
2 2 3®7 2 6 2 1620 4000
3 3 408 3 7 3 1710 4222
4 4 589 4 8 4 1744 4333
5 5 199 5 17 5 1133 4377
6 6 210 6 18 6 1455 4355
7 7 188 7 139 7 1131 4344
8 8 289 8 140 8 1454 4340
9 9 310 9 141 9 1626 4342
10 10 23 10 251 10 1504 4343
11 11 3P4 11 252 11 1642 4343
12 12 5®6 12 254 12 1750 4343
13 13 6B7 13 255 13 1764 4343
14 14 7D8 14 256 14 1772 4343
15 15 89 15 257 15 1775 4343
16 16 9P10 16 258 16 1776 4343
17 17 1D4 17 469 17 1156 4343
18 18 2®5 18 470 18 1467 4343
19 19 3®6 19 471 19 1633 4343
20 20 4®7 20 472 20 1715 4343
21 21 508 21 473 21 1746 4343
22 22 69 22 474 22 1763 4343
23 23 13 23 509 23 1063 4343
24 24 4D6 24 512 24 1706 4343
25 25 57 25 513 25 1743 4343
26 26 6D8 26 514 26 1761 4343
27 27 709 27 515 27 1770 4343
28 28 8D10 28 516 28 1774 4343
29 29 1®6 29 859 29 1127 4343
30 30 2®7 30 860 30 1453 4343
31 31 38 31 861 31 1625 4343
32 32 4D9 32 862 32 1712 4343
¢ 33 510 33 863 33 1745 4343
¢ 34 4®10 34 950 34 1713 4343
¢ 35 17 35 947 35 1134 4343
¢ 36 298 36 948 36 1456 4343
¢ 37° 4D10 37 950 37 1713 4343

¢ In the octal notation for the first 10 chips of the C/A code as shown in this column the first digit
(1) represents a “1” for the first chip and the last three digits are the conventional octal representation
of the remaining 9 chips. (For example, the first 10 chips of the C/A code for PRN Signal Assembly
No. 1 are: 1100100000).

® C/A codes 34 and 37 are common

° PRN sequences 33 through 37 are reserved for other uses (e.g. ground transmitters).

@ = “exclusive or”
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We might ask why not simply take 37 different maximal length shift register
codes and use them in place of the Gold codes? After all, 2 of the Gold codes
of this family of length 1023 are the maximal length codes themselves. The
answer is that the other maximal length codes of length 1023 would not guarantee
uniformly low cross-correlation sidelobes for all other needed satellite codes and
all possible delay offsets.

4. L, Signal

The L, signal is biphase-modulated by either the P code or the C/A code, as
selected by ground command. The same 50 bps datastream modulates the L,
carrier as transmitted on L;. Thus, the L, signal is represented in the normal P
format as follows:

Slai(t) = J2P,XP(t)D(t)cos(wyt + &,) (15)

where \/2—P2 represents the L, signal amplitude at the satellite, XP(t) is the
P code for the ith satellite, which is clocked in synchronism with the L, codes.
As with the L, signal, both L, carrier and code are synchronous with one another.
The L, signal can also be modulated with the P-code without the data. This
feature permits the precision receiver tracking loops to be reduced further in IF
bandwidth, and thereby can improve the noise/interference performance.

Because the L, signal is biphase-modulated, it is possible to recover the L, carrier
without knowledge of the P code by simply squaring the signal or cross-correlating
L, with L, with a delay offset that matches the L, to L, ionospheric delay difference.
These types of codeless recovery of the L, carrier can then be used in estimating
the ionosphere delay (see Chapter 4, this volume). There is added noise degradation
in this codeless carrier recovery because of the nonlinear squaring operation or
noisy cross-correlation operation. However, the information bandwidth of the iono-
sphere is sufficiently small that if we have already tracked the L, code, the noise
bandwidth required to track the L,~L, ionospheric difference is also very small, and
noise effects can be kept small by narrow bandwidth filtering.

5. GPS Data Format

Table S summarizes the signal and data characteristics just discussed. There
are five subframes of 6 s each for a total frame period of 30 s. One of the key
points to be made in the signal structure discussion is that acquisition by a
receiver of the relatively short period C/A code plus the recovery of a single full
subframe of data permits us to acquire the P code with minimal or zero search.
Knowledge of the C/A epoch plus the data subframe epoch and the HOW word
gives the exact phasing of the P(Y) code. Navigation solutions require, as a
minimum, reception of data subframes 1, 2, 3 containing clock-correction and
ephemeris data and, in general, require reception of a full 30- s frame of data.
The navigation data are discussed in detail in the next chapter.

6. Codes for GPS Augmentation

The GPS satellites are augmented at times by pseudolites or ground transmitters
that may transmit frequency offset or a low-duty factor pulsed GPS-type signal
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Table 5 Summary of GPS signal parameters and data formats

Parameter C/A Signal P Signal
Code clock (chip) rate 1.023 Mbps 10.23 Mbps
Code period 1023 =6x 102 1 week
Data rate 50 bps 50 bps
Transmission frequency L L, L,

Data formal—frame and subframe structure

Subframe No. l( Ten, 30-bit words, 6-s subframe )l
1 | TLM | HOW | Block 1—Clock correction + satellite quality | A
2 |TLM | HOW | Block 2—Ephemeris |
1-Frame
3 IILM l HOW I Block 3—Ephemeris continued I 30s
1500 bits
4 l TLM ! HOW [ Block 4—Almanac + ionosphere + UTC correction I
5 LTLM , HOW [Block 5—Almanac—(25 frames for complete almanac) | V

Each Telemetry (TLM) word contains an 8-bit Barker word for synchronization. The Handover Word
(HOW) contains a 17-bit Z-count for handover from the C/A code to the P code.

and use codes different from those employed in the GPS satellites to avoid
confusion. GPS pseudolites are discussed in detail in a later chapter.

Also planned is the augmentation of the GPS satellites with geostationary
overlay satellites using different Gold codes. These signals might be generated
either by the satellite or generated and synchronized on the ground and broadcast
to the GPS users via geostationary satellite transponders. Table 6 lists the Gold
codes selected by INMARSAT for future transmission by the INMARSAT satel-
lites.? Table 6a lists the codes for the Wide Area Augmentation System (WAAS)
of the Federal Aviation Administration. GPS augmentation is also discussed in
later chapters on the GPS wide area differential GPS (WADGPS) and Wide Area
Augmentation System in Volume II.

III. GPS Radio Frequency Receive GPS Power Levels and Signal-to-
Noise Ratios

A. GPS Radio Frequency Signal Levels and Power Spectra

The minimum specified received signal strength for a user receiver employing
a 0 dBIC antenna is given below in Table 7 for a satellite at elevation angles
above 5 deg. As shown in the next subsection, the actual minimum varies with
elevation angle to the satellite because of the shaped satellite antenna pattern.
The signal power spectral densities for the P and C/A signal components are
shown in Fig. 15. Figure 15 also shows the measured radiofrequency power
spectral density of the L, signal. Note the narrowband high-power density C/A
signal in the center of the signal spectrum. Note that these spectra are
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Table 6 Final INMARSAT C/A-code selection

Initial G2
Order PRN Delay state (octal)
1 201 145 1106
2 205 235 1617
3 208 657 717
4 206 235 1076
5 202 175 1241
6 207 886 1764
7 209 634 1532
8 211 355 341

Table 6a Wide Area Augmentation System (WAAS) PRN
ranging C/A codes (Note that these codes include the
INMARSAT codes of Table 6)

First 10
PRN Display WAAS Chips
Code # (Chips) (Octaly”
115 145 0671
116 175 0536
117 52 1510
118 21 1545
119 237 0160
120 235 0701
121 886 0013
122 657 1060
123 634 0245
124 762 0527
125 355 1436
126 1012 1226
127 176 1257
128 603 0046
129 130 1071
130 359 0561
131 595 1037
132 68 0770
133 386 1327

* The first digit represents a O or | in the first chip. The next three digits
are the octal representation of the remaining nine chips.
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Table 7 GPS minimum received signal power levels at output of a 0 dBIC
antenna with right-hand circular polarization®

GPS signal component Expected maximum does not exceed
(minimum strength) specified this level with 0.6 dB atmospheric loss

Link P C/A P C/A
L, —163 dBW —160 dBW —155 dBW —153 dBW
L, —166 dBW —166 dBW —158 dBW —158 dBW

¢ The satellite is assumed to be at an elevation angle = 5 deg.

the transmitted spectra. In normal operation, the thermal white noise of the
receiver significantly exceeds the signal spectral density, and the signal is not
visible using a spectrum analyzer. Recall that the maximum power spectral density
for a pseudonoise signal with a continuous [(sin w f/f.)/ 7 f/f.)}? shaped spectrum
is P,/f,. Thus, if P, = —160 dBW, the maximum power density is —160 dBW
— 60.1 dB = —220.1 dBW/Hz.

It is useful to compare this number with the recommended power flux density
limit of the CCIR! cited earlier in this chapter in Sec. LA. If an effective antenna
aperture area* of A = A\¥/4mw = 2.8856 X 10°m? or —25.4 dBm” at 1.57542
GHz is assumed for a unity gain antenna, then the power flux density per Hz is
PJ/f,A = —194.7 dBW/Hz-m’. The total flux density in a 4-kHz band is then
4 X 10° P,/f,A = —158.7 dBW/m?, which is within the level recommended by
the CCIR! of —154 dBW/m>

B. Satellite Antenna Pattern

The radio frequency received signal levels are transmitted from the satellite by
shaped pattern antennas (see Fig. 16) to compensate partially for the increased path
loss to the user at low-elevation angles. The GPS Block II satellite antenna is an
array of helices on the face of the satellite. The edge of Earth is approximately
13.87 deg off the satellite antenna boresight, i.c., the Earth subtends an angle of
approximately 27.74 deg from the GPS satellite altitude. The satellite antenna pat-
tern extends somewhat beyond the edge of the Earth, as shown in Fig. 16. Thus,
even a GPS receiver in another satellite can receive signals from GPS satellites to
perform satellite positioning, provided that it is not blocked by the Earth’s shadow
and is not too far off the main lobe of the satellite antenna pattern (see Fig. 17).

The transmitted signal from the satellite is right-hand circularly polarized with
an ellipticity (offset from perfectly circular) no worse than 1.2 dB for L, and 3.2
dB for L, within an angle of +14.3 deg from boresight. Because the user antenna
can be at various orientations with respect to the satellites, the satellite received
power is specified under the following conditions; a) the signal is measured at the
output of a 3 dBIC (isotropic) linearly polarized receiving antenna; b) the space

*The relationship between antenna gain G and effective aperture area A for an ideal lossless
antenna is G = 4mA/\2."

tNAVSTAR GPS Space Segment/Navigation User Segment Interface Control Document, ICD-
GPS-200, IRN-200B-005, Dec. 16, 1991.
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Fig. 15 Radio frequency spectrum plot and phetograph of received L, carrier with
C/A and P QPSK modulation; a) Power spectra of carriers with bit rates of 1.023
Mb/s and 10.23 mb/s. The ratio of C/A power to P-code signal power is 3 dB in this
figure, b) Photograph of signal generated by Stanford Telecom GPS signal simulator
7200. Spectrum scales: horizontal, S MHz/division; vertical, 10 dB/division (courtesy
Stanford Telecom).
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navigate using GPS provided they are in the main beam of the GPS antenna but
outside the Earth’s shadow.
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Fig. 18 GPS user received minimum signal levels vs elevation angle as stated in
the GPS document GPS-1CD-200.5

vehicle is above a 5 deg elevation angle; c) the received signal levels are observed
within the 20 MHz frequency allocation; d) the atmospheric path loss is 2.0 dB;
and e) the space vehicle’s attitude erroris 0.5 deg (toward reducing signal level). The
specified minimum received signal power vs. elevation angle for these conditions is
shown in Fig. 18. Note that the specified received signal level peaks at 40 deg
elevation angle at a level that is approximately 2 dB above the nominal — 160 dBW
level for the C/A code on L;. As shown in Chapter 13 this volume, atmospheric
path loss is generally less than 2 dB, except at low-elevation angles. In addition,
the satellites are designed so that these numbers are met at the end of the satellite’s
life. Beginning-of-life power levels are generally higher. Thus, these numbers are
somewhat conservative.

C. Signal Specifications
1. Signal Correlation Loss

The GPS C/A and P(Y) signals are filtered to a bandwidth of 20.46 MHz.
There are two such 20.46 MHz frequency bands centered at L, and L,. The GPS
space segment GPS-ICD-200° defines a maximum correlation loss of 1.0 dB
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Chapter 4

GPS Navigation Data

J. J. Spilker Jr.*
Stanford Telecom, Sunnyvale, California 94089

1. Introduction

PS signal carries with it data from the satellite that the user receiver needs

to solve for position, velocity, and time. This chapter describes these GPS
navigation data in some detail and gives the background analysis useful in
understanding their functions. The data formats correspond to the ICD-GPS-
200.! The first section gives a complete overview of the entire navigation data
format and overall frame structure. The second section describes in some detail
the format and algorithms of ICD-GPS-200 for each of the subframes. The final
sections present some of the physical and mathematical bases for the algorithms
of Sec. II. Detailed discussion of the effects of relativity, the ionosphere, and
troposphere is reserved for later chapters. A table of physical constants used in
this chapter and elsewhere is given in the Appendix.

A. Overall Message Content of the Navigation Data

The 50 bits/s datastream provides the user with several key sets of data required
to obtain a satisfactory navigation, geodetic survey, or time transfer solution.
These navigation data are uploaded to each satellite by the GPS Control Segment
(CS) for later broadcast to the user. Uploads occur once per day, or more often,
if needed to keep the user range error (URE) within specification. The navigation
data provide the information shown in Table 1. The form of the information is
also described in the table.

1. Perturbing Factors in the Navigation Measurements

Various perturbations affect the relationship between measurements made on
the received signal and the true range to the satellite from the user. Some of
these are discussed in the preceding chapter. The remaining effects are discussed
here and in the next chapter. Let us begin by defining (refer to Chapter 2, this
volume) the “true” geometric pseudorange p;{f), which assumes perfect

Copyright © 1994 by the author. Published by the American Institute of Aeronautics and Astronau-
tics, Inc., with permission. Released to AIAA to publish in all forms.
*Ph.D., Chairman of the Board.
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Table 1 Requirements and characteristics of GPS navigation data

Requirement Information provided by GPS navigation data

Precise satellite position at time of  Satellite ephemeris using a modified Kepler model
transmission (sinusoidal perturbations) in an Earth—centered-
inertial (ECI) coordinate frame with transforma-
tion to Earth-centered, Earth-fixed (ECEF)

coordinates

Precise satellite time at time of trans-  Satellite clock error models and relativistic correc-
mission tion

P(Y) code® acquisition from C/A A handover word (HOW) is transmitted that keeps
code® track of the number of P(Y) code 1.5-s (X1
subsequence) periods thus far in the week.

These data can aid in P(Y) code acquisition.

Select the best set of satellites for Moderate accuracy almanac that gives approxi-
lowest appropriate GDOP* within mate position, time, and satellite health for the
elevation  angle  constraints entire GPS constellation
(requires approximate knowledge
of satellite position)

Time transfer information GPS time to universal coordinated time (UTC)
time conversion data
Ionospheric corrections for single- Approximate model of ionosphere vs time and
frequency users user location
Quality of satellite signals/data User range accuracy (URA)—a URA index N is

transmitted that gives a quantized measure of
space vehicle accuracy available to the civil
(unauthorized) user

*P(Y) code, precise, antispoof code.
*C/A code, coarse/acquisition code.
‘GDOP, Geometric Dilution of Precision.

knowledge of satellite clock time and position, assumes further the absence of
any atmospheric propagation delay or relativistic effects, and uses a nonrotating
ECI coordinate system. The “true” geometric pseudorange p;r(?) at time ¢ for
satellite i is then defined as follows:

pﬂ(t) ; = C(tu - tsi) + Cbu= |xsi —xul + Cbu= ]r:i _ru] + Cbu = Di + Cbu
(1

where ¢ is the speed of light, x(t — Dy(t)/c) is the true satellite position at the
true time of transmission, ¢t — D{(#)/c, in ECI coordinates x,(¢) is the unknown
user position also in ECI coordinates where ¢ is the time of reception, and #,(t)/c
is the user clock reading at the time of reception. Pseudorange is expressed in
meters. User position is expressed either in Cartesian coordinates as x, or in
spherical coordinates as r,. The received satellite signal indicates the satellite
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clock time at the time of transmission* ¢ (t — DJ(¢)/c), and b,(?) is the user clock
time offset b,(t) = [t,() — tees(#)] expressed in seconds. The geometric transit
time of the signal is D(f) expressed in meters. The coordinates can be rotated
to ECEF coordinates, but the rotation of the Earth during the transit time D(f)
must also be taken into account.

The true pseudorange p;r(f) is not directly an observable, but instead must be
observed with various perturbations. The measured pseudorange p(#) is equal to
the true pseudorange plus various perturbing factors, as shown below [refer again
to Chapter 2, Eq. (2)]1.

pi = pir + AD; — cAb; + c(AT, + AL + v, + Av) 0}
where
Ab; = satellite bias clock error, s
AD; = satellite position bias error effect on range, m
v; = receiver measurement noise error for satellite i, s
Al, = ionospheric excess delay, s
AT, = tropospheric excess delay, s
Av; = relativistic time correction, s

To be precise one also must account for small second-order effects caused by
motion of the satellite during the time interval caused by ionospheric and tropo-
spheric excess delay when computing the satellite position at time of transmission.

Each of the perturbations in the pseudorange measurement equation above
must be either estimated, measured, or computed using the navigation datastream
or other information. Satellite position information itself, of course, must be
estimated from the navigation datastream. Table 2 identifies which type of data
is involved for each perturbing parameter. Figure 1 (modified from ICD-GPS-
200) illustrates in specific terms how each of the corrections is applied to the
pseudorange measurements. Each of these parameters is discussed either in this
chapter or in other chapters of this book. Note that the tropospheric corrections
are not discussed in ICD-GPS-200."! However, tropospheric correction models
are discussed in detail in Chapter 13, this volume.

B. Navigation Data Subframe, Frame, and Superframe

The navigation data are transmitted in a 50 bits/s stream that is modulo-2
added to the C/A and P(Y) codes on the L, frequency and may or may not be
carried on the L, P(Y) code, depending on the satellite mode. The data bit stream
is synchronous with the 1-kHz C/A code epochs. The databits are formatted into
30-bit words, and the words are grouped into subframes of 10 words that are
300 bits in length and 6 s in duration. Frames (or pages) consist of 5 subframes
of 1500 bits and 30 s in duration, and a superframe consists of 25 frames and
has a duration 12.5 min. The general frame and subframe format is shown in
Fig. 2. Much of the data repeat every frame and some data; e.g. the 8-bit preamble
repeat every subframe. Periodically, the navigation dataframes are updated. New
navigation data set (4-h curve fit for normal operations) cutovers occur only on

*The time indicated is the “proper” time indicated by the satellite clock at the time of transmission.
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Table 2 Relationship between measured pseudorange and other parameters

Parameters Source of information for parameter
True pseudorange pir = lx; — x,0 + cb, Estimated by the GPS receiver
Pseudorange measure- p(f) Measured by GPS navigation receiver

ment
Satellite position for XD Satellite position, calculated from the
satellite i navigation data
User position x,(0 Unknown user position, to be estimated
Ionospheric excess AI(D Measured using dual-frequency meas-
path delay urements, or for single-frequency
user, modeled using navigation data

Tropospheric excess AT() Estimated using approximate equations
path delay of various levels of accuracy, some of

which rely on pressure and humid-
ity measurements.

Satellite clock error Ab(r) Computed using navigation data. There
can remain a residual error caused by
selective availability for unauthorized
users or users without differential
GPS connection

User clock bias b, Unknown user clock bias, to be esti-
mated. Once estimated, it may vary
only slowly depending on quality of

user clock
Satellite position error  AD(#) Unknown bias error cause by errors in
bias error effect on GPS control segment estimate

range

one hour boundaries except for the first data set after a new upload, which may
be cut in at any time during the hour. Block II satellite data sets for subframes
1,2, and 3 are transmitted for periods of two hours before update. Block I satellite
subframes 1, 2, and 3 are transmitted for periods of one hour before update.

Words 1 and 2 of each subframe are used for synchronization (preamble),
handover word, and C/A code time ambiguity removal. The remaining words,
3-10, of subframe 1 provide clock correction information for the space vehicle
clock and space vehicle health and user range accuracy (URA) measures. Sub-
frames 2 and 3 contain ephemeris data that allow estimation of the transmitting
satellite’s position. Subframes 1, 2, and 3 have the same format from frame to
frame, however, subframe 4 and 5 have 25 pages or different sets of data and
contain the almanac that gives the approximate satellite ephemeris, clock correc-
tion, and space vehicle status for all of the satellites. The almanac data permit
the user to select the best set of satellites or simply to determine which satellites
are in view. Subframe 4 also contains ionospheric modeling and UTC-GPS clock
correction information. A detailed view of the frame structure is shown in Fig.
3. Note that each 30-bit word includes six parity check bits that permit the user
receiver to check for errors in the received datastream. A detailed discussion of
each of these subframes in Fig. 3 can be found in Sec. II of this chapter, and
their mathematical bases are given in the later sections.
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Fig. 1 Navigation data and correction parameters for pseudorange estimate from

the pseudorange measurement. This diagram is a modified version of that contained
in ICD-GPS-200.! The notation SF represents the navigation data subframe.

The subframes, frames, and 25-frame superframes are all synchronous with
the 1.5-s, X1 epochs of the P code. Recall that the full P code has a 1-week
period. The superframe also begins at the beginning of each week. Subframes
begin at the beginning of the week and are numbered consecutively from the
beginning of the week to aid in C/A to P(Y) code acquisition‘handover. The
timing relationships, shown in Fig. 4 and Fig. 5, illustrate the relationships
between X1 epochs, time of week (TOW), handover word, Z-count, data bits,
frames, and the chip durations.

The timing starts at the beginning of each week, defined as midnight Saturday
night-Sunday morning in GPS time, which is referenced to UTC time kept by
the U.S. Naval Observatory. GPS zero time point is defined as midnight on the
night of January 5, 1980/morning of January 6, 1980. Note that the Z-count rolls
over 1024 weeks later every 19+ years. UTC time is nominally referenced to
time at the Greenwich meridian. GPS time differs from UTC in that GPS time
does not exhibit the leap second that is sometimes inserted in UTC. GPS time,
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Fig. 2 Simplified GPS frame and subframe format. A superframe consists of
25 frames of 30 s each or 750 s or 12.5 min, and provides a complete almanac.

however, is kept to within 1 ps of UTC (modulo-1 s) by the GPS Control
Segment. As years pass, the GPS time will differ from UTC by an integer number
of seconds.

The number of X1 epochs (1.5 s each) since the GPS zero time point modulo-
1024 weeks is a 29-bit number called the Z-count. The 19 least significant bits
of the Z-count are referred to as the time of week (TOW) count, which is defined
as the number of X1 epochs (1.5 s each) since the transition from the previous
week. A truncated version, the 17 most significant bits of the TOW word is
defined as the handover word, which ranges from 0 to 100,799, corresponds to
the number of 6-s subframes since the beginning of the week, and is contained
in the L-band downlink datastream. The HOW removes any timing ambiguity
caused by the I-ms C/A-code period and aids in C/A- to P-code handover/
acquisition. The ten most significant digits of the 29-bit Z-count represent the
number of weeks since the GPS zero time point.

As shown in Fig. 6, each 10-word subframe begins with a telemetry (TLM)
word, which in turn begins with an 8-bit preamble, as shown for synchronization
(a modified Barker sequence). Other parts of the TLM contain data needed by
authorized users, as defined in GPS-ICD-205 and/or GPS-ICD-207.

1. Subframe Synchronization

The 8-bit modified Barker word at the beginning of the TLM word (or the
8-bit modified Barker word plus the two zeros in positions 29 and 30 of the
HOW word) provides a synchronization pattern for subframe synchronization by
the GPS receiver. However, random data patterns elsewhere in the frame can
provide an identical pattern. Furthermore, there is a 1 sign ambiguity in demodu-
lating any biphase modulated data signal. Thus, the 8-bit or the 8-bit plus 2-bit
pattern still has a probability of a “false alarm™ or random bit pattern match with
the sync pattern of 2 X 278 or 2 X 27! for 1/128 or 1/512, respectively. Thus,
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Figure 3 GPS data format from ICD-GPS-200.! Bit 1 is transmitted first. Within each word the most significant bits are
transmitted first.
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Figure 3 (continued) GPS data format from ICD-GPS-200.! Bit 1 is transmitted first. Within each word the
most significant bits are transmitted first.
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Fig. 4 Timing relationships between C/A-code epochs, P-code epochs, and naviga-
tion data.

the modified Barker word by itself yields too high a false alarm rate to be
acceptable. However, we can also check the 17-bit truncated TOW message at
the beginning of the HOW word to see that it increments by one and only one from
subframe to subframe as a means for confirming the subframe synchronization.

2. Parity Check Algorithm

Although the navigation data are normally received at a relatively high signal-
to-noise ratio and correspondingly low bit error rates P, < 1075, it is important
to have a parity check algorithm to reject words with any errors in them. Each
30-bit word plus the last two bits of the previous word is encoded into an extended
Hamming (32,26) block code of n = 32 symbols and k = 26 “information” bits,
where only 24 of the bits are true information bits d;, i < 24.

If the parity transmission bits D; (computed from the equation below and the
H matrix of Fig. 7 or Table 3) do not match the six received parity bits D; for
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Fig. 5 Timing relationships of C/A codes, and data to Z-count.

Dys, Dog, Dy3, Dag, Dy, D, then the information bits d; for i =< 24 are rejected.
The parity check equation for the six parity check bits is p = Hd where H
is the (24 X 6) matrix of Fig. 7 and D, = d, + D% for i = 24, the received
databit vector is d = (D%, D%, d, dy, ..., dy), and p represents the vector
(D35, Dy, D33, Dog, Dy, D).

In making this calculation, the d; = D; & D%, i = 24 are computed first, then
the parity check bits D,, for 25 = i = 30 are computed and checked. In Fig. 7,
note that each row in the parity matrix is a cyclic shift of the previous row,
except for the last row. The last row is a check of all the previous rows. Note
that the sum of all of the row vectors in the matrix is the all “1” row vector.

The Hamming code of length n with parameter m is of the form (2" — 1,
2" —m—1,3)=(n k 3) is of minimum weight 3 for all m. For m = 5, the
code is (31, 26, 3). The number of information bits in the code word is k. The
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Fig. 6 Telemetry and handover words formats referenced from ICD-GPS-200.!

normal Hamming code (31,26) is a perfect code, which means that 2"~ k=1
+ n, that is, 23! % = 25 = 1 + 31 and has distance 3 for double error detection
capability. It takes a minimum of three errors to cause an undetected error.

For GPS the distance 3 Hamming code is converted to a minimum distance
4 code by appending an added parity bit (the 32nd bit) that checks all of the
other symbol bits including the other parity bits. In effect, this change adds the
last row to the parity check matrix shown in Fig. 7. The code is then shortened
to 30 bits by deleting two of the databits.

The GPS parity check code is an extended Hamming code (32,26) and has
distance 4. Therefore, it takes certain patterns of four errors to cause an undetect-
able error.** If the error probability is p, then the probability of an undetectable
error is approximately equal to p, = 1085 p* — 29295 p° + 403403 p* + 0 (p),
and it is negligibly small for moderately low error probabilities p < 107>,

Fig. 7 Parity matrix H for the extended Hamming (32,26) code where d;, d,, . ..
d,, are the source databits and D, D,, ... D; are the bits transmitted by the
global positioning system satellite. The notation D,*, D;* represents the last 2 bits
transmitted in the previous 30-bit word. Note that each row in H is simply a cyclic
shift of the previous row except for the row Dj,.



JAIAA

The World's Frum fr dsropos Landedip. - Purchased from American Institute of Aeronautics and Astronautics

132 J. J. SPILKER JR.

Table 3 Parity encoding equations for each 30-bit word (from GPS-ICD-200)'

D, = d; @ Dy*
D, = d, © Dy*

D3 = d3 @ Dgo*

Dy = dyy B Dy*
D25 = ng* @ d|®dz@d3®d5@dé®dm@dl1®d12®d13@d14@d;7®d13@d20@d23
D25 = Dgo* EB dz@dg@d4@d5@d7@d1]@d;z@d}}@du@dm@dlg@d}g@dz;@dﬂ
D27 = qu* @ d[@d3®d4®d5@d7®dg@d[2®d|3®d14®d1s@dl(,@d]g@dm@dzz
ng = D30* @ d2®d4®d5®d6®dg®dg®d|3®d14®d|5®d16®d17@d20®d21®d23
D29 = D}O* @ d]@d}@ds@d@@d7@d9®d;0®d14®d15®d16®d17®d18®d21@d22®d24
D30 = ng* @ d}@ds@d@@dg@dQ@dlo@d}1@‘1[3@d[5@d19®d22@d23@d24
where d,, d,, . .. dy, are the source data bits;
the symbol (*) is used to identify the last 2 bits of the previous word of
the subframe;
Dy, . .. Dy, are the computed parity bits;
Dy, Dy, D, ... Dy, Dy, are the bits transmitted by the space vehicle (SV);
and @ is the modulo-2 or “exclusive-or” operation.

II. Detailed Description of the Navigation Data Subframes

The previous section defined the overall format of the 50-bs navigation data.
This section describes in detail each of the elements of the navigation data for
each of the five subframes. The next section provides some of the analytical
background for the satellite clock and ephemeris calculations.

A. Subframe 1—GPS Clock Correction and Space Vehicle Accuracy
Measure

Subframe 1 contains the data to be used in the algorithms described below to
provide the space vehicle clock correction. It also contains data to give an estimate
of the effect of space vehicle accuracy on user range accuracy (URA).

1. GPS Clock Correction Data Formats—Subframe 1

The user receiver needs to correct the GPS satellite clock errors. The user
receiver must have an accurate representation of GPS system time ¢ at the time
of transmission for the GPS signal it now is receiving from satellite i. The satellite
clock correction At,, is obtained using coefficients broadcast from the satellite
after being uploaded by the GPS control segment. The control segment actually
uploads several different sets of coefficients to the satellite, of which each set is
valid over a given time period. The data sets are then transmitted in the downlink
datastream to the users in the appropriate time intervals. Subframe 1, words 8,
9, 10, shown previously in Fig. 3, contain the data needed by the users to perform
corrections of the space vehicle clock. These corrections represent a second-
order polynomial in time. Specifically, bits 9-24 of word 8, bits 1-24 of word
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9, and bits 1-22 of word 10 provide four clock correction parameters,
L.» G, g, A, Which are described in the following paragraphs.

The GPS time ¢ (the space vehicle SV clock time) needed to solve for user
position is t = tyy — Afgy, Where fy is the SV pseudorandom noise (PRN) code
phase time at the time of transmission and is easily determined by the GPS
receiver. The satellite clock correction term is approximated by a polynomial
Aty = ap + ap (t — t,) + ap (t — 1,)* + Aty, Where ag, ap, and ay, are the
polynomial correction coefficients corresponding to phase error, frequency error,
and rate of change of frequency error; the relativistic correction is Atg; and 7,
is a reference time (in s) for clock carrection. Table 4 describes the parameters
in number of bits, scale factors, and units.

The relativistic correction must be computed by the user. A first-order effect
described in the GPS ICD! gives the relativistic correction for an Earth-centered,
Earth-fixed (ECEF) observer and a GPS satellite of orbit eccentricity e. This
relativistic correction varies as the sine of the satellite eccentric anomaly E;

as follows:
Aty = Fe /A sin E;, = 2R - VIc*
where
F = —2/wic* = —4.442807633 X 107 s/m"
B = 3.986005 X 10" m’/s? value of Earth universal gravitational parameter
¢ = 299792458 X 10® m/s
R = instantaneous position vector of the space vehicle
V = instantaneous velocity vector of the space vehicle
e = space vehicle orbit eccentricity

Table 4 Subframe 1 parameters for clock correction and other data

Scale
No. of factor, Effective

Parameter bits LSB? range® Units
Code on L, 2 1 —_— N/A
Week no. 10 1 _— Week
L, P data flag 1 1 —_— Discretes
SV accuracy 4 —_ _ (see text)
SV health 6 1 _ N/A
Teo 8 273 — s
Issue of data

clock (IODC) 10 _ (see text)
toc 16 2¢ 604,784 s
an 8 2 s/s?
a; 16 274 — s/s
ap 22° 273 —_ s

“Least significant bits.

®Unless otherwise indicated in this column, effective range is the maximum range attainable with
indicated bit allocation and scale factor.

“Parameters so indicated shall be two’s complement, with the sign bit (+ or —) occupying the most
significant bits (MSB).
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E; = eccentric anomaly of the satellite orbit
A = semimajor axis of the satellite orbit

R and V are expressed in the same inertial coordinate system. Chapter 18, this
volume, discusses the relativistic effects and the derivation of this equation in
more detail.

In addition, as discussed in Chapter 18, the other relativistic effects are as
follows:

1) Increase in the received clock frequency by a fixed user on the surface of the
Earth’s geoid by a fraction Af/f = +4.46 x 1071°. This effect is compensated
by purposely setting the 10.23 MHz satelite clock low by Af = +4.56 x 1073
Hz. Thus, the satellite clock is set to 10,229,999.99543 Hz before launch to ensure
that the received GPS signals arrive at the Earth geoid at the correct frequencies.

2) We may also have to account for any significant velocity of the user relative
to the Earth or displacement in altitude (gravitational potential) from the surface of
the geoid. For example, if the user is at an altitude above the geoid, the fractional
increase in the received satellite frequency is not as large. Some of these effects
simply may be accounted for by a modification in the user clock bias offset and may
not significantly affect user position estimates, because they are approximately the
same for all satellites.

We must also account for the rotation of the Earth during the time of transit
of the GPS signals from satellite to user. It has already been pointed out that the
satellite position has been computed at the time of transmission, whereas the user
receiver is computing position at a slightly later time. The Earth has rotated during
this transit time, and this rotation must be taken into account. Note that these times
of transit for different satellites are not all identical. This effect is a simple effect
of the finite velocity of light.

2. Ly — L, Correction—Single-Frequency Users

The L, — L, delay correction term is calculated by the GPS Control Segment
(CS) to account for the group delay difference in the space vehicle transmission be-
tween L and L, signals based on measurements made on the SV prior to launch in
the factory test. The GPS CS uses a two-frequency ionospheric correction and esti-
mates the ay, satellite clock correction term based on the dual-frequency measure-
ment. Thus, the user employing both L; and L in the ionospheric correction need
make no further correction. However, the user who employs only L; must modify
the space vehicle clock correction by (At,,)1, = Aty — Tgp, where Tgp is pro-
vided in the subframe 1 data by bits 17-24 of word 7 (see Table 4). For the user who
employs only L, the space vehicle clock correction is (Aty,)r, = Aty, — 'Tap
where T" = (f1,/f1,)* = (1575.42/1227.6)% = (77/60)>.

The value of the correction term T p is not equal to the SV group delay differ-
ential but rather Tgp = (¢1, —#1,)/(1 — I'), where t;, — 1, is the SV differential
group delay for the satellite. Thus, the value of T p is not equal to the mean SV
group delay differential but to that delay multiplied by 1/(1 — I').

3. Subframe I—Space Vehicle Accuracy—User Range Accuracy Index

Bits 13 through 16 of word 3 subframe 1 give the user range accuracy (URA)
index, of the SV for the user who does not have access to the full accuracy of
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Table 5 Table of user range accuracy index N, vs
the user range accuracy interval in meters

URA index URA, m

0 0.0-2.4

1 2.4-34

2 3.4-4.85

3 4.85-6.85

4 6.85-9.65

5 9.65-13.65

6 13.65-24.0

7 24.0-48.0

8 48.0-96.0

9 96.0-192.0
10 192.0-384.0
11 384.0-768.0
12 768.0-1536.0
13 1536.0-3072.0
14 3072.0-6144.0
15 >6144.0°

#(No accuracy prediction is available. Unauthorized users
are advised to use the SV at their own risk.)

Table 6 Ephemeris data definitions'

Symbol Definition

M, Mean anomaly at reference time

A, Mean motion difference from computed value

e Eccentricity of the orbit

A" Square root of the semimajor axis

(OMEGA), Longitude of ascending node of orbit plane at reference time

Iy Inclination angle at reference time

® Argument of perigee

OMEGADOT Rate of right ascension

IDOT Rate of inclination angle

Co Amplitude of the cosine harmonic correction term to the argument
of latitude

Cy Amplitude of the sine harmonic correction term to the argument of
latitude

C. Amplitude of the cosine harmonic correction term to the orbit radius

C,, Amplitude of the sine harmonic correction term to the orbit radius

C. Amplitude of the cosine harmonic correction term to the angle of
inclination

Cis Amplitude of the sine harmonic correction term to the angle of
inclination

T, Reference time for ephemeris

IODE Issue of data (ephemeris)
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GPS. (These nonmilitary users are termed the unauthorized users in ICD-GPS-
200.") The URA itself (as opposed to the index) is given in meters. The URA
index N is an integer in the range of 0—15 and has the relationship to the URA
of the SV shown in Table 5.

4. Issue of Data-Clock

The issue of data clock (IODC) indicates the issue number of the data set for
clock correction, which provides a means for detecting any change in the clock
correction parameters. This information is carried in bits 23 and 24 of word 3
MSB and bits 1-8 of word 8 in subframe 1.

B. GPS Ephemeris Parameters—Subframes 2 and 3

The purely elliptical Kepler orbit is precise only for a simple two-body problem
where the mutual gravitational attraction between the two bodies is the only
force involved. In the actual GPS satellite orbit, there are many perturbations to
the ideal orbit, including nonspherical Earth gravitational harmonics; lunar, solar
gravitational attraction; and solar flux. Thus, the GPS orbit is modeled as a
modified elliptical orbit with correction terms to account for these perturbations:
1) sin, cos perturbations to the a) argument of latitude, b) orbit radius, and
c) angle of inclination; and 2) rate of change of a) right ascension, and b)
inclination angle.

Furthermore, the parameters for this model are changed periodically to give
a best fit to the actual satellite orbit. In normal operations, the fit interval is
4 hours. Subframes 2 and 3 provide 375 bits of information for the modified
Keplerian model. Table 6 shows ephemeris model parameters including the sinus-
oidal perturbations to the orbit radius, the angle of inclination and argument of
latitude; the rate of change of inclination angle, angular rate of change of the
right ascension; and the basic Keplerian parameters. The scale factors for these
parameters are given in Table 7.

1. Calculation of Satellite Position

By demodulating and extracting the navigation data in subframes 2 and 3, the
user can calculate the satellite position vs. time. The issue of data-ephemeris
IODE is a number provided in both subframes 2 and 3 for purposes of comparison
and for comparison with the 8 LSB of the IODC term in subframe 1. It should
be pointed out that the two IODE numbers in subframes 2 and 3 must match
and should also correspond to the IODC for the clock in subframe 1; otherwise,
a data set cutover has occurred, and the user must collect new data.

2. Curve Fit Intervals for the Ephemeris Data

Bit 17 in word 10 of subframe 2 is a fit interval flag that indicates whether
the GPS CS used a least squares fit over a 4-h period or a longer 6-h period; a
“0” bit is transmitted for fit periods greater than 4 h. For data sets with a 4-h fit
interval (transmitted during the first approximately 1-day period after upload), the
curve fit procedures provide a URE contribution for the predicted SV ephemeris of
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Table 7 Ephemeris parameters!
Number of Scale factor, Effective

Parameter bits? LSB range® Units
IODE 8 —_— (See text)
C, 16¢ 273 _ m
An 16° 274 _— Semicircles
M, 32 273 _ Semicircles
C. 16 2% —_— rad
e 32 273 0.03 Dimensionless
Cu 16° 2% —— rad
(A)I/Z 32 2—19 - ml/z
toe 16 2¢ 604,784 S
Ci 16° 27® —_ rad
(OMEGA), 32¢ 273 —_ Semicircles
C; 16 27 _ rad
iy 32¢ 273 — Semicircles
C, 16° 273 — m
® 32¢ 273 — Semicircles
OMEGADOT 24 274 _ Semicircles/s
IDOT 14¢ 278 —_ Semicircles/s

*See Fig. 3 for complete bit allocation in subframe.

Unless otherwise indicated in this column, effective range is the maximum range attainable with
indicated bit allocation and scale factor.

‘Parameters so indicated shall be two’s complement, with the sign bit (+ or —) occupying the MSB.

less than 0.35 m, one sigma. These URE component values apply when the data
set is transmitted, as well as for a period of 3 h thereafter. The longer, less
accurate, 6-h fit interval normally is not used. It is employed if the upload does
not occur daily, and the same uploaded data set must apply for a 2nd day through
the 14th day after upload. For data sets with a 6-h fit interval, the curve fit
provides a URE of less than 1.5 m, one sigma. These URE values apply during
transmission and for 2 h thereafter.

The equations in Table 8 give the space vehicle antenna phase center position
in WGS-84° Earth-centered, Earth-fixed reference frame (including correction
for the Earth’s rotation with the x; to x, matrix transformation). The ECEF
coordinate system is defined as follows:

Origin
Z axis

X axis

y axis

Earth center of mass (Geometric center of the WGS-84° ellipsoid)
Parallel to the direction of the Conventional International Origin (CIO)
for polar motion as defined by the Bureau International de I’Heure
(BIH) on the basis of the latitudes adopted for the BIH stations (Rota-
tion axis of the WGS-84° ellipsoid)

Intersection of the WGS-84° reference meridian plane and the plane
of the mean astronomic equator, the reference meridian being paraltel
to the zero meridian defined by the Bureau International de 1'Heure
on the basis of the longitudes adopted for the BIH stations
Completes a right-handed, Earth-centered, Earth-fixed orthogonal
coordinate system measured in the plane of the mean astronomic
equator 90° east of the x axis (x, y axis of the WGS-84° ellipsoid)
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Table 8 Elements of ephemeris model equations!

K = 3.986005 X 10'* m%/s? WGS-84° value of the Earth’s universal
] gravitational parameter
€, = 72921151467 X 1075rad/s WGS-84° value of the Earth’s rotation rate

A = (JAY Semimajor axis

ny = JulA? Computed mean motion-rad/s

H=1=t, Time from ephemeris reference epoch

n=mn + An Corrected mean motion

M, =M, + nt, Mean anomaly

7 = 3.1415926535898 GPS standard value for

M, = E, — esin E, Kepler’s equation for the eccentric anomaly E, (may

be solved by iteration), rad

v, = tan™ {sin Vk} - tan-! {‘/1 — e*sin EJ/(1 — e cos Ek)} True anomaly v, as a

cos v, (cos E, — e)(1 — e cos Ey) functiop of the
eccentric anomaly

e + cos v, Eccentric anomaly
E, = cos”! { ——————
1+ ecosv,
O, =y +to Argument of latitude
dup = Cy sin 29, + C,. cos 20,  Argument of latitude correction Second
dr, = C,sin 2&, + C, cos 2&,  Radius correction harmonic
di, = C sin 2&, + C,, cos 2d, Inclination correction perturbations
u, = O, + duy Corrected argument of latitude
r. = A(1 — e cos E,) + dr, Corrected radius
i, = iy + i, + (IDOT) ¢, Corrected inclination
X = i COS Uy } Satellite position in orbital plane
Vi = resin uy,

0=+ -0y, - Q.1 Corrected longitude of ascending node
X, = x; cos £ — v, cos i sin £},
Y = yi sin  + y; cos i, cos £,
7 = y¢ sin i

Satellite position in Earth-centered, Earth-fixed
coordinates

*t is GPS system time at time of transmission; i.e., GPS time corrected for transit time (range/speed
of light). Furthermore, # shall be the actual total time difference between the time ¢ and the epoch
time £, and must account for beginning or end of week crossovers. That is, if # is greater than
302,400 s, subtract 604,800 s from ¢,. If #, is less than 302,400 s, add 604,800 s to .

From Table 8 note that it is the mean anomaly M, = M, + n, that varies linearly
with the time interval ¢,. However, the solution of the satellite position requires
knowledge of the eccentric anomaly E,, which does not vary linearly with time
unless the eccentricity e = 0.

The eccentric anomaly E, must be solved for by iterative calculations not given
in Table 8. However, some of these techniques are briefly discussed in Sec. III
of this chapter. Note again, that the model of Table 8 is not merely a simple
elliptical orbit. Second harmonic (sinusoidal) corrections are made for the argu-
ment of latitude, radius, and inclination of the Kepler model for satellite position.
These corrections are then introduced to provide the corrected position for the
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satellite in the orbital plane, the corrected radius, argument of latitude, and
inclination. Finally, the x, y, z coordinates for the satellite position are transferred
to Earth-centered, Earth-fixed coordinates to be used in the final computations
of the user position.

3. Geometric Range

The ICD-GPS-200! also states “The user must also account for the effects due
to Earth rotation during the time of signal propagation so as to evaluate the path
delay in an inertially stable system.” This effect is discussed later in Chapter 18
on relativistic effects.

C. Subframes 4 and 5—Almanac, Space Vehicle Health, and
Ionosphere Models

1. Almanac Data

Almanac data are used for satellite selection purposes and as aids to acquisition;
the almanac can also be used to give approximate Doppler and delay information.
Almanac data are used by P(Y) code users in order to perform direct P(Y) code
acquisition (if they choose not to acquire the C/A signal first and then handover
to the P(Y) code). The almanac data provides a truncated, reduced precision set
of the ephemeris parameters described earlier in Table 6. Almanac data provide
approximate ephemeris information for up to 32 satellites along with the associ-
ated health data for each satellite. Almanacs are provided only for valid satellites
or perhaps for a satellite that is about to become active. Where there is no satellite
data to fill an almanac data slot, dummy alternating “0Os” and “1s” are transmitted
to aid in synchronization.

Subframes 4 and 5 each carry 25 pages of information, one new page per
frame repetition. We term a 25-frame segment a superframe. Thus, a GPS receiver
must demodulate 25 frames over a period of 25 X 30 s or 12.5 min in order to
receive all 25 pages of the subframe 4 and 5 almanac data. Of particular interest
are the pages shown in Table 9.

Table 9 Key elements of pages in subframes 4 and §

Pages Subframe 4 Pages Subframe 5

2,3,4,5,7,8,9,10  Almanac data for SV 25 1-24 Almanac data for SV 1-24
through 32

18 Tonosphere and UTC data | 25 SV health for SV 1-24,

almanac reference time and
reference week number

25 Anti-spoof flag SV _— _
configuration for 32 SV,
SV health for SV 25-32

Other pages Reserved + special —_— —_—

messages, spares
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Table 10a Almanac parameters and accuracy

Age of data time since

transmission Almanac accuracy
1 day 900 m
1 week 1200 m
2 weeks 3600 m

The almanac data are much less accurate than the detailed ephemeris data of
subframes 2 and 3. However, the almanac data are valid for longer periods of
time and do not require frequent updates. Approximate one sigma almanac
accuracy varies as a function of the time since the time of transmission approxi-
mately as shown in Table 10a.

The almanac parameters and their scale factors are shown in Table 10b. The
algorithm for these parameters is the same ephemeris algorithm as discussed for
subframes 2 and 3. Where the almanac does not include a parameter; e.g.,
sinusoidal corrections, these parameters are set to zero. For the inclination angle,
a nominal value of 0.30 semicircles is implicit, and only a parameter &, the
correction to the inclination, is transmitted.

In addition, the almanac provides truncated clock correction ay, a parameters
for the algorithm discussed in subframe 1. The Almanac time correction provides
time to within 2 s of GPS time using the first order polynomial t = f5y — Atgy
where tis GPS time, tgy is the space vehicle clock time (PRN code phase at message
transmission time) and Atsy = ay + ay, 1, Where ¢, is the time from epoch.

The almanac data occupy almost all bits of words 3-10 of each page of
subframe 5 (pages 1-24) and subframe 4 (pages 2-5 and 7-10). The exceptions
are the first 8 bits of word 3 (data ID and SVID), bits 17-24 of word 5 (SV
health), and the 50 bits of parity. The “0” SVID, binary all zeroes, is used to

Table 10b Almanac parameters

Number of Scale factor Effective

Parameter bits LSB range Units
€ 16 274 dimensionless
Lo 8 271 602,112 S
3, 16 271 JR— semicircles
OMEGADOT 16* 2% — semicircles/s
( A) 12 24 2 H R m n
(OMEGA)0 24* 21 - semicircles
® 242 275 _ semicircles
M, 242 278 —_ semicircles
Aro 112 270 —_— S
sy 112 2°% _ s/s

*Parameters so indicated shall be two’s complement, with the sign bit (+ or —) occupying the MSB.
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identify a dummy satellite. When not all satellite slots are needed for different
satellites, the same satellite almanac data may be repeated in more than one page.
Space vehicle ID is given by bits 3-8 of word 3.

3. Space Vehicle Health

Subframes 4 and 5 also contain two types of space vehicle health data:
1) each of the 32 pages that contain satellite clock/ephemeris data also provide
an 8-bit SV health status for that particular satellite; and 2) the 25th page of
subframe 4 and 5 jointly contain a satellite summary consisting of 6-bit health
status words for up to 32 space vehicles.

The first three most significant bits of the 8-bit health words give the health
of the navigation data for that space vehicle; e.g., an indication that the Z-count
in the HOW word is good or bad. The five LSB of the 8-bit words and the
6-bit words give the health of the space vehicle signal components, as described
in Table 11.

4. Translation of GPS Time to UTC Time

GPS time is based on atomic standard time, and the time broadcast from the
satellite is continuous (modulo-1 week) without the leap seconds of UTC, because
the introduction of leap seconds would throw the P-code receivers out of lock
at the time when they are introduced. Nonetheless, GPS time is maintained by
the GPS CS to be within 1 ps of UTC (USNO) time (modulo-1 s) and provides
correction parameters in the GPS navigation message. Thus, the GPS provides
an important time transfer function. The UTC-GPS translation parameters are
shown in Table 12.

The correction parameters to convert GPS time broadcast by the satellite to
UTC are contained in the 24 MSB of words 6-9 plus the 8 MSB of word 10 in
page 18 of subframe 4. The bit length scale factors are shown in Table 12.

The information contains the parameters required to relate GPS time to UTC
and provides notice to the user of any delta time in the recent past or the near
future due to leap seconds Az s and the week number WN s at which that leap
second becomes effective. The above relationships apply for the vast majority
of the time. However, when the user is operating at a time near the time for a
leap second change, special adjustments are required.

The algorithm defining the relationship between GPS time and UTC using the
navigation data in subframe 4 is as follows:'

tute = (tr — Atyrc) [modulo-86,400 s]

where tyrc is in ss and

AtUTC = AILS + AO + A](tE - tot + 604,800 (WN - WN,)), S

tg = GPS time as estimated by the user on the basis of correcting fgy

for factors given in the Subframe 1 clock correction discussion as
well as for ionospheric and SA (dither) effects

At = delta time due to leap seconds

ApaeA, = constant and first-order terms of polynomial

1y = reference time for UTC data (see Table 13)
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Table 11 Codes for health of space vehicle signal components

MSB LSB Definition

All signals OK

Al signals weak®

All signals dead

All signals have no data modulation

L, P signal weak

L, P signal dead

L, P signal has no data modulation

L, P signal weak

L, P signal dead

L, P signal has no data modulation

L, C signal weak

L, C signal dead

L, C signal has no data modulation

L, C signal weak

L, C signal dead

L, C signal has no data modulation

L, and L, P signal weak

L, and L, P signal dead

L, and L, P signal has no data modulation

L, and L, C signal weak

L; and L, C signal dead

L, and L, C signal has no data modulation

L, signal weak®

L, signal dead

L, signal has no data modulation

L, signal weak?®

L, signal dead

L, signal has no data modulation

SV Is temporarily out (do not use this SV during current pass®)

SV Will Be temporarily out (use with caution®)

Spare

More than one combination would be required to describe
anomalies (except those marked by?)

ot ot b b e ek i b b bk e e 2 = e 2 D O O O OO OO OO OO OOOO

e e e O o il A - ke R R R =R =R =R
[ T = 3~ I o I S = I == T S e Y = ==Y S Sty gy gy
OO~ OO~ OO = —m OO = OO~ OO O — OO
R R = o I R T I = T o Y I R R - =)

*Three to six-dB below specified power level due to reduced power output, excess phase noise, SV
attitude, etc.

WN = current week number (derived from subframe 1)
WN, = UTC reference week number

Note that the number of seconds in a day is 86,400.

The estimated GPS time is in seconds relative to end/start of week. The
reference time for UTC data 1, is referenced to the start of that week whose
number is given in word 8 of page 18 in subframe 4, which represents the
8 LSB of the week number. The user must account for the truncated nature of
the week number (see ICD-GPS-200Y).

When the effectivity time of the leap second event is in the past relative to
the user’s current time, the relationship presented above is valid except that Aty
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Table 12 GPS-UTC clock correction parameters from subframe 4, page 18*

Number Scale factor Effective
Parameter of bits LSB range Units
Ay 320 27%0 —_ s
A, 24° 2750 _— s/s
AtLS 8 1 _— S
Lo 8 21 602,112 S
WN, 8 1 — weeks
WN_ s+ 8 1 _ weeks
DN 8 1 days
AtLSF 8b 1 _— s

*The notations DN and WN stand for day number and week number, respectively.
Parameters so indicated shall be two’s complement, with the sign bit (+ or ) occupying the MSB.
‘Right justified.

Table 13 Reference times for block II satellite vehicles to be used for various
clock, ephemeris, almanac, and UTC correction polynomials.?

Hours after first valid transmission time
Transmission e te to o

Fit interval, h interval, h clock ephemeris almanac UTC
4 2 2 2 —_ —
6 4 3 3 —_— —
8 6 4 4 —_— _—
14 12 7 7 — —
26 24 13 13 _ _
50 48 25 25 — —
74 72 37 37 _ —_
98 96 49 49 _— _
122 120 61 61 —_— —_—
146 144 73 73 _— —_—

144 (6 days) 144 —_— — 84 84

144 (6 days) 4080 _ _ 84 84

“This table describes the nominal selection that is expressed modulo-604,800 s in the navigation
message.

is substituted for Afs. The exception to the above algorithm occurs whenever
the user’s current time falls within the timespan of DN + 3/4 to DN + 5/4 where
DN is the day number. In this time interval, proper accommodation of the leap
second event with a possible week number transition is provided by the following
expression for UTC: tyrc = Wmodulo-(86400 + At sz — Afi5)], s, where

W = (t; — Atyre — 43200) [modulo-86400] + 43200, s; and the definition of
Atyrc (as given in the paragraph above) applies throughout the transition period.
Note that when a leap second is added, unconventional time values of the form
23:59:60.xxx are encountered. Some user equipment may be designed to approxi-
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mate UTC by decrementing the running count of time within several seconds
after the event, thereby promptly returning to a proper time indication. Whenever a
leap second event is encountered, the user equipment must consistently implement
carries or borrows into any year/week/day counts.

5. Subframe 4 lonospheric Delay Corrections

Ionospheric group delay can cause a significant error in the measured pseu-
dorange group delay by perhaps as much as 300 ns during the daytime at low
elevation angles and a lesser error, perhaps 5—15 ns, delay at nighttime and varies
in roughly a diurnal pattern. Ionospheric delay effects are discussed in detail in
Chapter 12, this volume. The two-frequency user with access to the P(Y) code
can correct for most of this delay error by measurement.

The single-frequency user has several alternatives:

1) Ignore the ionosphere and accept the ionospheric error,

2) Use a model of the ionosphere,

3) Use a single-frequency carrier/code differential ionospheric measurement
scheme,

4) Use a dual-frequency codeless technique either by cross-correlating L, and
L, channels or by squaring the L, P(Y) code to recover the pure carrier as shown
at the end of this chapter. (Carrier frequency estimates from L, and the almanac
can be used to reject the multiple access interference caused by other carriers in
the estimation process.)

The single-frequency user can get an approximate correction by using a model
of the ionosphere with model parameters transmitted in the downlink datastream.
However, the user should be advised that the ionosphere varies in a manner that
is difficult to predict, hence the model provides only an approximate correction
(for perhaps 70% of the ionosphere delay). In addition, the single-frequency user
must correct for the L,—L, delay differential Ty, in the satellite that is not needed
by the two-frequency user.

The ionospheric group delay model developed for GPS by Klobuchar (see
Chapter 12, this volume) essentially employs a half cosine approximation, as
shown in Fig. 8. The ionospheric group delay is modeled essentially as follows:

It) = F(E)[S X 107 + AMP(L) cos[2m(t — 50,400)/PER(L)] for day]

= F(E)(5 X 107°) for night 3)

where F(E) is the obliquity factor that gives a larger / for lower elevation angles
E. The parameter AMP(L) is the amplitude of the half cosine for daytime, which
is a function of the geomagnetic latitude L of the Earth projection of the ionosphere
contact point and PER(L) is the period of the half cosine.

The small constant level of delay equal to 7 ns in this example of Fig. 8 is
meant to represent the delay at night. As the sun rises and sets, the ionospheric
model gives rise to the cosine-shaped pulse for daytime.

The half-cosine model in the actual GPS ionospheric group delay model is repre-
sented by the first three terms in the series expansion cos x = 1 — (x¥/2) + (x*/24),
lxI < 1.57 =~ w/2, as shown in the algorithm of Table 14.



JAIAA

The World's Frum fr dsropos Landedip. - Purchased from American Institute of Aeronautics and Astronautics

GPS NAVIGATION DATA 145
s
30 |- < n
/ N\
# 25 - :/ \
: / \
2wl / \
% / \
U]
g 15 - I/ \
\
i / \
5 10 [ ] N
o NS QRN S S ti°n°-7+25005[m] —
5 20
& 5[
0 ] 1 1 1 1 1 ] 1 1 ] 1 J
4 8 12 16 20 24
LOCAL TIME

Fig. 8 Example ionospheric group delay cosine fit model.

The specific ionospheric parameters for GPS are given by subframe 4, page
18 for the single-frequency L, (or L, user) for use in the algorithm given below.
These data occupy bits 9—24 of word three plus the 24 MSB of words four and
five. The scale factors are shown in Table 15.

Notice that with this definition of the obliquity factor F at elevation angle E =
0-deg gives F = 3.382032. Thus, the obliquity factor is slightly greater than three
at low elevation angles, and F = 1.0004 for E = 0.50 semicircles (90 deg).

The GPS ionospheric obliquity factor from the model is plotted in Fig. 9. The
obliquity factor of 3.382 at O-deg elevation angle does not become as great at
low elevation angles as the tropospheric obliquity factor, because the ionosphere
occupies an altitude range of approximately 50-500 km, and as a consequence
of this altitude, even a ray path at 0 deg elevation angle on Earth enters the
ionosphere at a steeper elevation angle than 0 deg, whereas the troposphere has
maximum effect right at the Earth’s surface (see Chapter 13, this volume).

The approximate behavior of the variation of ionospheric delay vs. elevation
angle can be estimated by referring to Fig. 10, which shows a uniform spherical
shell of ionosphere extending from one altitude h,;, to an upper altitude h,,,.
The upper and lower limits shown are only examples, the ionosphere is in reality
not uniform, and in any event, the upper and lower extent of any model would vary
with time. In contrast to the troposphere, the ionosphere does not extend to the
Earth’s surface. Thus, even if the user elevation angle at the Earth’s surface is
E = 0 deg, the angle of incidence ¢ to the ionosphere for this simple model is
greater than zero and for this example: ¢ = cos™ ' {{1/(1 + 8)]cos E} = 13.455
deg for £ = 0 deg, where 8 = (h,/R), and for this example A, = 180 km
and & = 0.02822. The length L, through the ionosphere for this simple model is
easily determined to be as follows:



JAIAA

The World's Frum fr dsropos Landedip. - Purchased from American Institute of Aeronautics and Astronautics

146 J. J. SPILKER JR.

Table 14 Ionospheric model

The ionospheric correction model is given by the following:

I=T = F*[(5.0 * 107%) + (AMP) (1 — (*/2) + (xY4))], IxI < 1.57 day
o Hone F* (5.0 * 1079, ix! = 1.57 night
where I = T, is referred to the L, frequency; if the user is operating on the L, frequency,

the correction term must be multiplied by vy = 1.646944444. (T,,, is the notation of ICD-
GPS-200.)'
3
a, dn, AMP =0
AMP =<n=0 (s) Amplitude

if AMP < 0, set AMP = 0

Y= 27 (t — 50400)

PER (rad)
3
PER = ZOB . PER =72000 (s)  Period

if PER < 72,000, set PER = 72,000
F = 1.0 + 16.0 [0.53 — EJ’, the obliquity factor
«, and B3, are the satellite transmitted data words with n = 0, 1, 2, and 3.
Other equations that must be solved are as follows:
b, = &; + 0.064 cos(A; — 1.617) (semicircles),
V¥ sin A

N=A + (semicircles),
cos ¢;
&, + ¥ cos A (semicircles), Id,] = 0.416
b = if d; > 0.416, then ¢, = + 0.416 (semicircles),
if &, < —0.416, then &; = —0.416
0.0137 ..
¥ = F+01l 0.022 (semicircles),

t = 4.32 * 10* A, + GPS time (s), ¢t = local solar time (s)

where 0 < r < 86,400, therefore: if 1 = 86,400 seconds, subtract 86,400 seconds:
if t < 0 seconds, add 86,400 seconds.

The terms used in computation of ionospheric delay are as follows:

Satellite Transmitted Terms
a, = the coefficients of a cubic equation representing the amplitude of the vertical
delay, 4 coefficients—8 bits each
B. = the coefficients of a cubic equation representing the period of the model, four
coefficients—8 bits each

(Table 14 continues on next page.)
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Table 14 Ionospheric model (continued)

Receiver Generated Terms

E = elevation angle between the user and satellite, semicircles

A azimuth angle between the user and satellite, measured clockwise positive from
the true north, semicircles

&, = user geodetic latitude, semicircles, WGS-84°

N, user geodetic longitude, semicircles, WGS-84°

I

GPS time receiver computed system time

Computed Terms

x = phase, rad
F = obliquity factor, dimensionless
t = local time, s

&,, = geomagnetic latitude of the Earth projection of the ionospheric intersection point,
mean ionospheric height assumed 350 km, semicircles

\; = geodetic longitude of the Earth projection of the ionospheric intersection point,
semicircles

¢&; = geodetic latitude of the Earth projection of the ionospheric intersection point,
semicircles

V¥ = Earth’s central angle between user position and Earth projection of ionospheric
intersection point, semicircles

Table 15 Ionospheric parameters from subframe 4, page 18

Scale
Number factor, Effective
Parameter of bits LSB range* Units
o g® 27% _— s
a i 27" — s per semicircle
a, 8 27% —_— s per semicircle?
o 8 274 —_ s per semicircle’
Bo g 2" S s
B, g 2M —_— s per semicircle
B, gb 916 — s per semicircle?
B; 8 216 —_— 8 per semicircle’

*Effective range is the maximum range indicated by the bit allocation and scale factor.
*Parameters so indicated shall be two’s complement, with the sign bit (+ or —) occupying the MSB.



JAIAA

The World's Frum fr dsropos Landedip. - Purchased from American Institute of Aeronautics and Astronautics

148 J. J. SPILKER JR.
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GPS IONOSPHERIC MODEL
OBLIQUITY FACTOR

F=1+16 (0.53-E)3

= 3.382
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Fig. 9 GPS ionespheric model obliquity factor.
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Fig. 10 Approximate representation of the ionosphere by a spherical shell of width

h = Ry

— h,;,. The angle of incidence of the ionosphere d relative to the elevation

angle E is given by & = cos™! [(cos E)/(1 + 3)] where 8 = h,,;,/R..
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Chapter 5

Satellite Constellation and Geometric Dilution
of Precision

J. J. Spilker Jr.*
Stanford Telecom, Sunnyvale, California 94089

1. Introduction

HE GPS satellite constellation is selected to satisfy many different conditions

to provide worldwide three-dimensional navigation. The satellite constella-
tion has been placed in an inclined orbit at 55 deg (formerly 63-deg inclination
for earlier Block I satellites) to provide full Earth coverage, whereas a purely
equatorial orbit cannot provide coverage above approximately 72° latitude at
the GPS orbit altitude. The requirement for a minimum of four simultaneous
pseudorange measurements with good geometry directly leads to a constellation
of many satellites. A nongeosynchronous orbit was selected to permit the use of
carrier phase/Doppler measurement profiles in addition to pseudorange measure-
ments of code phase/delay. This objective was one of the reasons for the selection
of the 12 sidereal hour orbit.

This chapter discusses the operational satellite constellation of 24 satellites
termed the GPS-24 (closely related to the previous Primary 21) constellation.
The specific characteristics of this constellation are discussed in terms of the
statistics of the numbers of satellites visible at different user latitudes and various
elevation angles, the satellite ground tracks, and the signal Doppler shifts. The
potential for the future augmentation of this GPS constellation by adding satellites
in either the same planes or as geostationary satellites is also discussed.

The chapter then continues with an analysis of the geometric dilution of
precision (GDOP) and the related DOPs: PDOP, HDOP, VDOP, TDOP for posi-
tion, horizontal, vertical, and time dilutions of precision. The bounds on the
minimum value of these DOPs are analyzed for various numbers of satellites for
both two- and three-dimensional problems with various constraints on elevation
angle and user clock stability. Further discussion and development of the DOP
concept is found in Chapter 11, this volume. The chapter concludes by describing
the GDOP for the GPS-24 satellite constellation with a single satellite outage.

Copyright © 1994 by J. J. Spilker Jr. Published by the American Institute of Aeronautics and
Astronautics, Inc., with permission. Released to AIAA to publish in all forms.
*Ph.D., Chairman of the Board.
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II. GPS Orbit Configuration, GPS-24

As mentioned earlier, the operational constellation is defined as GPS-24. The
selected satellite orbital constellation contains 24 satellites in six orbit planes.
There are four satellites in each of the six planes, which are shown in Fig. 1.
The satellites have a period of 12 h sidereal time* and a semimajor axis of
26,561.75 km.1 A sidereal day is defined as the time for the Earth to complete
one revolution on its axis in Earth—Centered-Inertial (ECI) space and consists of
24 sidereal hours where 1 sidereal day is slightly shorter than a mean solar day
(see Chapter 4, this volume). One sidereal day is 23 h, 56 min, 4.009054 s or
86,164.09054 s of mean solar time. One mean sidereal day is equal to 0.997269566
mean solar day. The satellites are inclined with respect to the equatorial plane
by 55 deg. Table 1 summarizes the nominal parameters of the GPS orbit.

A. GPS Orbit-Semi-Major Axis
The nominal period T, of an orbit around the Earth is as follows:

2w
— 32
Tpa - a,

Jo

where g, is the semimajor axis in m, and w and 7 are defined for GPS using

and a, = (T%p/2mH" (H

a) Viewed from i fr
Equatoria! Plane o ;/oe';ved o

Fig.1 GPS-24 satellite constellation: a) the six orbit planes inclined at 55 deg shown
in Earth—centered-inertial (ECI) coordinates viewed from the equatorial plane. The
GPS constellation has four satellites in six equally spaced orbit planes. Note that the
symmetrical satellite orbit planes are superimposed in part b. The present GPS-24
satellite constellation contains four nonequally spaced satellites in six orbit planes.
The satellite phasing is designed to minimize the effect of satellite outage. The satellite
phasing is shown in Fig. 2.

*A satellite with a 12-h orbit in sidereal time rotates once in inertial space in 12 h of sidereal
time. The semimajor axis for a 12-h sidereal orbit is 26,561.75 km and has an altitude above the
Earth equatorial radius of 6378.137 km of 20,183.6 km.

+Strictly speaking, the GPS satellites have a 12-h orbit (sidereal time) wherein the ground tracks
repeat to within = 2° in longitude. If the ground track drifts off from its nominal value by more
than 2°, the GPS control segment makes a minor orbit correction.
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Table 1 Approximate GPS satellite parameters and physical constants

Parameter Value

Orbit plane spacing 6 equally spaced ascending nodes at 120 deg

Orbit radius 7, 26,561.75 km semimajor axis
Orbit velocity = Jp/r, = 3.8704 km/s
(circular) (ECI)
Eccentricity Nominally zero but generally less than ¢ = 0.02
w, angular velocity 2X 729211 X107 rad/s
Period 12-h mean sidereal time
Inclination i = 55 deg nominal
Velocity of light ¢ 2.99792458 X 10* m/s GPS-ICD-200
Earth’s gravitational 3.986005 X 10" mY/s? GPS-ICD-200
parameter WGS-84 value®
Pi, w 3.141592653898 GPS ICD-200
Earth’s rotation rate {), in 7.2921151467 X 10° rad/s ICD-200
inertial space WGS-84 value
One sidereal day 27/€),  86164.0989038 s WGS-84
(calculated from €,)
One solar day 86400 s
J, harmonic 1.08268 X 1073

2 GPS-ICD 200, GPS Interface Control Document.
> WGS-84, 1984 World Geodetic System.

WGS-84 and GPS-ICD-200 values as shown in Table 1. The values of a, and
T,, neglect the effect of Earth oblateness. If the period of the orbit is set as 1/2
of a sidereal day, (12 h sidereal time), then the nominal value of the semimajor
axis a, is 26,561.765 km. However, because of Earth oblateness, the orbit period
must be corrected slightly.*

The orbit mean motion (angular) of the satellite with the J, correction for
Earth oblateness is as follows':

_ 0 3 LR: 3., an
= [El1+2 - = -
n e [1 2 1 5 sin’i (1—2¢€% 2)

where a is the corrected semimajor axis at epoch; e = eccentricity; p = a(l — &%);
R, is the Earth equatorial radius; i is the orbit inclination; and J, = 1082.68 X 107¢,
For ¢ = (, this equation reduces to the following:

_ n 3 LR: 3.,
= [Ef1+2 -z =
n \/; [l 22 1 > sin%i for e=0
= \/; Ea+a (2a)

where A = (3/2) J,[R /a)*[1 — (3/2) sin® i] for e = 0.

*There is also a correction for solar pressure, which is dependent on the spacecraft size and shape,
that is neglected here.
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The period of the orbit corresponds to 77, = 2, and then is given by the fol-

lowing:
3
AT, =2m or T,=2m/7= 2ﬂ,/(“—)/[1 + 4] (3)
vy

for T, = 12 h sidereal time, and A << 1. Solve Eq. (3) for the semimajor axis

a to obtain the following:
2 173
a= p‘i(l'*'A)z (4)
27

noting that A is inversely proportional to a’.
For the GPS orbit with an orbit inclination of 55 deg and zero eccentricity,
= —6.098 X 107". Thus, the second-order effect on A by the variation of a
can be neglected, and the corrected value of the semimajor axis is as follows:

1 + A2 173 T2 173
o] [

'.LT2 173 2
[T 2 e s o

For GPS, the J, correction is relatively small and only corresponds to a 0.0108
= km reduction in the semimajor axis.*
Thus, the corrected value of a is 26561.754 km.

B. GPS Orbit-Satellite Phasing

Table 2 lists the orbital parameters for the GPS-24 satellite constellation. The
satellites all have a design eccentricity of ¢ = 0 and an inclination i = 55 deg.
The angle (2 is the right ascension of the ascending node measured in inertial
coordinates from the vernal equinox. The lan is the longitude of the ascending
node in ECEF coordinates at the epoch time 7,1,0,0,0 of year 1993. The quantity
M is the mean anomaly, which is the satellite phase for a circular orbit. If the
24 satellites were equally spaced in each orbit plane, there would be a 360 deg/
4 = 90 deg separation in M.

In Table 2, note that the longitude of the ascending node lan is expressed in
Earth-centered, Earth-fixed (ECEF) rotating coordinates. The right ascension of
ascending node () for each of the six planes A, B, C, D, E, and F as expressed
in ECI coordinates is the same for all four satellites in each individual plane and
are offset by 60 deg from one another. All of the phase angles and longitudes
of the ascending node lans (expressed in ECEF coordinates) are different. Thus,
there are 24 different ground tracks. Units are in km and deg. The satellite phases
in each of the planes are shown in Fig. 2. Notice that in inertial space, the satellite
planes are equally spaced in longitude relative to the vernal equinox, but the

*Note that at the earlier Block I satellite inclination of 63 deg, the semimajor axis reduction is
29.29 times as large.
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Table 2 GPS-24 satellite constellation
ID a i Q M AM lan

A3 26561.75 55.0 272.847 11.676 103.55 179.63
A4 26561.75 55.0 272.847 41.806 31.13 14.69
A2 26561.75 55.0 272.847 161.786 119.98 74.68
Al 26561.75 55.0 272.847 268.126 106.34 127.85

26561.75 55.0 332.847 80.956 130.98 94.27
B2 26561.75 55.0 332.847 173.336 92.38 140.46
B4 26561.75 55.0 332.847 204.376 31.04 155.98
B3 26561.75 55.0 332.847 309.976 105.6 28.78

9 C1 26561.75 55.0 32.847 111.876 100.08 169.73
10 C4 26561.75 55.0 32.847 241.556 129.68 54.57
11 C3 26561.75 55.0 32.847 339.666 98.11 103.62
12 C2 26561.75 55.0 32.847 11.796 32.13 119.69

13 Dl 26561.75 55.0 92.847 135.226 100.07 61.40
14 D4 26561.75 55.0 92.847 167.356 32.13 7747
15 D2 26561.75 55.0 92.847 265.446 98.09 126.51
16 D3 26561.75 55.0 92.847 35.156 129.71 11.37

17 E1l 26561.75 55.0 152.847 197.046 130.98 152.31
18 E2 26561.75 55.0 152.847 302.596 105.55 25.09
19 E4 26561.75 55.0 152.847 333.686 31.09 40.63
20 E3 26561.75 55.0 152.847 66.066 92.38 86.82

21 Fl1 26561.75 55.0 212.847 238.886 103.54 53.23
22 F2 26561.75 55.0 212.847 345.226 106.34 106.40
23 F3 26561.75 55.0 212.847 105.206 119.98 166.39
24 F4 26561.75 55.0 212.847 135.346 30.00 1.46

00 AU BN =
w
—

Units are in km for a, and degrees elsewhere, identification ID = Plane/slot; a = Semimajor axis,
size in km; i = Inclination, deg; £} = Right ascension of ascending node, deg; M = Mean anomaly,
deg; lan = Longitude of ascending node, deg; AM = Phase difference in mean anomaly to adjacent
satellite in the same plane.

satellites themselves in each plane are not equally spaced. In fact, two of the
satellites in each plane are spaced by between 30.0 and 32.1 deg. If the remaining
two satellites were equally spaced in the remaining 330 deg, that would put the
spacing of the other satellites at approximately 330 deg/3 = 110 deg. The actual
separation varies from 92.38 to 130.98 deg. The spacing has been optimized to
minimize the effects of a single satellite failure on system degradation. As dis-
cussed later in the chapter, even with a single satellite failure, the PDOP does
not exceed six for more than 25 min/day for a user constraint on satellite elevation
angles of 5 deg or more.

II. GPS Satellite Visibility and Doppler Shift

Some important characteristics of the GPS satellite constellation as they relate
to user receiver navigation performance are the number of satellites in view and
the range of Doppler shifts. It is critical that at least four satellites be in view,
but it is highly desirable that five or more be in view at all times. When one
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Fig. 2 GPS-24 satellite mean anomaly (satellite phase) in each of the six planes at
the epoch 7,1,0,0,0 in 1993 (ECI space). Time is in universal clock time (UTC).

satellite is going out of view, the user receiver must begin to transition to another
satellite as its replacement. Furthermore, four satellites by themselves may not
provide a sufficiently low GDOP because of poor geometry at certain times.

A. Bound on Level of Coverage for 24 Satellites

A general class of circular orbit satellite constellations with equally spaced
satellites and orbit planes has been defined by Walker.” In this family of constella-
tions, there are T total satellites in P uniformly spaced planes of circular satellites,
each plane at inclination angle i with respect to the equatorial plane. There are
T/P uniformly spaced satellites in each plane. The relative phasing between
satellites in adjacent planes is given by F, which is in units of 360 deg/T; i.e., if
a satellite in one plane is just crossing through the equatorial plane in the northerly
direction, the adjacent plane satellite is offset by an angle (360 deg/T)F below
the equatorial plane. Thus, the constellation can be described by the notation (7/
P/F), and the inclination angle by i. For example, if there are T = 18 satellites,
and the relative phasing between satellites is F = 2, then the relative phasing
between satellites in adjacent planes as they pass through the equator is (360
deg/DF = (360/18)2 = 40 deg.

The degree of worldwide multiple satellite coverage can be determined by com-
puting the maximum Earth angle separation between satellites for a cone that con-
tains N satellites. That is, in any conical section of the sphere of satellites there must
be N satellites in view for a conical angular separation of 2f3 deg where B deg is
determined by the minimum allowed user elevation angle E (see Fig. 3). This N-
satellite visibility must be maintained at all user coordinates and at all times.

Walker? has shown that continuous worldwide coverage with at least six satellites
in view everywhere is possible with 24 satellites in six planes using a
24/6/1 constellation at an inclination angle of 57 deg for users with a minimum
elevation angle of 7 deg. The maximum Earth angle separation between satellites
of B = 69.9 deg for this constellation corresponds to £ ~ 7 deg minimum elevation
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EARTH RADIUS ..o = 6378.1 km
SATELLITE ALTITUDE .......... 20,184 km
SATELLITE ORBIT RADIUS... 26,561.7 km
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20184 km

h=

CONE
OF VISIBILITY
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EARTH RADIUS FOR ELEVATION
ANGLE E = 5°

Fig.3 Ground coverage by GPS satellites. The user is restricted to receiving satellites
above a minimum elevation angle E.

angle (see Fig. 4a). Sevenfold coverage is achievable with a (24/8/4) constellation
with a smaller minimum elevation angle of 3 deg is too low for normal operation.
However, this constellation’s seven-satellite minimum coverage is obtained with
the maximum Earth angle separation between satellites of B = 75.8 deg and the
corresponding minimum elevation angle of 3 deg which is toolow for normal opera-
tion. It should also be noted that the maximum satellite visibility does not necessar-
ily correspond to the smallest GDOP nor to the best performance.

The selected GPS-24 satellite constellation is shown later to give fivefold
visibility. Although it does not have as good a full constellation satellite visibility
as the (24/6/1) constellation, the GPS-24 satellite constellation has instead been
selected on the basis of best coverage if a single satellite becomes inoperative.

B. GPS Satellite Visibility Angle and Doppler Shift

The half angle subtended by the users as viewed from the satellite is termed o
as shown earlier in Fig. 3. Each GPS satellite broadcasts to the Earth with an antenna
coverage pattern that somewhat exceeds the angle o = 13.87 deg subtended by the
Earth, as shown in Fig. 3. That is, the satellite antenna pattern extends beyond the
edge of the Earth, in order to provide coverage to user satellites not shadowed by
the Earth. Each satellite covers users within =3 deg of the subsatellite point, where
B is determined by the minimum elevation angle. The subsatellite point can be
defined by: A line drawn between the Earth’s center, and the satellite intersects the
Earth’s surface at the subsatellite point. (For a spherical Earth, the satellite is at the
zenith of a user at the subsatellite point.) Thus, the fraction of the Earth covered
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Fig. 4 Half-angles subtended from Earth center § and from the satellite « as a
function of the elevation angle E. The half-angles are given both for the GPS 12-h
orbit (a), and for the 24-h geostationary orbit (b).

depends on the constraint on the minimum elevation angle from the user to the
satellite. Within this elevation angle constraint E, the value of « is as follows:

. R {a=13.87f0rE=0deg
—t l ¢
@ = sn [(Re n hs)cos E] a=1382forE=5deg O

L

where R, is the Earth radius; 4, is the satellite altitude; h;, + R, = a; and a is
the orbit radius or semimajor axis because we have assumed a circular orbit and
spherical Earth.

The Earth half-angle § = 90 deg — o — E = 71.2 deg for E = 5 deg, and
B is termed the visibility half-angle. Figure 4a shows the visibility half-angles
B as a function of elevation angle E for GPS altitude orbits. For completeness,
the visibility half-angles are shown in Fig. 4b for geostationary 24-h orbits,
because there is a consideration of augmenting the GPS orbit satellites with one
or more geostationary orbit satellites. The fraction of the spherical shell of
satellites visible to the user is (1/2)(1 — cos ). On the average, if all 24 satellites
were always equally spaced on a sphere (which they cannot be), we would expect
to see a fraction of the satellites corresponding to the fraction of the sphere
subtended by the B deg cone; namely, 24(1/2)(1 — cos B) = 8.1 satellites for
E =5 deg of the total 24 satellites.

An example of the actual GPS satellite visibility region for a user at a fixed
point on Earth is shown* on a Mercator projection map in Fig. 5. The visibility
region is defined by the subsatellite points above the dashed line on the figure.

C. GPS-24 Satellite Visibility

A set of satellite visibility statistics for the operational GPS-24 satellite constel-
lation is shown in Figs. 6 and 7 for various user latitudes. The results have been

*The parametric equation for the locus of latitnde and longitude at the edge of satellite visibility
(subsatellite point) for a user at latitude ¢ and longitude 6 is as follows:

latitude = sin~'[sin (71 deg) sin b cos & + cos (71 deg) sin ¢];
longitude = tan~'[sin (71 deg) cos $/(cos (71 deg) cos & — sin (71 deg) sin b sin b)] + 6,

where b is the parametric angle b = (—m,m) and 71 deg is the assumed coverage half-angle from
the Earth’s center.
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Fig.5 Example GPS satellite visibility region for a user in the northeastern United
States at latitude 40.1°N, longitude 74.5°W (see the dot) with an Earth visibility half-
angle of 71 deg. Satellites with a subsatellite point above the dashed curve are in
view of the user.
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Fig. 6 GPS satellite visibility for the GPS-24 satellite constellation for a 5-deg
elevation mask angle. The bar charts correspond to user latitudes as indicated. Note
that there are always at least five satellites in view and at least seven more than 80%
of the time.
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Fig. 7 GPS-24 satellite visibility in percent at varions latitudes, averaged over
longitude and a 24-h time span. The 35° user latitude corresponds to the approximate
worst latitude where momentarily there are only four satellites in view (approximately
0.4% of the time) at this high elevation angle.

averaged over all user position longitudes at that latitude. Figure 6 shows the
satellite visibility for a 5-deg elevation mask angle. The majority of the time
there are at least seven satellites in view. Compare this result with the previously
presented result for equally spaced satellites on a sphere where the average
number of satellites on a sphere is 8.1. There are a minimum of five satellites
visible for this 5-deg elevation mask angle. Note that a moderately high altitude
aircraft can view satellites down to 0-deg elevation angle, and hence have even
better satellite visibility. Both sets of results are based on 100 time samples over
24 h and 16 longitude samples at each latitude. It should also be pointed out that
a uniform spacing of GPS satellites in an orbit such as the (24/6/1) constellation
would lead to better visibility statistics, but greater sensitivity to a satellite outage.

In Fig. 7, a 10-deg elevation mask angle has been used, and satellite visibility
has again been averaged over 24 h in time and a set of longitudes at 11.25-deg
increments. Note that at both very high and very low latitudes, a minimum of
six satellites are always in view and as many as 9-11. However, for a 10-deg
elevation mask angle in the vicinity of 35 to 55° latitude, only four satellites are
in view a small fraction, <0.5%, of the time. Clearly whenever only four satellites
are in view, a failure of one of these satellites would cause an outage. Furthermore,
even if four satellites are in view, the satellite/user geometry might correspond
to a high GDOP. Thus, although these outages are not very likely and only
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occur at certain short intervals of time, methods of augmentation of the GPS-24
constellation are of interest.

A word of caution is in order for users at high latitudes. Note that the maximum
satellite elevation angle for a user at the pole is

E = tan™!(a cos (55 deg)/a sin (55 deg) — R,) = 44.7 deg

because the satellite inclination angle is 55 deg. Thus, there are no satellites
anywhere at or near the zenith, and the GDOP is degraded, although satellite
visibility is good. If the minimum elevation angle is 5 deg, then the usable range
of satellite elevation angles is only 39.7 deg.

D. Augmentation of the GPS-24 Constellation

A number of methods can be used to increase the minimum number of satellites
in view by adding satellites to the constellation:

1) Add another satellite to each plane to create a (30/6/X) constellation with
five satellites in each plane instead of four.

2) Add aring of GPS satellites at the same altitude but in the equatorial plane.
Because the GPS visibility outage regions appear most likely at the midlatitude
range 30-50°, aring of three evenly spaced GPS satellites can add another satellite
in view for users anywhere in the midlatitudes. However, sparing is made more
difficult by adding yet another plane of satellites.

3) Add several geostationary satellites. These satellites also cover the midlati-
tude region, and because they are of higher altitude than the GPS satellites, fewer
are required for the same degree of coverage. Second, we may be able to put
GPS-like payloads on host geostationary communications or weather satellites.

4) Another augmentation being considered is the use of satellites with inclined
planes on lower altitude 6-h orbits.

E. Constellation of 30 GPS Satellites

As an example of 30-satellite visibility, the coverage statistics for the
(30/6/1) constellation are computed (not necessarily the optimum 30-satellite
constellation) and shown in Fig. 8, which illustrates the visibility statistics for a
5-deg elevation mask angle. Note that here there are a minimum of eight satellites
in view at all tested user latitudes. (55° latitude also showed a minimum of eight
satellites in view.) Thus, there seem to be several real advantages in a 30-satellite
constellation; namely, visibility is markedly improved; single-satellite outages
are easily tolerated; and as is shown later in the chapter on signal-tracking theory,
the added power of the other satellites in view can improve receiver performance.

III. Coverage Swath for an Equatorial Plane of Satellites

One of the methods for augmenting GPS is to add an equatorial plane of
satellites at either GPS altitude of geostationary altitude. A plane of n equally
spaced satellites with separation angle 2¢ = 360/n between subsatellite points
generates a swath of continuous coverage, as shown in Fig. 9. If the coverage
region half-angle for a single satellite for the desired minimum elevation angle
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Fig. 8 Visibility statistics for 30 uniformly spaced satellites (30/6/1) constellation vs
latitude for a 5-deg elevation mask angle. The user latitudes are as indicated.

E is B as measured from Earth’s center, then the coverage swath angle N\ in
latitude is given by N = cos™![cos B/cos ] for satellites in the equatorial plane.
If the satellites are at GPS altitude and B = 71 deg for E = 5 deg, then the
coverage swath latitudes are as shown in Table 3. Table 3 also gives the “swath
for a geosynchronous orbit” at radius 42,162 km.

Thus, it is clear that 3, 4, or 5 satellites in the equatorial plane at GPS altitude
produce a continuous coverage swaths of £49.3, £62.6, +66.3 deg, respectively,
in latitude about the equator. The operational GPS satellite constellation already
has a high degree of redundancy in satellite visibility at the higher latitudes

B = VISIBILITY ANGLE

A LATITUDE OF

SWATH UPPER
LIMIT

| .

| ’ A =008 ! [M

2¢ ws ¢
LONGITUDE
ANGLE

Fig. 9 Visibility coverage swath for n satellites in a single plane (equatorial) on a
spherical Earth.
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Table 3 Coverage swath width latitude A for n = 3,4,5 satellites in an equatorial
plane at GPS altitude and geosynchronous altitude (separation 2¢ = 360°%n)

N GPS Geosynchronous
umber of

satellites n Separation 26 Coverage B Swath A Coverage B Swath A
3 120 deg 71 deg 49.4 deg 77 deg 63.3 deg
4 90 deg 71 deg 62.6 deg 77 deg 71.5 deg
5 72 deg 71 deg 66.3 deg 77 deg 73.9 deg
6 60 deg 71 deg 67.9 deg 77 deg 74.9 deg

because the GPS orbits are inclined at 55 deg (see Fig. 6). Momentary periods
of low satellite visibility that might occur in the event of a catastrophic satellite
failure tend to occur at the midlatitudes, as shown earlier. Thus, it is clear that
an equatorial ring of satellites at either GPS or geostationary altitudes with GPS-
like payloads could provide an extra degree of redundancy for the GPS system.
More specifically, the GPS-24 constellation has momentary periods of only four-
satellite visibility for user elevation angle constraints at 10-deg elevation angle
and user latitudes in the 30-60-deg region. These regions could be easily covered
by three equatorial satellites at either geostationary or GPS altitudes to provide
a minimum of five satellite visibility at 10-deg elevation angle or six-satellite
visibility at 5-deg elevation angle. Even better would be an additional six satellites
in either the (30/6/1) constellation at 55-deg inclination or a set of six equato-
rial satellites.

A. Satellite Ground Traces

From a user’s standpoint, it is sometimes useful to show the ground trace that
each of these satellites makes as its subsatellite point moves with time. The
ground trace is the line generated on the Earth’s surface by the line joining the
satellite and the Earth’s center as both the satellite moves in its orbit and the
Earth rotates. Because the satellites have precisely a 12-h (sidereal time) orbit,
each satellite traces out exactly the same track on the Earth’s surface each sidereal
day.* The Earth, of course, rotates once in inertial space each sidereal day
underneath the satellite orbit. Thus the satellite produces a ground track (the
locus of points directly below the satellite on the surface of the Earth), which
exactly repeats every day. If we stand on a ground track of a satellite, we see
the same satellite appear overhead at the zenith every day. In fact, a user at any
fixed point sees exactly the same pattern of satellites every day. However, because
the user’s clock time is mean solar time rather than sidereal time of the satellite
period, the user sees this satellite pattern appear approximately four minutes
earlier each day (235.9 s).

Define a reference GPS satellite in a circular orbit at inclination { which crosses
the equator at t = 0 at longitude 6;. If another satellite of interest is in the same

*As pointed out earlier, the GPS satellite ground tracks are held to within =2° in longitude by
the GPS Control Segment at the time of the writing.
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plane but offset in phase (the mean anomaly) by ¢, then it can be shown that
this satellite ground track has latitude that varies with time as follows:

Lat = sin![sin i sin(wf + &,)] (7a)

where the period of the orbit T = 27/w.
The longitude likewise varies with time as follows:

Long = ¢; — Q. + tan™'[tan(w? + &;)cos /] (7b)

where (), is the Earth rotation rate.*

As a simple example, if there were four equally spaced satellites, and one of
these crossed the equator at 0° longitude, the ground traces would appear as
shown in Fig. 10. Notice that each satellite ground track repeats and makes two
complete cycles as it moves from —180 to +180° in longitude, as we would
expect from the 12-h period. It can be shown that a satellite in another plane,
but offset in phase, can have exactly the same ground track. For example, if one
satellite crosses the equator in a positive direction at ¢+ = 0, another satellite
crossing the equator in a negative direction at the same time but 180° offset in
longitude would have exactly the same ground track. In general, two satellites
have the same ground track if Ad = 2A08(mod 27). That is, the offset in satellite
phase is equal to twice the offset in longitude of their planes modulo 2. Thus,
it is possible for satellites in different orbit planes in inertial space to have the
same ground track if the phasing is selected accordingly.

Clearly, with the GPS-24 constellation the satellites do not all have the same
ground tracks because the longitude of the ascending nodes (measured in the
rotating Earth coordinates) are different (mod 7 or 180°). Thus, there are 24
separate ground tracks, one for each satellite. However, each of their ground
traces have exactly the same shape as those shown here except for the position
of the longitude of the ascending node.

IV. Geometric Dilution of Precision Performance Bounds
and GPS-24 Performance

The previous section discussed satellite orbits and visibility, and previous and
later chapters discuss the pseudorange measurement accuracy. However, it is
really user position that is of greatest interest, and as described earlier, the general
relationship between the errors in the pseudorange measurements by the user to
the user position accuracy is described by the GDOP. The GDOP generally
assumes that the measured pseudorange errors are independent with zero mean,
and all measurement errors have the same rms value o. (GDOP is also discussed
in Chapter 11, this volume, wherein a different approach is taken but leads, of
course, to the same result.) The following are the GDOP parameters:

GDOP

1 . . .
~ Jo + a2 + o? + o} for three dimensions plus time
o

Geometric Dilution of Precision

il

*For computational purposes, it is sometimes useful to approximate the tan™'( ) relationship for
I = 55 deg of Eq. (6b) by Long(z,0,0) = 2mt/12 + & — 0.271 sin 2(2w/12 + &) + 0.0367 sin
42712 + &) — 0.00663 sin 6(2m#/12 + ¢) + 0.00135 sin 8(2w/12 + &) — 2wif2y + ).
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a)

Fig.10 Example of ground traces for four equally spaced satellites at 55-deg inclina-
tion in a single orbit plane at inclination 55 deg where one of the satellites crosses
the equator at longitude 0°. Each satellite travels from west to east along its ground
track: a) ground traces for two satellites, one of which crosses the equator at 0°
longitude (longitude of ascending node is 0°), and the second is in the same orbit
plane but spaced by 90 deg; b) ground traces for all four equally spaced satellites.
Each satellite follows the ground trace moving from west to east. Note that the GPS
satellites are not equally spaced in the GPS-24 constellation.
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Chapter 6

GPS Satellite and Payload

M. Aparicio, P. Brodie, L. Doyle, J. Rajan, and P. Torrione*
ITT, Nutley, New Jersey 07110

I. Spacecraft and Navigation Payload Heritage
A. Concept

HE launch of Sputnik I by the USSR in October 1957 was the beginning

of the age of navigational satellites. That event was the culmination of
centuries of navigation based on the known position of natural heavenly bodies
and ever-improving clock accuracy. Observations of the signals transmitted by
Sputnik I established the idea that accurate timing signals coming from artificial
satellites of known position could aid navigators substantially. In effect, the
artificial satellite replaced the functions of the sun and star tables with the known
ephemeris of the satellite. In addition, the satellite’s accurate timing signals
replaced the ship’s chronometer. The satellite-based system could provide continu-
ous, worldwide coverage with few satellites; it could be an all-weather system,
and it could provide extraordinary position location accuracy.

B. Relation to Earlier Non-GPS Satellites

The challenge of Sputnik I led to the U.S. satellite system Transit 1. Begun in
December 1958, its goal was continuous, worldwide, all-weather coverage. Tran-
sit was placed in operation January 1964. During the late 1960s, the growing
need for accurate navigation among the U.S. strategic and tactical forces, com-
bined with the rapid reduction in the cost of computers and processors (user
equipment) established the need for, and potential feasibility of, a highly accurate
tri-service navigational satellite system. The Air Force and Navy began indepen-
dent programs called, respectively, 621B and TIMATION. NAVSTAR/GPS is
the program that combined features of 621B and TIMATION. The Air Force’s
signal structure and frequencies were used, while the Navy’s orbital configuration
was chosen.

C. Overview of Payload Evolution

Two prime contractors under the management of the U.S. Air Force have taken
the responsibility of taking the GPS satellite from concept into practice. Rockwell

Copyright © 1995 by the authors. Published by the American Institute of Aeronautics and
Astronautics, Inc., with permission. Released to AIAA to publish in all forms.
* Aerospace/Communications Division.
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International was the developer of the initial or Block I spacecraft and the
Production Block II and IIA spacecraft, and Martin Marietta is the current devel-
oper of the GPS Block IIR (replenishment) spacecraft. ITT Corporation developed
the critical navigational payload elements on all these satellites. The pseudoran-
dom noise signal assembly (PRNSA), which constitutes the navigation payload
on the original eight GPS development spacecraft consists of the following
components: baseband processor; L,/L, synthesizer; L, modulator; L, modulator;
L, high-power amplifier; L, high-power amplifier; and diplexer. It also included
delivery of GPS peculiar support equipment (GPSE) for ground station and
prelaunch testing. Four more PRNSAs were subsequently added for a total of
12 GPS Block I deliveries.

The development Block I program resulted in 10 GPS spacecraft that were
successfully launched from 1978 through 1985. One Block I spacecraft was
destroyed because of launch failure. The 12th Block I was a qualification unit
that was not flown. The Block II production spacecraft launches began in 1989.
The Block II changes to the basic navigation service of the Block I spacecraft
consisted of a gradually degrading navigation service for a period of 14 days, if
the Control Segment (GPS CS) became inoperable. Block IIA spacecraft added
an autonomous momentum management capability that functioned for a period
of 180 days without ground contact.

The navigation message uploads to the Block II/IIA spacecraft are performed
on a daily basis by the GPS CS. Block IIR satellites incorporate a ranging
capability in the satellite crosslink. This ranging capability, combined with an
onboard Kalman filter, gives the Block IIR autonomous navigation Autonov-
capability. Using the crosslink range measurements, the Block IIR spacecraft
estimates the error in the Kepler orbital parameters. This enables the Block IIR
satellites to support full navigation accuracy of 16-m spherical error probable
(SEP), without CS contact for periods of up to 180 days. The comparable error
of a Block IIA at the end of 180 days is of the order of kilometers.

D. On-Orbit Performance History

Figure 1 summarizes the historical development of the GPS space segment.
Block IIR spacecraft are presently in development and will replace the Block I,
IT, and IIA satellites as they are declared nonfunctional. There are two basic
ways in which satellites become nonfunctional. The first is unplanned and involves
an on-orbit failure causing loss of the spacecraft, “caused by,” “and” failure of
two or more redundant components. The second is depletion of such life-limiting
items as thruster fuel and degradaton of the solar arrays or batteries.

The GPS achieved a major milestone in December 1993 when it established
initial operational capability or IOC. At IOC, the Air Force Space Command
achieved operation of a full constellation of 24 GPS satellites. Shortly thereafter
in February 1994, the Federal Aviation Agency (FAA) declared GPS operational
for aviation use.

Figure 2 summarizes the launch and on-orbit performance history of the Block’s
I, 11, and IIA space vehicles (SV). The last Block IIA SV is expected to be
launched in the first quarter of 1996. Block IIR satellites will begin launches in
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NUMBER LAUNCHED: 10
NUMBER ACTIVE: 4

NUMBER LAUNCHED: 9 | NUMBER LAUNCHED:5 |
NUMBER ACTIVE: § NUMBER ACTIVE: 5§ |

BLOCK IR
* (§V.s 41-60)
{
« G
i PLANNED LAUNCH |
BLOCK Il

FOR A TOTAL OF 2
(sV's 13-21) N A TOENL OF 30

i -
PROJECTED
COMPLETION
2000

amn’sWun AT Aws ITT

Fig. 1 Historical development of the space segment.

1996. The Air Force plans to begin the Block IIF (Follow-on) program in 1995
with expected launches beginning in 2001.

II. Navigation Payload Requirements
A. GPS System

GPS is a highly accurate, passive, all-weather, 24-h, worldwide, common-grid
navigation system. The navigation payload must supply a continuous, precision,
high-integrity signal to support this requirement.

The GPS has also enabled specialized users to enhance system accuracy,
availability, and integrity with augmentation and sensor integration. The augmen-
tations include differential stations providing differential corrections to GPS
measurements; the GPS integrity channel (GIC) providing faster integrity infor-
mation via geostationary satellites and pseudolites, enabling faster cycle ambigu-
ity resolution and precise localized navigation. The sensor integrations include
GPS integrations with inertial navigation systems (INS) and low-cost multisensors
to provide accurate navigation comparable to INS at much lower cost. These
combined systems provide superior short-term accuracy of GPS and control the
error growth during GPS signal outage (caused by masking and aircraft maneuver)
by utilizing the long-term stability of an INS.

B. GPS Performance

The GPS is designed to provide a precision positioning service with a 16-m
SEP. This performance is achievable by a dual-frequency precision code user
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Data is current as of _ 06-Sep-94
&v/ on-Orbit Nav Total Mission | Exceeded
PRN | GP8 Launch Available Loat |Deactivatio{ 4onths jLife Rgmt| Life by PFailure
No. | Block Dute Dste Date Date Available] (Months (Nonths) | Mechanisa
1/4 I 22-Feb-78! 29-Mar-78) 25-Jan-80 17-Jul-85 22 48 . -26|Clock
2/7 1 13-May-78]| 14-Jul-78] 30-Jul-80 16-Jul-81 24 48 -24|Clock
3/6 I 06-Oct-78| 09-Nov-78( 19-Apr-92 25-Apr-92 161 48 113fClock
4/8 I 11-Dec-78] 08-Jan-73] 27-Oct-86 14~0ct -39 93 A8 45]Clock
5/5 I 09-Peb-80| 27-Pab-80| 28-Nov-83 28-Nov-83 45 43 -3|wheel
6/9 I 26-Apr-80| 16-May-80] 10-Dec-90 06-Mar-91 127 48 79]wheel
1/ I 18-Dec-81 - Satellite dest. ad during launch (booster failure)
8/11| I 14-Jul-83] 10-Aug-83! 04-May-93] 04-May-93 117 43 69]EPS Degr.
9/13 I 13-Jun-84| 19-Jul-84) 28-Peb-94 28-Peb-94 115 48 67]|Clock
10/13 I 08-Sep-84] 03-Oct-84 119 48 71
11/3 1 09-Oct-85] 30-Oct-85| 27-Peb-94 27-Peb-94 100 48 S52|Not I1D'd
12/ 11 Qual Onit - will not be launched
1372 I1 10-Jun-89| 11-Jul-8% 62 60 2
14/14 11 14-Feb-89]| 15-Apr-89 65 60 S
15/18 11 01-0ct-90| 15-Oct-90 47 60
16/1q I1 18-Aug-89] 14-Oct-89 58 60
17/13 11 11-Dec-89{ 06-Jan-90 56 (3]
18/18 11 24-Jan-90| 16-Peb-30 55 60
19/194 11 21-Oct-89| 26-Nov-8% 58 60
20720 IT | 24-Mar-90] 18-Apr-90 53 60
21/2Y 11 02-Aug-90) 22-Aug-90 49 60
22/23 IIA 03-FPeb-93| 30-Mar-93 18 60
23723 IIA 26-Nov-90] 10-Dec-90 45 60
24/2 ITA 04-Jul-91] 30-Aug-91 37 60
25/2 IIA 23-Peb-921 24-Mar-92 30 50
26/26 1IA 07-Jul-92] 23-Jul-92 26 60
27721 IIA | 09-Sep-92] 30-sep-92 24 60
28/24 1IA 10-Apr-92| 25-Apr-92 29 60
29/29 IIA 18-Dec-92] 05-Jan-93 20 60
30 60
31/3Y 1IA 04-Apr-93f 13-Apr-93 17 60
32/1) 1Ix» 22-Nov-92] 11-Dec-92 21 60
33 IIA | 60
34/4] IIA 26-Oct-93] 29-Nov-93 10 (1]
35/5] IIA 30-Aug-93| 28-Sep-93 12 60
36/6 IIA 10-Mar-94] 28-Mar-94 6 60
37/7] 11A 13-May-93] 12-Jun-93 15 60
38 IIA 60
39/9] Iia 20-Jul-93 14 (1]
40 IIA 60
Total On-Orbit Availability {(to Date): 1,751 months
145.9 years
on-Orbit Mission Life above Program Rgata (to Date}: 37.5 years

Fig. 2 The GPS satellite on-orbit performance history.

under dynamic environment. The current policy is to encrypt the precision code
so that it is available only to authorized users. The user ranging error (URE) is
derived from the Block II requirement that the system meet a navigational accu-
racy of 16-m SEP. The derived user ranging error (URE) is 6.6 m (one sigma).
The URE budget is shown in Table 1. The velocity accuracy achievable by the
systemn in a dynamic environment is 0.1 m/s. The time transfer accuracy that can
be achieved by the system is at least 100 ns. The system also provides a standard
positioning service (SPS) of 100-m 2d rms for unauthorized users. The C/A
code by itself can provide an accuracy of about 25-m SEP. However, the accuracy
is degraded to a 100-m level by man-made degradation of the navigation signal
and parameters.

The total root-sum-square errors (rss) allowed for the space segment is approxi-
mately 3.5 m (one sigma). An rss is taken, because these errors are uncorrelated
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Table 1 System error budget (Block II)

Error sources User range error (10), m
Space segment
Clock and navigation subsystem stability 3.0
L-Band phase uncertainty 1.5
Predictability of SV parameters 1.0
Other 0.5
Control segment
Ephemeris prediction and model implementation 4.2
Other 0.9
User segment
Ionospheric delay compensation 23
Tropospheric delay compensation 2.0
Receiver noise and resolution 1.5
Multipath 1.2
Other 0.5
Total (root-sum-square) rss URE 6.6

or statistically independent. Achieved performance for the satellite is 2.2 m (one-
sigma) using the rubidium atomic frequency standard (AFS), and 2.9 m (one-
sigma) for the cesium AFS. Both performance measures are taken 24 h after the
last update from the ground. For normal operations, the ground updates the
satellite every 24 h.

C. GPS Signal Structure

The GPS satellites provide precise ranging signals at two frequencies, L; and
L,. The satellite transmits precise ranging information using precision (P) code
and transmits coarse range using the coarse/acquisition (C/A) code. The C/A
code is a Gold code of register size 10, which has a sequence length of 1023.
The clock rate of the C/A code is 1.023 MHz, and the code period is 1 ms. The
P code is clocked at 10.23 MHz. Each satellite uses a different member of the
C/A Gold code family. The P code is over 37 weeks long but is short-cycled on
a weekly basis. Different satellites use a different 1-week segment of the P code.
The short length of the C/A code allows user equipment that has a low-cost
clock with time uncertainty of the order of seconds to search the entire code
phase of the C/A code quickly and acquire and track the C/A signal. Tracking the
C/A code enables the receiver to demodulate the navigation data. The navigation
message is a 50 b/s datastream arranged in 25 pages, each page containing 5
subframes, with each subframe containing 10 words of 30 bits each. The naviga-
tion datawords are encoded with (32, 24) Hamming parity providing single error
correction and double error detection capabilities. The navigation data on the C/
A code has, in addition to the ephemeris and satellite clock correction and double
error detection information, the hand-over information that enables the receiver
to acquire and track the P code. Specialized receivers with direct time transfer
capability can directly search, acquire, and track the P code.

Dual-frequency transmission of ranging signals by the GPS satellite enables
user equipment with dual-frequency capability to measure ranges at the L, and
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L, frequencies. These measurements allow the user equipment to accurately
compensate for the propagation delay through the ionosphere.

The signal levels guaranteed to the users near the surface of Earth are shown
in Table 6-2 for various signal components. The C/A-code power level is 3 dB
higher than that of P code to enable fast initial acquisition of the C/A code. The
L, power is considerable lower, because it typically is not used for initial acquisi-
tion. The receivers in general search, acquire, and track the L, C/A signal. Based
on range measurements made while tracking L; C/A, a limited and somewhat
slower search is made on the L, signal to enable L, acquisition and subsequent
tracking.

D. Payload Requirements

The link budget covers the three segments of the system and satisfies the
power density levels guaranteed to the users. The obvious trade-off in the link
budget is the antenna gain vs payload transmit power. This trade-off is made by
evaluating the cost, size, power, and weight.

Key requirements are derived from the receive bands of the receivers onboard
the satellites and from such specialized frequency bands as a radio astronomy
band. An additional requirement minimizes the phase noise of the space-borne
L-band transmitters.

Other key performance parameters include: group delay variation on the L-
band transmitter chain, which has an impact on the payload URE; the uncertainty
in the differential group delay between L, and L,, which has an impact on the
accuracy to which the ionospheric corrections can be made; and gain flatness,
which influences the symmetry of the code autocorrelation function at the receiver.

As in most complex systems, high reliability is an important factor in the GPS
payload design. High reliability provides an assurance that the system is providing
an accurate signal to meet the user’s navigational needs.

The design of the spacecraft incorporates subassembly and component redun-
dancy; environmental controls; the use of flight-proven, high-reliability piece
parts (e.g., transistors, integrated circuits, relays); and proven manufacturing and
test procedures and practices. Particular design and test emphasis is placed on
ensuring that a failure within a component will neither degrade the performance
of the components within the spacecraft nor propagate throughout the system.

Single point failures have been absolutely minimized. Detailed reliability analy-
ses have been performed on all spacecraft elements to determine the effectiveness
of design trade-offs. Failure modes, effects, and criticality analyses (FMECA)

Table 2 L-band rf power

L, L,
I 0 I
C/A P(Y) P(Y)/C/A
Output power at the antenna input, dbw +14.3 +11.3 +8.1

Power near the Earth’s surface —160.0 —-163.0 —166.0
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have been performed on all elements of the SV. The analyses are performed
concurrently with the design efforts, thus producing designs that reflect the
analyses conclusions and recommendations. The GPS spacecraft is required to
meet a 7.5-year life and is designed for a 10-year life.

III. Block IIR Space Vehicle Configuration

As noted earlier, the Block IIR spacecraft will replace the Block II and IIA
spacecraft as they become nonoperational. The contract to develop the Block
IR system was awarded to Martin Marietta (then General Electric Astro Space)
and to ITT Aerospace/Communications Division (then ITT Defense Communica-
tions Division) in 1987. The team consists of more than 20 subcontractors nation-
wide. The launch of the first Block IIR spacecraft is planned for the last quarter
of 1996. An exploded view of the Block IIR SV is shown in Fig. 3.

The GPS navigation signal is generated and transmitted by the total navigation
payload (TNP). The AFS is the heart of the TNP. It provides the precision
timing needed to achieve GPS accuracy. The TNP includes two rubidium atomic
frequency standards and a cesium atomic frequency standard.

The L-band system consists of the three transmitter chains for three radio
frequencies denoted as L,, L,, and L;. The L, and L, frequencies are used for
the navigation mission of the GPS, and the L; frequency is used by the nuclear
detonation detection system (NDS or Nudet), also located onboard the GPS SV.
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Fig. 3 The GPS Block IIR space vehicle.
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Within the TNP, are two major functional capabilities that provide the Block
IIR with a giant leap in mission capabilities as compared to Block II/IIA. These
are referred to as the time-keeping system (TKS) and the autonomous navigation
(AutoNav) capability.

The subsystems of TNP, TKS, and the AutoNav capabilities are explored in
detail in the following sections.

The central body of the Block IIR SV is a cube of approximately 6 ft on each
side. The span of the solar panel is about 30 ft. The lift-off weight of the spacecraft
is 4480 1b and the on-orbit weight is about 2370 1b. The Block IIR spacecraft
will be launched by the Delta launch vehicle. The spacecraft has 16 thrusters
and a standard set of bus equipment such as telemetry, tracking, and command
(TT&C), payload control electronics (PCE), a spacecraft processing unit (SPU),
and an attitude reference system. The Block IIR spacecraft are designed to meet
10-year mission life and 4-year storage life. They are designed to be ready to
launch with 60-days notice. The SV is designed to operate autonomously for at
least 180 days without ground intervention; whereas, the Block I and II satellites’
accuracy degrades without ground contact.

A. Navigation Payload Architecture

The TNP components are shown mounted on the two payload panels of the
spacecraft shown on the lower left of Figure 6-3. This assembly consists of all
the components needed to generate the signals that provide the navigational
capability of the GPS. The antennas that radiate the signals to Earth are shown
on the top face in the figure. This face is always accurately pointed toward the
Earth to ensure uniform and stable illumination of the Earth by the navigational
signals. Placing the TNP on two adjacent and stand-alone panels allows easy
integration and testing of the spacecraft.

The mission data unit (MDU), atomic frequency assembly, and L-band sub-
system produce the navigational signals. The crosslink transponder and data unit
(CTDU) provides direct satellite-to-satellite communication and ranging. This
allows the satellites to operate autonomously (i.e., without ground control segment
time and ephemeris updates) at full accuracy for at least 180 days.

The MDU is the brains of the TNP. It integrates all mission functions, such
as ephemeris calculations, encryption, NDS data, pseudorandom code generation,
and autoNav, as well as monitoring the health of specific TNP components. The
MDU software consists of approximately 25,000 lines of code written in Ada
running on a MIL-STD 1750A radiation-hard processor at 16 MHz. A block
diagram of the TNP is shown in Fig. 4.

IV. Block IIR Payload Design
A. Payload Subsystems

The L-band subsystem also includes bi- and quadriphase shift keyed modula-
tors, (BPSK and QPSK) which place the MDU information with the pseudoran-
dom C/A and P codes (1.023 Mbs and 10.23 Mbs, respectively) on the three L-
band carriers. These three carriers are at 1227.60 MHz (L,), 1381.05 MHz (L),
and 157542 MHz (L;). The three carriers are amplified by bipolar transistor
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Fig. 4 Complete system from atomic reference clocks through transmitted naviga-
tion messages to users.

amplifiers using microwave integrated circuits technology and sent to the triplexer,
which combines them and delivers them to the spacecraft antennas for radiating
to users on the Earth. The L; signal is filtered through an L, astronomy filter.
A principal element of the spacecraft is the atomic frequency standard or
atomic clocks. The key requirement is to maintain an accuracy of 6 ns with
respect to GPS time. To do this, cesium and rubidium atomic frequency standards
are integrated into the TKS of the navigation payload. To ensure operation if
one of these critical components fails, two rubidium standards and one cesium
standard provide redundancy for the time standard assembly (TSA). The Block
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IIR TNP unit is shown in Fig. 5 undergoing prequalification tests at the ITT
A/CD facility in Clifton, New Jersey.

The following sections discuss the key design issues associated with each
element. Table 3 summarizes the functions of each payload element. Each of
these is described in detail in the following sections.

1.  Atomic Frequency Standards

a. Introduction. Placing a very stable time reference in a position where
maximum user access can be achieved is the basis for modern satellite navigation.
At the speed of propagation of electromagnetic signals in the atmosphere, 1 ns
of phase uncertainty of the signal, as measured at the user, is roughly equivalent
to 1 ft or 1/3 m in position uncertainty. The only instruments that can maintain
the phase uncertainty within the required limits for GPS; i.e., 9 ns, one sigma
for 24, are atomic frequency standards. This phase stability is equivalent to an
uncertainty of 1 mm out of the distance from the Sun to the Earth.

Atomic frequency standards* are amazingly accurate and stable devices. The
history of frequency standards and clocks spans the spectrum from sand and
water clocks to the modern chronometer and present day AFS. The fundamental
problem of clock use has remained the same: “How do we measure the time

m— L2 HPA

L2 DSIDC
CONVERTER

*The primary difference between clocks and frequency standards is that clocks keep a record of
how many repetitions of a periodic phenomenon have occurred since an event; whereas, frequency
standards provide only the periodic phenomenon to the external world.
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Table 3 GPS Block IIR payload element functionality

Element Function

Atomic frequency standards Provide accurate, stable and reliable timing for all
GPS signals. (This is the most important
function, because accurate navigation depends
primarily upon accurate time.)

Onboard processing Generate navigational messages, perform
ephemeris calculations, and data encryption,
generate P and C/A code, monitor health of
payload, provide clock error corrections

Software Implement onboard processing functions.
Reprogrammable from ground stations

L-band system Generate and modulate the L,, L,, and L; signals
and combine them for transmission to Earth

Crosslinks Provide satellite-to-satellite communications and
ranging

Auto navigation Provide accurate autonomous operation without

regular communications from Earth

interval between two events?” The answer has also remained the same; “Count
periods of a stable phenomenon.” The technological history of clocks and fre-
quency standards is a search for more accurate and stable phenomena and imple-
mentation of the measuring device, ranging from the rising and setting of the sun,
through mechanical pendulums, to transitions of electrons between energy bands.

The principle of operation of atomic frequency standards'*'*' in its most
fundamental form is: “The coupling of the output frequency to a periodic natural
phenomenon whose period (time to complete a cycle) is essentially invariant.”
The natural phenomenon used is the change in energy of the outermost electron
of an atom of a given element or compound. When this change in energy occurs,
the atoms release or absorb the energy at a precisely determined frequency, hence
the term atomic frequency standard.

There are different types of AFS, classified by the element or compounds they
use for the electron energy transition and the way they couple this information
to external devices. Among the most successful AFS types are: hydrogen masers;
ammonia frequency standard; cesium frequency standard; rubidium frequency
standard and maser; beryllium frequency standard; and mercury electromagnetic
ion trap frequency standard.

All AFS types have three common functions: 1) preparation of the outermost
electron population into a known state; 2) injection of an electromagnetic signal
that causes the energy transition, (higher precision of the frequency of the injected
signal causes more atoms to transition); and 3) interrogation and sorting of the
resulting energy state of the resulting outermost electron atomic or molecular
population. The last step generates an error signal that is used to tune a voltage
control oscillator (VCXO) to that natural frequency. The VCXO provides the
clock signal with the correct output frequency. Specific examples of this process
are the rubidium and cesium AFS. These two types of AFS are of significant
importance and are the only types in use in the GPS space segment. The diagrams
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shown (Fig. 6 and 7) are of the resonator sections of the cesium and rubidium
AFS. They are those elements of the AFS that perform the three operations
described above.

b. Operation of the cesium AFS. For the GPS cesium AFS, cesium atoms
are emitted from a heated cesium reservoir (Fig. 6). Then the three operations
are performed. The first is the preparation or sorting of the energy states of the
electron in the atomic or molecular population of the cesium atoms. This is
accomplished using a magnetic field tuned to the natural frequency of the magnetic
dipole of the atoms that contain the electrons in the ground state. This field is
produced by a magnet known as the “A” magnet that deflects atoms into the
cavity only if they contain electrons in the ground state. This operation creates
a relatively pure population of atoms that have their outermost electrons in the
ground state.

The second operation is the electromagnetic stimulation of the outermost
electron of the cesium atoms. The electrons are shifted from the ground energy
state to the next energy state or hyperfine state. This stimulation takes place, if
and only if, the electromagnetic field is oscillating extremely close to the specific
frequency. That frequency is 9, 192, 631, 770 Hz. If the electromagnetic stimulus
is not very close to the oscillating frequency, few transitions to the hyperfine
energy state take place, and most electrons remain in the ground energy state. if
the electromagnetic stimulus is at the right frequency, many electrons will make
the hyperfine transition. This transition changes the properties of the atoms that
contain the electrons. In particular, this transition changes the magnetic dipole
of the host atoms and allows sorting of the atoms.
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Fig. 6 Cesium beam frequency standard resonator.
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Fig. 7 Rubidium atomic resonator.

The third operation, which is the interrogation and sorting of the atomic
population, is performed with the magnet placed at the other end of the cavity.
This magnet, the “B” magnet, is tuned so that it deflects atoms that contain
electrons in the hyperfine energy state. If the atoms coming out of the cavity
contain electrons in the hyperfine energy state, those are then deflected. This
means that the electromagnetic stimulus is precisely on frequency if it is success-
fully causing many energy transitions. The deflected atoms are sent in a path
that causes them to strike an ionizer rod. The ionizer rod very efficiently converts
the neutral atoms into ions. The ions continue their trajectory into an electron
multiplier that turns the ion flow into a current flow proportional to the number
of atoms that have been deflected. The current is an indication of the frequency
of the electromagnetic stimulus that was injected in the cavity. From the electron
multiplier detector output, an error signal is derived, which corrects the VCXO
in a control loop. The VCXO oscillation frequency is the actual clock output
frequency of the device.

¢. Operation of the rubidium AFS. For the rubidium AFS, three similar
operations are performed (see Fig. 7). Initially, electrons are in the ground energy
state. There will always be a fraction of the total population of atoms that naturally
contain outermost electrons in the ground state. In a working standard, this is
normally 0.1% of the total population.

The outermost electrons are then excited to the hyperfine energy state. This
excitation is carried out by injecting an electromagnetic signal into the cavity
that contains the rubidium vapor (the so-called absorption cell). If this stimulus
is oscillating at precisely the right frequency 6, 834, 682, 608 Hz (for a zero
magnetic field), many electrons in the ground energy state in the atomic population
change into the hyperfine energy state. This transition in energy state changes
the optical absorption properties of the host atoms.
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The third operation is interrogation of the atomic population for energy changes.
This optical interrogation process begins at the lamp. The lamp is a discharge
device filled with the rubidium isotope 87 and excited by an rf source at about
100 MHz. The lamp emits a spectrum of electromagnetic frequencies, the majority
in the visible range. The electromagnetic emissions are passed through a filter
cell filled with the rubidium isotope 85. The filter cell stops all but two visible
frequencies from reaching the absorption cell. Atoms containing the outermost
electrons that have made the hyperfine energy state transition from the ground
state will absorb the light. The absorption of the light by the host atoms creates
a minimum current output at the optical detector located at the other end of the
absorption cell. The minimum occurs only if the electrons in the population
of host atoms make the hyperfine energy transition. The optical detector or
photodetector generates a current proportional to the amount of light that reaches
it. The current is used to shift the VCXO oscillation frequency to the desired
clock output frequency.

d. Performance. * The most important requirements for operating an AFS in
a space-borne platform for a navigational application are: phase stability; reliabil-
ity; low power; low weight; low volume; and high tolerance to the space environ-
ment. To meet these requirements, special space-qualified units are used in the
GPS satellites. The most difficult requirements to meet are phase stability and
reliability. Although the AFS units used by the National Bureau of Standards
exhibit excellent performance, they are too large and heavy for spacecraft applica-
ton. The reliability of AFS has traditionally been low because of the nature of
their high sensitivity to the environment and their complexity. Balancing these
unique requirements and constraints to produce units accurate and reliable enough
for space poses unique technological challenges.

Phase stability is measured in terms of the time-averaged integral of the
fractional frequency stability (o,(1)). The fractional frequency stability is mea-
sured by the Allan variance o?(7), which is the square of the Allan deviation
o,(1). The Allan variance is defined by the following equation:

N-1

1

o; (1) = IN-1 Z (Y — 1Y
i=0

where Y, = fractional frequency at time interval i (actual frequency/nominal
desired frequency, and N = number of fractional frequency samples.

The Allan deviation is a measure or statistical estimate of the noise contribution
to the frequency instability of frequency standards. The noise processes that have
experimentally been found to have significant effects in precision frequency
standards are: white phase modulation noise (PM); white frequency modulation
noise; flicker phase modulation noise; flicker frequency modulation noise; and
random walk of phase noise.

Table 4 is a comparison of some of the critical parameters for the GPS Blocks
I, 11, ITA, and IIR." As mentioned previously, reliability, power, weight, volume,
and tolerance to the space environment are the critical parameters for AFS in
the GPS context.
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Table 4 GPS Blocks I, I1, IIA, and IIR atomic frequency standards specifications

Reliability Power
AFS type requirement Size, in. Weight, b consumption, W
Rb GPS Block I 0.763 for 5.5 L =5.00 13 24.75
years W = 6.00
H =750
Cs GPS Block I* 0.663 for 5.5 L =530 28 22.00
years W = 15.10
H =780
Rb GPS Block II 0.763 for 5.5 L =500 13 2475
years W = 6.00
H =750
Cs GPS Block II 0.663 for 5.5 L =530 28 22.00
years W = 15.10
H =780
Rb GPS Block IA  0.763 for 5.5 L =500 13 24.75
years W = 6.00
H =750
CS GPS Block ITA  0.663 for 5.5 L =530 28 22.00
years W = 15.10
H = 7.80
CS GPS Block 1A 0.750 for 5.5 L =530 28 22.00
second source years W = 1510
H =780
Rb GPS Block IIR  0.763 for 7.5 L = 8.50 14 15
years W = 5.60
H = 6.20
Cs GPS Block IR 0.775 for 7.5 L = 16.50 22 26
years W = 5.50
H =525

2Only the last four satellites of Block I carry cesium atomic frequency standards.

Table 4 shows that the greatest improvements from Block I, 11, and IIA to IIR
are the reliability, weight, and power consumption of the rubidium standards. Of
these parameters, the most relevant change is the power consumption from 24.75
W to 15 W. Predicted reliability has been increased significantly for both stan-
dards. The reliability parameter is of extreme importance in the space mission
environment, where the life of components and subsystems limit the mission’s life.

B. Mission Data Unit
1. Onboard Processing

Onboard processing is performed in the MDU. The MDU and the frequency
synthesizer unit (FSU) are housed together in one physical package. The MDU
provides storage of navigation data as uploaded by the CS via the TT&C subsys-
tem of the SV. The MDU combines these data with internally generated ranging
codes and sends the resulting navigation message to the L-band system (LBS)
for transmission to the ground. The MDU also is capable of altering these
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navigation signals when necessary to deny full GPS navigation accuracy to
unauthorized users [i.e., it provides selective availability (SA)]. The FSU plays
a role in both the generation of the navigation signals and selective availability,
and it is controlled by the MDU processor. The MDU has the capability of
autonomously operating for 180 days without receiving navigation data updates
from the CS. When the MDU operates in this mode, it computes the SV ephemeris
and clock correction data by processing rf ranging performed between spacecraft.
The MDU then updates the contents of the navigation message sent to the users.

In addition to the function of providing navigation data to GPS users, the
MDU receives data from the NDS. These data are encoded by the MDU and
transferred to the ground with navigation data via the LBS. The data are also
transmitted via the uhf crosslink to other in-view satellites for retransmission
to the ground via the L-band. The MDU/FSU operates in the space radiation
environment and can operate through or recover from specified transient nuclear
events without a permanent impact on navigation functional accuracy or the NDS
data-processing function.

The following is a summary of MDU/FSU functions:

1) provide storage of messages uploaded by the CS;

2) process, format, and generate navigation data;

3) provide precise timing for other payload components;

4) generate pseudorandom noise (PRN) codes for navigation;

5) provide SA; i.e., alter the navigation downlink when necessary to deny
full GPS navigation accuracy to unauthorized users;

6) perform antispoof (AS); i.e., alter the navigation downlink on CS command
to allow the authorized user full GPS accuracy through hostile environments;

T) operate through certain specific transient nuclear events without a perma-
nent impact on the navigation functional accuracy;

8) recover from nuclear radiation transient including logic upset without
assistance;

9) autonomously operate for 180 days without update from the CS; i.e., modify
navigation data on a periodic basis by processing ranging data from other in-view
satellites and exchange navigation data with other SVs and enable autonomous
determination of ephemeris and clock corrections;

10) operate for 14 days, with at least the same navigation accuracy as the Block
II vehicles are required to meet, without updates from the CS or other satellites;

11) encode NDS data received from the burst detection processor (BDP).

12) insert current SA data and SV ephemeris data into the NDS datamessage
for transmission to other GPS satellites and the nuclear detonation user seg-
ment (NDUS).

13) update the SA data element (rapid turn-on) via the CTDU upon ground
command.

14) perform a graceful turn-on and turn-off function to a known acceptable
condition.

15) provide telemetry, diagnostics, and self-check capabilities.

2. Software

The computer program in the Block IIR navigation payload is large and
complicated, as compared to those used in other spacecraft. This program is
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referred to as the mission processor (MP) software. The requirement to function
autonomously for 180 days dictates that the spacecraft will have to perform many
functions currently performed by the CS. In addition to ephemeris and clock
parameters estimation, this includes integrity monitoring, curve fitting of the
navigation parameters, user range accuracy (URA) estimation, formatting the
navigation message, selective availability, universal coordinated time (UTC)
steering, and unassisted recovery from upsets.

Another factor contributing to the complexity of the software is the variety of
hardware and software interfaces that the processor must deal with concurrently.
These interfaces are shown in Fig. 8. Abbreviations for the interfaces that connect
directly to the MP are defined in Table 5. Each of these corresponds to one or
more 1/O ports.

The interfaces connect the MP to the other subsystems shown in Fig. 8,
including the SPU; reserve auxiliary payload (RAP); TT&C; CTDU; BDP; FSU;
LBS; AFS; hop sequence generator (HSG); COMSEC; watchdog monitor; and
error detection and correction (EADC).

The MP is programmed entirely in Ada. This affected the overall approach to
developing the software. The Ada tasking model is used to accommodate the
wide variety of processing deadlines. Ada portability and modularity are exploited
to allow testing of the code in a variety of test environments.

MDU INTERFACE MDU BASEBAND
SUSBSYSTEM SUSBSYSTEM
ic_DF 1C_L3X
sPU IC_RAP IC_UM
‘_—-—. —
RAP IC_TLM 1C_BM LBS
<« e
TT&C IC_CTDU IC_ADY
] —>
crou IC_BOP 16
BDP Ic_L3¢ IC_PHF
_—H | —
FSU IC_SPU_SSS 1C_RMON AFS
— St iaias N ¢
IC_AFS
IC_SPU_EDT
IC_FSW
mp
CSCl
MDU CONTROL 1750
SUBSYSTEM PROCESSOR
1c_UL
IC_HSG HSG
TT8C 1C_SMC
—_— i IS 1c_SEC COMSEC
1c_GLU P
Btk IC_WD WATCHDOG
——P ¢+——>
IC_1750A EDAC
>
IC_EDAC
IC_BLB

Fig. 8 CSCI-HWCI interfaces.
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Table 5 Mission processor CSCI external Interfaces

PUID Name
IC-UL Upload data interface
IC-SMC Serial magnitude command interface
IC-CLU Clear upload interface
IC-TLM Telemetry interface
IC-CTDU CTDU interface
IC-BDP BDP data interface
IC-L3X L3 transmit data interface
IC-L3C L3 on/off command interface
IC-BM Baseband modulation interface
1C-UM User message interface
IC-ADJ Adjustment interface
1C-XI X1/Z-count interface
IC-PHF Phase feedback interface
IC-RMON Reference monitor interface
IC-DF Delta F command interface
IC-AFS Atomic frequency standards interface
IC-FSW AFS switch interface
IC-BLB Blind bus interface
IC-WD Watchdog monitor interface
IC-HSG Hop sequence generator interface
IC-SEC Comsec interface
IC-1750A MIL-STD-1750A processor interface
IC-SPU-SSS Spacecraft subsystem status interface
IC-SPU-EDT Ephemeris data/time interface
IC-RAP RAP interface
IC-EDAC Error detector and correction interface
IC-LLED Low-level event detector interface

3. In-Space Reprogrammability

The operational flight code can be completely reprogrammed from the ground.
Upon cold start, the processor executes a program that is resident in PROM
(programmable read-only memory). This program then uplinks the operational
program over the S-band datalink. The PROM program has sufficient diagnostic
capability to verify proper operation of the processor, memory, and data interfaces
needed to upload and execute the flight program.

In addition to the capability to upload the entire program, partial uploads are
possible. Certain parts of the program have been segmented so that they can be
modified without uploading the entire program.

4. Software Partitioning Facilitates Test

An important feature of the onboard software is its ability to test certain
components in accelerated time. This feature is most significant for AutoNav. A
special test bed, the autonomous navigation emulator (ANE), has been developed
by ITT to support this testing both before and after launch.
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Chapter 7

Fundamentals of Signal Tracking Theory

J. J. Spilker Jr.*
Stanford Telecom, Sunnyvale, California 94089

I. Introduction
A. GPS User Equipment

HE GPS basic concepts, signal structure, navigation data, satellite constella-

tion, satellite payload, and geometric dilution of precision (GDOP) concepts
have all been introduced in previous chapters. This chapter and the next two
discuss the user equipment. These chapters provide the foundation for much of
the material in the companion volume on GPS applications.

Figure 1 illustrates the basic configuration of a GPS user equipment in its
typical form. Generally, the user equipment performs two functions: the first,
track the received signals, usually with some form of delay lock loop (DLL) so
as to measure the pseudorange and usually the pseudorange-rate or accumulated
delta range (ADR), a carrier measurement, as well. This chapter discusses the
fundamentals of signal tracking theory as applied to the GPS signals. The next
chapter, Chapter 8, discusses means for implementation of the GPS receiver
functions. The following chapter, Chapter 9, discusses the navigation algorithm
used to convert these receiver measurements into the desired output; namely,
user position, velocity, and user clock bias error. This present chapter on signal
tracking theory also describes a technique for combining the two functions,
receiver tracking and navigation algorithm into one combined integrated
tracking system.

In this chapter, the received signals are assumed to be received with stationary
additive white Gaussian noise (AWGN) that is representative of the thermal noise
at the receiver frontend. For most of this chapter, the received radio frequency
signal-to-noise ratio is small, typical of most GPS receiver applications. Thus,
the effects of self-noise or multiple access noise caused by the other GPS signals
is generally small and is usually neglected. However, in the last section on the
vector delay lock loop (VDLL), it is shown that the quasioptimal detector that
tracks all signals is designed to remove much of this multiple access noise.

Copyright © 1994 by the author. Published by the American Institute of Aeronautics and Astronau-
tics, Inc., with permission. Released to AIAA to publish in all forms.
*#Ph.D., Chairman of the Board.
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Fig. 1 Simplified configuration of the GPS user equipment.

B. GPS User Equipment-System Architecture

A generalized view of a basic GPS user equipment system is depicted in Fig.
2. The satellite signals are received by one or more antennas/low-noise amplifi-
ers.* The output of the antenna is fed to a radio frequency bandpass filter/low-
noise amplifier combination in order to amplify the signal and to filter out
potential high-level interfering signals in adjacent frequency bands. Otherwise,
these potential interfering signals might either saturate the amplifier or drive it
into a nonlinear region of operation. The radio frequency filters must be selected
with low loss in order to maintain a low noise temperature and also must have
sufficient bandwidth and phase linearity to minimize the distortion of the desired
C/A- or P(Y)-code signals. The signal then passes through serial stages of radio
frequency amplification, downconversion, IF amplification and filtering, and
sampling/quantizing. The sampling and quantizing of the signal can be performed
either at intermediate frequency (IF) or at baseband. In either approach, in-phase
and quadrature (I, Q) samples are taken of the received signals plus noise. At
the present state of the art, we can implement the functions of radio frequency
amplification, downconversion, IF amplification, and A/D sampling with a single
monolithic microwave integrated circuit chip (MMIC). Filtering and reference
frequency generation may require additional circuitry.

The 1, Q samples are then fed to a parallel set of DLLs each of which tracks
a different satellite, measures pseudorange, and recovers the carrier which is bi-
phase modulated with the GPS navigation data." The DLL 1-3 and associated

*Although most receivers employ only one antenna, some use more than one antenna/amplifier
in order to: :
Accommodate maneuvering of the user platform; e.g., an aircraft banking and thereby avoid blocking
some of the satellites with a wing. For example, one antenna can be at the top of the aircraft and
others can be at the sides.
Provide increased antenna gain. Each higher gain antenna can be pointed at single or clustered
groups of satellites. The antenna beams can be steered electronically or mechanically, if necessary.
Discriminate against interfering signals or multipath. Multiple narrow beam antennas or adaptive
antennas can be employed. Some antennas use special ground planes to reduce multipath. Null
steering antennas can be employed.
+An alternative time sequencing approach can be employed in which a DLL is sequenced over
several satellites, dwelling on each satellite for a short period of time. There is, however, some
performance degradation with this sequencing approach.
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demodulators provide estimates of the pseudorange, carrier phase, and navigation
data for each satellite and are usually implemented using digital processing. As
discussed in Chapter S, this volume, on the GPS satellite constellation, there may
be as many as ten satellites in view at one time. Typically the number of parallel
tracking DLL varies from 2 to 16, and it is possible to track all of the satellites
in view at both L, and L, frequencies. Generally, at least five satellites are tracked
as a minimum, either in parallel or in time sequence. At the present state of the
art, an L, 10-channel receiver with 10 parallel DLLs can be implemented in
digital form on one CMOS chip. Semiconductor technology is increasing signifi-
cantly every 18 months, and the processing power available for GPS receivers
is expanding in the same manner.

The receiver system with its parallel signal DLL and computer processors must
carry out the operations of satellite selection, signal search, tracking, and data
demodulation, as shown in Table 1.

This chapter concentrates on the signal-tracking task. The other tasks are
described in detail in Chapter 8, this volume. The parallel pseudoranges, naviga-
tion data, and, in the more sophisticated receivers, the carrier phase measurements
are fed to the navigation data processor where the position of each satellite is
calculated, and pseudorange and clock corrections are made. As a first step in
this operation, the pseudorange and carrier phase measurements are corrected
for the various perturbations, including satellite clock errors, Earth rotation effects,
ionosphere delay, troposphere delay, relativistic effects, and equipment delays.

The corrected pseudorange, phase, or accumulated phase (ADR) measurements
along with other sensor data are then fed to the extended Kalman filter (EKF)
or similar filter. The output of the EKF estimator provides position, velocity, and
time estimates relative to the user antenna phase center (see Chapter 9, this
volume.) There may or may not be information from additional sensors; e.g.,
altimeters, inertial measurement units (IMUs), or dead-reckoning instruments. If
so, these measurements are also fed to the EKF. Data from carrier tracking and
some of these sensors can also be used to aid the DLL tracking operation itself.
As discussed in the companion volume, this Kalman filter estimate of user
position can also be used in a differential mode with other GPS receivers where
at least one receiver is at a known reference point for geodetic sensing, more
accurate airborne or shipborne navigation, or in common-view mode for precision
differential time transfer. The user position is usually computed in Earth-centered,
Earth-fixed (ECEF) coordinates and are then transferred by appropriate geodetic

Table 1 Simplified sequence of operations in a GPS receiver system

1) Select the satellites to be tracked among those in view. Approximate satellite position
can be determined using the Almanac, and the selection criteria can be based on GDOP.

2) Search and acquire each of the GPS satellite signals selected.
3) Recover navigation data for each satellite.

4) Track the satellites under whatever conditions of user dynamics are present and
measure pseudorange and range-rate and/or ADR.
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transformation to a desired local coordinate set or map display convenient to the
user. As pointed out in a previous paragraph and discussed in more detail later,
it is also possible to integrate the EKF with the DLL instead of performing these
operations independently. The author has termed the integrated system the vector
delay lock loop (VDLL) because it processes the signals in parallel as a vector
operation. The VDLL can be interpreted as a further extension of the EKF.

C. Alternate Forms of Generalized Position Estimators

Figure 3 shows the received GPS signals from N satellites, each with delay
T{(x) and signal amplitude a;. The user position is x. The C/A or P received signal
is expressed as follows;

N
rt,x) = 2 ad(0slt — Tx)eos[w,(t — ) + & + n(r) M

where s{(f) represents the radio frequency signal* transmitted by satellite i with
amplitude a;, delay 7, and phase &, and 4, is the binary data modulation. Both
the delay and phase vary with time in accord with user dynamics relative to the
satellite i. The signal s; can represent either the C/A or P codes at either L, or
L, frequenciest. The noise n(¢) is assumed to be stationary AWGN.} The delay

" User Posltion
; X

Receive Signals /
rt, x) = £ aydiit)s; [t-1; (X)) + n (1)

Fig. 3 Simplified representation of received GPS signals for a user at position x
and path delays 7,(x). The signals are received in the presence of white Gaussian
noise n(t).

*In reality, of course, the signal has both a C/A code and a P code in-phase quadrature. Both of these
pseudonoise (PN) signals can be used simultaneously in delay estimation by a simple generalization of
these results.

tMore precisely, of course both C/A and P codes should be shown in phase quadrature, and both
signals can be tracked in one receiver.

fAlthough n() is generally white Gaussian thermal noise, there clearly can be signal level fluctua-
tions caused by multipath, attenuation caused by blockage from physical obstruction, and satellite-
user motion/geometry. The delay T,(x) is also perturbed by atmospheric delay effects, selective
availability, and multipath, which are separate colored noise effects discussed later.
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7, and phase ¢, are functions of the user position vector x. In general, the position
vector x(¢) is a function of time and is assumed to have some limited set of
dynamics governed by a process model.

There are at least two general forms of position estimators that can be config-
ured for the GPS system and many types within each of those forms. The most
general estimator, shown in Fig. 4a, shows a single estimator that produces in
one step an estimate of the user position vector x. The second more restricted
form of Fig. 4b first processes the received signal so as to estimate each of the
satellite pseudoranges T; (and range-rate, etc.) and then generates an estimate of
position £ based on the 4,. Each of the estimates of 7; are performed completely
independently in this second form.

Assume for the moment that the user position is an unknown constant vector
and that the received signal samples at discrete times f, are r(4,x) and are

represented over the time interval ¢, #,, . .. ¢, as the following received vector:
rix) = [rt;, x), r(t, x), . . ., r{tg, x)] 2)
Then the estimate in Fig. one 4a can be represented as follows:
£, = F,[r()] (3)
The estimate of Fig. 4b is the following more restricted type of estimate;
£, = Fy[rx)] = Fp.{#r(0]} C))

a) Received Signal
r{t, x) = Z a;s; [t-1; ()] + 0 (1)

Paosition
Estimate
r(t.x) Position 4
o———> N
Estimate Processor

b)

Delay Estimate | T1_

rt.x T -
t.x) > 2 2 Position
R Estimator

x>

N »-

Fig. 4 Two forms of generalized GPS position estimate processors. The first form
of processor a) estimates the position directly without an independent intermediate
delay estimate. This estimator may also produce an estimate of delay, because with
GPS a delay estimate is needed for recovery of the navigation data. The second form
b) first estimates the delay using independent parallel estimators for each 7; and
then estimates position as a separate process.
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where each of these 7; delay (pseudorange) estimates in (b) are made indepen-
dently. That is, no use is made of the fact that the delays 7, may be correlated
by the geometry of the transmission paths. Most present GPS receivers fall into
this latter more restricted class.

An obvious potential disadvantage of the two-step approach of Fig. 4b can be
illustrated by a hypothetical example where there are a large number of equal
power satellite signals, say N = 100, and only one coordinate, a scalar x, to be
estimated. Further assume that the satellite path delays are simple offsets of one
another, namely, 7(x) = x + C;,, where the C; are known delay offsets. This
signal model obviously represents an extreme example of an overdetermined
estimation problem. Clearly, an estimate of x, based on the totality of 100 equal
power received signals can, in general, produce a better estimate by making use
of the linear relationship of the 100 different 7, and the full power of the 100
signals than would an estimate based on processing each individual signal inde-
pendently, and then combining the 100 independent estimates of delay. For
example, a receiver could offset each of the signals by the known delays C; add
the signals coherently,* and estimate the delay using the composite signal that
now has a signal-to-noise ratio 100 times as large. We can envision a situation
where the signal-to-noise ratio of each individual signal is too small to process
independently (i.e., below threshold); whereas, the delay in the composite signal
is easily measured.

Section II of this chapter discusses receivers of the form of Fig. 4b wherein
each delay estimate is made independently. Quasioptimum forms of the receivers
(scalar delay lock loops) are discussed and related to more conventional delay
lock loop tracking systems. The chapter concludes (Sec. III) with a discussion
of quasioptimum forms of receivers of the more general form of Fig. 4a, which
the author has defined as the vector delay lock loop (VDLL).*

D. Maximum Likelihood Estimates of Delay and Position

As shown in Appendices A and B, the DLL is a quasioptimal iterative form
of two different statistically optimum delay estimators, the maximum likelihood
estimator and the least mean square error estimator. In this subsection, we review
a class of estimates termed the maximum likelihood estimate.’® The parameter
to be estimated can represent either delay or user position, is assumed to be
constant over some time interval of interest, and slowly varies from interval to
interval. When cast in an iterative approximation form, these estimators take the
configuration of the DLL or the VDLL.

Assume that we make independent observations of a set of scalar random
variables r;, each of which depends on an unknown vector parameter x that we
want to estimate. Define r as a vector representing a set of K random variables
r;, where the vector has a probability density p(r). The conditional probability
density of r is conditioned on a certain value for the unknown vector parameter
x, and is defined as p(rix). The conditional density, p(rix), is termed the likelihood
function when the variable x is assumed to be the unknown random variable
(rather than the opposite). In particular, suppose that we make K independent

*The noise also adds for each signal, but not coherently.
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observations of the random variables r; at discrete times ¢, to form an observation
vectorr = (ry, ry, . . . rx), where the observations include additive Gaussian noise.
The unknown x is assumed to be constant over this K sample interval. We define
the maximum likelihood estimate as that estimate ¥, which maximizes p(rix);
namely,* the following:

p(ri%) = p(rix,) &)

where x, is any other estimate of x.

Appendix A derives the maximum likelihood estimates for (1) delay 7(#,); (2)
a scalar position variable x(t,) where delay is a nonlinear function of x; and (3)
a vector position variable x(1,), where all signals are received in the presence of
white Gaussian noise.

Figure 5 shows the block diagrams of the estimators (delay lock loops) that
provide iterative closed-loop approximations to maximum likelihood for the two
forms of estimators of Fig. 4 with time compared to the noise effects. Thus, the
effective bandwidth of the closed-loop tracking filters can be small because it
need only track the dynamics of user motion rather than the wide bandwidth of
the signal itself. The estimator of Fig. 5a is configured as a closed loop operation
in a form similar to what has been called the delay lock loop in earlier papers
by the author and has the same form as the delay estimator of Fig. 4b.¥ The
estimator of Fig. 5c is in a form that corresponds to Fig. 4a and is termed a
vector delay lock loop.

The reader is referred to Appendix A for details. Suffice it to say here that
each of these forms of delay lock loops serves to track the variable to be estimated
by generating a correction term that is directly proportional to the error in the
estimate. Furthermore, each tracking loop begins by forming the product of the
received signal with a differentiated version of the signal component; namely,
S," (t)

A third closely related estimate is the least mean square error estimate for the
AWGN channel. As shown in Appendix B, the least-mean-square estimate of a
parameter for signals received is produced by a receiver that can also be configured
in an iterative closed-loop form very similar to that for the maximum likelihood
estimate when certain linearizing assumptions are made in both estimators. Thus,
both estimators configured in iterative form are versions of delay lock loops.

E. Overall Perspective on GPS Receiver Noise Performance

Although this chapter discusses only the fundamentals of GPS signal tracking,
it is important to place the noise performance that is discussed here in perspective
with the noise effects on the other operations that must be performed in the GPS

* Another type of optimal estimate is the maximum a posteriori estimator (MAP),'' which maximizes
p(xIr); i.e., the most probable value of x given the observation vector r. The MAP can be written
plrix) p(x)
I plrix) p(x) dx’
density p(x) as well as p(rlx). However, in many problems, the a priori probability p(x) is assumed
to be unknown.

+For a pure sinusoidal signal, Viterbi’? showed that the MAP estimator for a Gaussian phase
variable can be configured in the form of a phase locked loop. For a pure sinusoidal signal, the
delay lock loop reduces to a phase locked loop. See also Ref. 10.

plxir) = Thus, use of the MAP estimate requires knowledge of the a priori probability
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Fig. 5 These various forms of the delay-lock tracking loop provide estimates are
iterative closed-loop approximations to the maximum likelihood estimates of T or x
provided that the changes in x occur in steps every K samples and are sufficiently
small. Also assume that the loop begins with an initial estimate % or £, which is close
to the true value of 7 or x. Three different generalizations of the delay lock estimator
are shown for various levels of complexity of the estimation task. In part a, only a
single received signal is present, and the parameter to be estimated is a scalar 7. In
part b, multiple signals are received, and the quantity estimated is a scalar position
variable x. In part c, multiple signals are received, and the parameter to be estimated
is a position vector x = (x;Xx;, ... X,). The G~ matrix is the generalized inverse
that gives the minimum mean square error estimate of dx given dr. Different loop
filters process each of the position variable components.
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receiver; namely, GPS signal search and acquisition, and navigation data demodu-
lation.

It is also important to illustrate some contrasts in the multiple access perfor-
mance of GPS used for signal tracking with the multiple access performance of
code division multiple access (CDMA) used for communications. The primary
differences are twofold. First, the GPS signals are transmitted with only moderate
power and are generally received with low gain, nearly omnidirectional antennas.
Consequently the received radio frequency signal-to-noise ratios that result are
low. Thus multiple access and self-noise are generally (although not always) of
secondary importance to thermal noise effects. Second, with GPS, the primary
objective is to estimate the user position and velocity, rather than transmit and
receive a multiplicity of communications signals. Thus, as the number of satellites
increases, the information sought does not increase significantly.* Contrast that
objective with that of a CDMA communications network wherein each user signal
carries with it digitized information at a substantial datarate, the transmission of
which is the key objective of the communications system. In a CDMA system,
maximum channel capacity is achieved when the signal-to-thermal noise ratio is
large, thus multiple access noise effects dominate and limit the number of signals
that can be transmitted (because each signal carries additional, rather than redun-
dant, information).

Search and acquisition of the GPS signal is discussed in the next chapter.
However, since this chapter on signal tracking assumes that the initial value of
delay error has been reduced to a small value, it is well to spend a moment
to make plausible that that assumption is realistic. The required C/N, must
be reasonable.

GPS signal search and acquisition is often accomplished by sequencing a
reference C/A code over each of the 1023 chips of the C/A code in fractional
chip (often in 1/2 chip) steps, in each of several Doppler frequency offset incre-
ments. This time-frequency search is completed when the signal component is
detected by a noncoherent square law detector. The noncoherent detector operates
using a relatively narrow IF bandwidth W, and acquisition occurs when the
detector produces an output that exceeds some threshold level. The threshold
level is set, in turn, to produce some acceptable level of false alarms, perhaps
on the order of 5 in 10°. If threshold is exceeded several times; e.g., three times
out of five, “lock™ is declared. If each time-frequency cell is examined for 7, s;
i.e., the search rate is S, = 1/7,. For a false alarm probability Pp, = 5 - 1073, and
a probability of detection P, = 0.9, the required ratio of carrier power
C = P, to noise density, N, (one-sided) is approximately C/N,S, = 22 or 13.4
dB if the IF signal-to-noise ratio is unity or more.*"* Thus iff C/N, = 33 dB-
Hz, and the IF bandwidth is 2000 Hz, then the maximum search rate is S, < 90
or 45 chips/s if 1/2 chip steps are used. If the maximum residual Doppler phase
oscillator drift is = 1 kHz, then only one IF channel of 2 kHz must be searched.

*There is, of course, more navigation data to be recovered but these data are at a very low datarate
of 50 bps.

1Typical GPS C/N, are larger; C/N, > 40 dB-Hz. The rule of thumb C/N,S; = 22 for signal search
can also be written Ef/N, = 22 where E; = C/S; is the energy per search time interval
1/8;. Note the similarity in form with the bit error rate constraint E,/N, = 10 where E, is the energy
per bit.
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Thus search and acquisition do not pose any severe constraints on C/N, for these
search rates. Search and acquisition are discussed more fully in the next chapter.

The navigation data demodulation places a similar requirement on C/N,. Coher-
ent demodulation of the binary phase-shift keyed (BPSK) waveform produces a
theoretical bit error probability P = erfc /2E,/N, = erfcy2C/N,f; where E, is the
energy per bit = PT, = CT,, where T, = 1/f;, and f; is the 50 bps datarate. If
CIN,f; = 10, then the output error probability is approximately 107°, which is
quite satisfactory for good receiver performance. This ratio corresponds to a
C/N, = 500 or 27 dB, which is less than the 33 dB-Hz just cited in the search
and acquisition example.

Thus, we can proceed with the dlscussmn of tracking knowing that the C/N,
requirement for acquisition in a reasonable time is consistant with available GPS
signal levels (see Chapter 3, this volume), and data can be demodulated at
sufficiently low error rate.

F. Interaction of Signal Tracking and Navigation Data Demeodulation

As described above, the complete GPS receiver has two closely related and
interacting tasks; the receiver must track the delay of each of the received signals
and must also coherently (or differentially coherently) detect the 50 bps navigation
databit stream, as shown in Fig. 6. Each of these tasks can support the other.
For example, the extraction of the navigation data relies on a reasonably accurate
delay estimate of each signal so that a reference waveform properly aligned in
time; i.e., punctual, can be used to remove the GPS spread spectrum PN code
and recover the BPSK signal. The BPSK signal itself can be coherently demodu-
lated by recovering an estimate carrier phase ¢(¢) and then extracting the naviga-
tion data d(¢t + 7). The recovered carrier phase and navigation data estimates
can, in turn, be used as a coherent reference to eliminate the carrier and data in the

Received Signal
Tadi(t+1)si{t+]cos(@et+a;(t)] +n(t)

,_.._______.__..__.__

|

| Coherent —>§—>° Navigation Data
| Navigation Data I di(t+1;)

i Demodutation and 1

!

|

Carrier Recovery | Carrier Phase

Estimate

L} | ot
i y : (optional)
: Delay Tracking |
1 for -+ Delay Estimate
| si{t+1) | ()
| |
A o o v ————— — —— — v v— — — ,

Signal Processing for Sateliite i

Fig. 6 Two separable, but interacting, signal processing tasks in the GPS receiver,
navigation data demodulation, and signal delay tracking. The outputs of each of
these tasks can aid the operation of the other.
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received signal to permit coherent tracking. Alternatively, this carrier frequency
estimate can be used as an aid in removing Doppler shift from the received signal
prior to the delay tracking operation, or as an aid in code tracking.

II. Delay Lock Loop Receivers for GPS Signal Tracking

This section describes several alternate methods for tracking the GPS signal.
Both code tracking and, to a lesser extent, carrier tracking are described. The
signal is generally assumed to be received in the presence of stationary
additive white Gaussian noise (AWGN). In this chapter, the signals s,(f) are
always assumed to be bandlimited finite rise time signals with a continuous
autocorrelation function R(e) and continuous, finite, differentiated autocorrela-
tion function R'(e) A 3 R(e)/de. The discussion begins with the quasioptimal
delay lock loop that employs a differentiated signal as the reference.' This delay
lock loop is then related to the early-late gate delay lock loop.**'* It is shown
that for a signal represented by a PN trapezoidal pulse sequence with finite rise-
time, the two forms are identical. Although some of the discussion of tracking
systems is expressed in terms of continuous time systems, the reader should
be aware that implementations are generally performed in discrete time digital
operations. Thus, read s(#;) for s(f) where the samples are taken at discrete times
t, with independent samples taken at the Nyquist rate.

A. Coherent Delay Lock Tracking of Bandlimited Pseudonoise
Sequences

Consider a coherent tracking receiver as shown in Fig. 7 where for the moment
we focus on a single received PN signal of power P, = A%2 plus bandpass
AWGN of spectral density N, (one-sided).* The coherent receiver downconverts
the signal and removes the data modulation using information and control signals
from a yet to be described coherent demodulation channel (see Sec. L.F and I1.C).
The output of the coherent downconverter is then passed through a low-pass

Received Signal
A d(t+t)s(t+t)cos(@ot+4)

Ne()oos(qt+0) A s(t+1)+n(t)
+Ng(D)sin{t+6)
Low-Pass Delay .
Filter Lock Loop 3

}
2d(t+)cos{wt+d)
Coherent -4—— Control
Reference

Fig. 7 General form of the coherent delay lock loop receiver system.

*Throughout much of this section, the functions are often expressed in continuous time . The
reader should be aware that these results are easily translated to complex discrete time functions at
sample time #, sampled at the Nyquist rate.
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filter that maintains the signal spectrum but removes the components at frequency
2f,. The output of the coherent downconverter, assuming sufficiently accurate
estimates of carrier phase ¢ and data d, is then a pure PN signal plus white
Gaussian noise n(f). It should be pointed out that coherent tracking loops of this
form have definite practical limitations in that a carrier tracking cycle slip can
cause the code tracking loop to lose lock. Nonetheless, the coherent tracking
loop serves a useful purpose as a bound on performance and as an introduction
to the other forms of the DLL.

The output of the multlpher low-pass filter combination in Fig. 7 for perfect
data demodulation and carrier phase recover, namely, d(t) = d(r) and = ¢> is
then A s(t + 1) + NJ¢). The radio frequency signal power is P, = (A%2) for
constant envelope signals and somewhat less than that for finite rise time trapezoi-
dal waveforms. The ratio of the signal power in the multiplier output A* = 2P,
to the noise density* 2N, of the n(f) = N.(¢) term is then AY2N, = P,/N,, the
same as at the radio frequency input. The baseband pseudonoise PN signal is
represented by the following:

s(t) = 2 Pip(t — iT)

where P; is a random or pseudorandom binary sequence of numbers *1, and
p(?) is a bandlimited finite rise time pulse waveform of approximate pulse width
T. The PN clock rate is f. = 1/T.

The original paper on the “Delay-Lock Discriminator™ pointed out that the
optimal tracking system for tracking the delay of a signal s(r + 7) can be
approximated by a tracking loop that first multiplies the received signal plus
noise by the differentiated signal, as shown in Fig. 8. The true delay 7 and

Received Signal + Noise

Trackin
1(t) = as(t +1) + n(t) my(t) | tow | Channel
——— Pass 1 Loop Filter
Filter m(t)

Filter/

Functual Threshoid [~ Lock Detector

Channel

s{t+1)
Reference | -
Generator [ NCO i
Reference T
Wave FAorm Deiay Number
S'(t+1) Control Controlied
Oscillator

Fig.8 Delay lock tracking of signal s(t + 7) where 7 varies with time. The punctual
channel reference s(t + %) is used to detect that the receiver is locked-on. The
bandwidth of the closed-loop tracking must match the dynamics of the delay variation.

*The power of the radio frequency finite bandwidth AWGN, N(f) cosw,(f) + Ni(1) cosw,() with
center frequency w, is P, = (I/2)E[N2 (r) + N2 ()] = E[NX®)]. If the one-sided spectral density
of the radio frequency noise is N,, then the one-sided spectral density of N(7) is 2N,, noting that
N/?) has half the bandwidth of the radio frequency noise.
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the delay estimate 4 are assumed to be sufficiently close that first-order linear
approximations are accurate; i.e., the delay error € A T — % is sufficiently small
relative to the width of the autocorrelation function. The received signal, s(t + 1),
can then be expanded in a Taylor series referenced to the signal with a delay
estimate 4 as follows:

2
s+ =s(t+7) +es’t+ %)+ %s”(t +4)+,...,forsmalle (6)

where the partial derivative of the signal waveform with respect to time is
s'A (8/90) s, etc.

The output of the upper multiplier, the tracking channel, in Fig. 8 is m, (1),
which can be expanded using Eq. (6) as follows:

m,t) = s'(t + H[As(t + 1) + n()] (7a)
m(t) = As(t + A)s'(t + 5) + Ae(®)s'(r + 3)*
+ (AeO2)s"t + Dst + ) +, ..., st + F) (7b)

As before, n(?) is assumed to be stationary AWGN is independent of s(¢). The
signal is also assumed to be stationary. Define R(e) = E[s(¢t + €)s(?)] as the
autocorrelation function of the signal s(f). Note that the expected value of the
multiplier output is as follows:

Elm, (0] = E(s(t + 1)s'(t + )] = E[s(t + ¥ + €)s'(t + ©)] = R'(e) = D(e)
®

where R'(e) = D(e) is the differentiated autocorrelation function where
R'(€) = (3/9€)R(e), and D(e) is termed the delay lock loop discriminator character-
istic. The slope of the discriminator characteristic at € = 0 is D'(0) and defines
the loop gain of the DLL. Define P, = Els'()]* = —R,"(0) = —D'(0) as the
power of the differented signal,* and assume that the clock-rate f, of the signal
s(#) is large compared to the closed-loop noise bandwidtht B, of the linearized
equivalent tracking loop, which is defined later. We can represent the product
s()s’(t + €) by its expected value plus a “self-noise” term¥; narmely,

s+ 7)s'@+ %) = D(e) + [s(t +7)s'(t +3) — D(e)] = D(e) + ny(r)
where n,(f) is a wide bandwidth self-noise term
ne(H) A [s'(t + D)st + 1) — D(e)]},

*The slope of the discriminator characteristic is D'(0) = R,(0) and is negative. Note that the
dimension of s'(¢) is s~ and the dimension of (s')%, and hence, P, is s

+1f the closed-loop transfer function is H(jw) then the closed-loop noise bandwidth is

B, = lf | H(jw)!? do/ | H(O)I?
2’!1’ 0

$Self-noise is defined as the difference between the expected value of the product s(t + 7)
s'(+ + %) and its actual value. The self-noise is a broadband noise-like waveform.’*
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most of which is removed by the low-pass and tracking loop filters, and thus,
can often be neglected.

The output of the upper multiplier m,(r) in Fig. 8 is next filtered with a low-
pass filter. This filter has bandwidth that is small compared to f, but large compared
to the dynamics of the delay. Thus, it performs a limited amount of averaging.
Hence, it is useful to represent the low-pass filtered multiplier output m(r) of Eq.
(7) as follows:

m(t) = AD(e) + [n(0)s'(r + ) + Ang(t) | iow puss] = AD(€) + n(t)
m(t) = —Ae(®P,; + [n(D)s'@ + 1) + Any(D)]

+ (627 E3 terms) | low pass

n

—Ae()P,; + nft) for small € and B, << B ()]

where D(e) = D’(0)e = —Pg for small e, self-noise effects are neglected, and
it is assumed that the €? and higher-order € terms are negligible for small e and
n(t) = n()s’(t + )l pass- Thus, the last form of Eq. (9) represents the first two
terms in the Taylors’ series of Eqs. (6) and (7b). The first component of m(2) in
Eq. (9) represents the delay lock loop discriminator characteristic* D(e).

Thus, for small e, the output of the low-pass filter of Fig. 8 produces a correction
term directly proportioned to delay error €, and thereby, enables the loop to track
the delay 7(r). To begin the tracking operation we must initialize (lock up) the
DLL with a moderately accurate initial estimate of T obtained by some search
procedure (see Chapter 8, this volume). Note also that for a pure sine wave signal
s(?) = sin wy, the differentiated signal s'(f) = o cos wt, and the delay lock loop
for this special case simplifies to a conventional phase lock loop. In this case,
the filtered product s(f + 7)s'(t + %) = w sin we = w’ for we << 1 (neglecting
the 2w terms), and the discriminator characteristic is D(€) =  sin (we). Digital
phase lock loops are employed in the carrier-tracking operation.

1. Trapezoidal Pseudonoise Waveform

It is useful to approximate the finite rise time PN waveform by a symmetrical
trapezoidal waveformt s(f) of zero mean (equiprobable zero and ones) and rise
time 87, as shown in Fig. 9. This finite rise time PN waveform is a more realistic
representation of the GPS signal than the ideal rectangular shape. Thus, the DLL
reference waveform s'(f) is a ternary waveform that is a sequence of narrow
pseudorandom pulses with pulse width equal to the rise time 87 It can be seen
that the synchronized product s(f)s’(f) with zero delay offset has zero long-term
average (D(0) = 0), as we would expect. For a finite rise time pseudorandom

*Note that with this definition of D(e), the slope at € = 0 is negative, and we must put a sign
reversal in the loop in order to track the delay variable.

1To be consistent with the assumption of a bandlimited waveform with a continuous derivative,
assume that the corners of the trapezoid are slightly rounded.
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s'(t)
K4r s(t)
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T | SlopeK = 2/8T
Chip Rate = 1/T

Fig. 9 Plot of PN sequence with a trapezoidal waveform and finite rise time
8T < T/2. The differentiated waveform s’'(?) is also shown. The peak value of s'(¢)
is K = 2/8T. Where there is no transition s'(f) = 0. Because there are transitions
half the time, the duty factor of s'(¢) is 87/2T.

sequence of chip duration 7, the multiplier output integrated over one chip interval
T with zero delay error also is zero; namely

NT+T
f s(Hs'(nde = 0
NT

Note that for the trapezoidal waveform, the only portion of the waveform useful
for time delay measurement is during the transient rise time 87 of the waveform,
which occurs at the beginning of the chips 50% of the time. This characteristic
is in marked contrast to a communication channel where essentially all of the
waveform is useful. Thus, the noise is time-gated to a duty factor of 87/2T
without significant loss of tracking information.

Thus, the multiplier output of Eq. (9) can be approximated as follows:

m(t) = AD[e(t)] + n(®)s" (1) | 0w pass
= —AP£(t) + n()s" (1) liow pass for small € (10)

where the multiplier output noise is time-gated by s’(¢), which has a duty factor*
of 37/2T. The discriminator function for this trapezoidal PN sequence is quasilin-
ear D(e) = —[2e/8T — (e/8T)) for lel < 87T/2. Figure 10 shows a plot of
example trapezoidal pulse waveforms, their autocorrelation functions R(e), and
differentiated autocorrelation functions R’(€) = D(e) for unit amplitude triangular
and trapezoidal pulse waveforms. The power in the differentiated signal is as fol-

lows: ’
2
3T 21\ 8T 2
—_— ! = = ! 2 = — T — ——— T m——
D'(0) = P, = E[s'(1)*] = K* 7 (8T> 37T TeD 09}
where D'(0) = —P,, and K = 2/8T is the slope of s(¢) at a transition, and it is

assumed that the PN signal has transitions one-half the time. The rise time 87
is inversely related to the one-sided 3-dB bandwidth of the baseband wave-

*The duty factor of each pulse is 87/7, but its pulses occur only in half of the chip intervals.
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Fig. 10 Triangular- and trapezoidal-shaped pulses with the same normalized 87 =
1, their autocorrelation functions and the quasioptimal delay lock discriminator
functions D(e) = R’'(e). In part a, the PN sequence chip rate is normalized to 1.0,
and the rise time of the PN pulse is also 1.0 leading to a triangular waveform shown
in A-a with 87/T = 1.0. The autocorrelation function R(e) is shown in A-b, and the
differentiated waveform or quasioptimal delay lock loop discriminator characteristic
R'(€) is shown in A-c. Figure 10b shows the trapezoidal waveform B-a, autocorrelation
function B-b, and discriminator characteristic R’(€)) in B-¢, for a PN pulse where
the rise time 87 = 1.0 is 25% of the pulse width T = 4.0; i.e., 87/T = 0.25.

shaping filter B by the approximation* 871" = 0.44/B. If, for example, the bandwidth
B = 1T, then 8T = 0.44T. If, on the other hand, the bandwidth is considerably
larger and B = 10/T, as is approximately the situation for the transmitted C/A
code on the GPS L, channel, then 8T = 0.044T. Thus, the pulse width of the
quasioptimum reference waveform is very narrow for short rise-time pulses. Even
for the P code, the rise time is significantly less than T.

2. Delay Lock Loop Discriminator Curve

Assume again that the signal waveform is the trapezoidal shaped PN sequence.
The reference waveform is then a PN sequence of finite width pair of rectangular
pulses shown in Fig. 11a where T = 4, 8T = 1. The coherent delay lock loop
with a differentiated reference has a discriminator curve D(e) = R’'(€), as shown
in Fig. 11b (and also Fig. 10B-c).

Thus, for small values of 87/7, this delay lock loop operates approximately
as a piecewise-linear “bang-bang” servo system, and the discriminator curve

*The trapezoidal waveform can result by filtering a rectangular shaped PN sequence with a finite
memory integrator filter with impulse response h(f) = 1/8T for 0 < t < 87, and k(1) = 0 otherwise.
This filter has a frequency transfer function |H(jw)! = sin(mf3T)/wf8T. This signal spectrum has a
first zero in the frequency response at f = 1/87. At frequency f = 0.44/37, the spectral response is
down 2.97 dB. Thus, we define the bandwidth measure B = 0.44/8T. Clearly, the actual relationship
between 87 and bandwidth of the waveshaping filter is dependent on the exact signal waveform and
the definitions of bandwidth and rise time.
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Fig. 11 Coherent delay lock loop discriminator curve D(e) for a finite rise-time PN
signal with a trapezoidal waveform for the optimal delay lock loop. The slope of
D(e),” namely, D’(e), is also shown. The differentiated reference s’ is shown in part
a. The discriminator curve D(e) is shown in part b, and the derivative of the discrimi-
nator curve (loop gain) D’(e) is shown in part c. The rise time 8T = 1 and the pulse
period T = 4 in this example. Thus, the normalized rise time is 87/T = 0.25. The
slope —D'(0) = 2/(T&T).
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approximates a square wave “doublet.” The slope D’(e) of the discriminator
function is as follows:

D'(e) = ;ED(&) = —% s(t+ e)s'(Hdt = — f s+ es'(dr (12)

and is zero for le/TI > 1 + 8T/T. If s'(¢) is a quasirectangular-shaped “doublet”
of Fig. 11a then the slope of D(e) is a triangular-shaped “triplet,” as shown in
Fig. 1lc.

3. Coherent Early-Late Gate Delay Lock Loops

The earliest published delay lock loop specifically for binary PN signals used
two reference signals, an early reference and a late reference signal, each binary
PN signal with nearly rectangular shape? (see Fig. 12a).* Often the difference
between the early signal and the late signal is set equal to a chip width T s. The
low-pass filters in the two legs of Fig. 12a simply remove broadband noise and
self-noise, as discussed in the previous section. Define the (nearly) zero rise-
time binary PN reference waveform as s,(f). Clearly, the difference between the
early and late binary reference signals shown in Fig. 13 is identical to the ternary
signal at the bottom of Fig. 13 if the waveforms s,(f) are rectangular with zero
rise-time.

The low-pass filtered output m(f) for the early-late version of the DLL can be
written from Fig. 12 as follows:

m(t) = [As(t + 2) + n(O}s,(t + F — A2) — st + T + A2 ow pass
= A[R(e — A/2) — Re + A2)] + n(®)sa(t + ) iow pass = ADa(€)
+ n(Osalt + ) how pass
= AD(0)e + n(®)salt + ) iow pass (13)

where R(€) = E[s(t + €)(s,(£))] is the crosscorrelation between the reference s,(f)
and the finite rise-time received waveform s(2), sa(t) = s,(t + A/2) — s,{t — A/2)
and the DLL discriminator function is Ds(e) = R,(e + A/2) — R(e — A/2). Note
that this early-late DLL multiplier output, Eq. (13), is in exactly the same form
as that for the quasioptimal DLL and is identical if s,(¢) = s'(2).

Thus, for the trapezoidal PN waveform, the s'(¢) ternary pulse sequence of
Fig. 11 is exactly equivalent to the properly scaled difference between two time
displaced zero rise-time PN sequences, as shown in Fig. 13. Thus, the differenti-
ated delay lock loop of Fig. 12b is also equivalent to an early-late gate delay
lock loop with delay offsets of +387/2, as shown in Fig. 12a. In this chapter, the
difference in delay between the early and late reference signals is defined as A.

For a signal with bandwidth B = 10/T then if rise time is related to bandwidth
by 8T = 0.44/B, the quasioptimal delay differences A = 8T = 0.0447. This
offset is significantly smaller than the commonly used delay difference A = T.

*The original delay lock loop paper in 1961 defined the differentiated reference that gives an
carly-late spacing equal to the rise-time for a trapezoidal waveform. However, at that time, the state
of the art made a longer delay spacing more practical.
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Fig. 12 The early-late delay lock loop with a delay difference between early and
late reference signals of &7 (part a). For a trapezoidal PN waveform, this loop is
mathematically equivalent to the loop shown in part b, the optimal delay lock loop.
The early-late delay difference A is set at A = 87, where 8T is the pulse rise-time.
The NCO is a number-controlled oscillator used to control the clock phase of the
PN generator. Part b shows the optimal delay lock loop for the trapezoidal or ternary
waveforms of Fig. 9 utilizes a differentiated reference that is a ternary waveform.
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Fig. 13 The pulse sequence representing s'(f) for a trapezoidal finite rise-time 6T
waveform of Fig. 11 is equal to the difference between two zero rise-time reference
PN sequences; namely, s'(¢) = [s,(¢ + A/2) — s,(t — A/2)}(K/2) with only a scale factor
K72 difference if the delay difference is A = 8T.
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The smaller delay offset gives a higher accuracy but a slightly smaller threshold
acquisition range and a substantially smaller quasilinear region. As discussed
later in the subsection on transient performance of the DLL, there are certain
disadvantages if the early-late spacing A becomes too small.* Note, however,
that if the rise-time of the PN signal 87 is equal to the chip interval; i.e., 87 = T,
then the signal becomes the triangular wave of Fig. 10, and the quasioptimal
early-late gate delay lock loop delay offset is the commonly used plus or minus
half-chip setting.? Thus, the commonly used delay lock loop for an early-late
spacing of 772 is optimum only for the triangular wave PN signal.t

If the received signal has an ideal rectangular pulse shape, the discriminator
characteristic D(€) for the early-late reference signal with early-late offsets of
*7/2;1.e., A = T is piecewise linear, as shown in Fig. 14, and has a normalized
one-sided width (¢/7) = 1.5, and thus, gives a nearly 50% wider acquisition
range than the DLL with narrow correlator spacing for 8§7/7 << 1. However,
as shown later, the noise performance of the DLL that uses an approximation to
the differentiated reference, a PN sequence of narrow pulses or equivalently a
narrow early-late spacing close to the rise-time of 87, gives better noise perfor-
mance than that for the early-late gate DLL with the wide early-late spacing, A
=T

It is informative to compare the noise performance of two different delay
lock loop discriminator characteristics that can be used for the same received
trapezoidal pulse waveform of Fig. 9. Consider a pulse of width 7 = 4 for this
waveform with a rise-time 87 = 1 for a ratio 37/T = 0.25. The two different
reference waveforms are shown in Fig. 15. Figure 16 shows the discriminator
characteristic for the quasioptimal reference waveform s'(f) as the solid curve
where its discriminator characteristic D(€) = R’(e). The dashed curve is the
discriminator characteristic for an early-late gate delay lock loop with an early-
late separation of A = 7. Note that both discriminator curves have the same
slope at € = 0. However, the effective noise spectral density is four times as
large for the loop with the A = T separation because the effective noise is time
gated by the duty factor. Thus, the noise performance of the quasioptimal loop
is superior for this trapezoidal signal for small delay error.

D(e)

T T T

Fig. 14 Delay lock loop discriminator curves for offset reference signals s(t +
T/2); i.e., A = 1, and an ideal rectangular received PN signal.

*During acquisition, we may have to increase the foop gain to improve the pull-in performance.
tNote that there are more recent papers that discuss the use of narrower time separations between
the early and late gate signals. See also the next chapter.’>'¢
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Fig. 15 Quasioptimal reference waveform s’(¢) for the trapezoidal shaped PN pulse
waveform, A = 87 = T/4 (solid curve), and a reference with an early-late separation
of T. The received Trapezoidal pulse waveform has a pulse duration of T = 4 and
a 8T = 1 rise-time. The dashed curve shows the commonly used early-late reference
waveform with an early-late separation of A = T's.
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Fig. 16 Quasioptimal and early-late gate discriminator characteristics for the trape-
zoidal waveform of Fig. 10b with T = 4 and 8T = 1 for a rise-time ratio 87/T =
0.25. The solid curve, quasioptimal, is obtained using the differentiated reference
s'(t). The dashed curve is obtained using an early-late gate rectangular reference
with an early-late separation of 7. Note that the slope of both discriminator character-
istics at the origin is approximately equal to D(0) = -2,
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Chapter 8

GPS Receivers

A. J. Van Dierendonck
AJ Systems, Los Altos, CA 94024

I. Generic Receiver Description
A. Generic Receiver System Level Functions

SYSTEM level functional block diagram of a generic GPS receiver is shown

in Fig. 1. The generic receiver consists of the following functions: 1) antenna;
2) preamplifier; 3) reference oscillator; 4) frequency synthesizer; 5) downcon-
verter; 6) an intermediate frequency (IF) section; 7) signal processing; and; 8)
applications processing.

In a general sense, not all GPS receivers perform navigation processing. Many
perform time transfer or differential surveying, or simply collect measurement
data. Thus, the last function is more appropriately called applications processing,
thus covering a broad set of applications.

The antenna may consist of one or more elements and associated control
electronics, and may be passive or active, depending upon its performance require-
ments, Its function is to receive the GPS satellite signals while rejecting muitipath
and, if so designed, interference signals. The preamplifier generally consists of
burnout protection, filtering, and a low-noise amplifier (LNA). Its primary func-
tion is to set the receiver’s noise figure and to reject out-of-band interference.

The reference oscillator provides the time and frequency reference for the
receiver. Because GPS receiver measurements are based on the time-of-arrival of
pseudorandom noise (PRN) code phase and received carrier phase and frequency
information, the reference oscillator is a key function of the receiver. The reference
oscillator output is used in the frequency synthesizer, from which it derives local
oscillators (LOs) and clocks used by the receiver. One or more of these LOs are
used by the downconverter to convert the radio frequency (rf) inputs to intermedi-
ate frequencies (IFs) that are easier to process in the IF section of the receiver.

The purpose of the IF section is to provide further filtering of out-of-band
noise and interference and to increase the amplitude of the signal-plus-noise to
a workable signal-processing level. The IF section may also contain automatic

Copyright © 1995 by the author. Published by the American Institute of Aeronautics and Astronau-
tics, Inc., with permission. Released to AIAA to publish in all forms.
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gain control (AGC) circuits to control that workable level, to provide adequate
dynamic range, and to suppress pulse-type interference.

The signal-processing function of the receiver is the core of a GPS receiver,
performing the following functions:

1) splitting the signal-plus-noise into multiple signal-processing channels for
signal-processing of multiple satellites simultaneously;

2) generating the reference PRN codes of the signals;

3) acquiring the satellite signals;

4) tracking the code and the carrier of the satellite signals;

5) demodulating the system data from the satellite signals;

6) extracting code phase (pseudorange) measurements from the PRN code of
the satellite signals;

7) extracting carrier frequency (pseudorange rate) and carrier-phase (delta
pseudorange) measurements from the carrier of the satellite signals;

8) extracting signal-to-noise ratio (SNR) information from the satellite sig-
nals; and

9) estimating a relationship to GPS system time.

The outputs of the signal-processing function are pseudoranges, pseudorange
rates and/or delta pseudoranges, signal-to-noise ratios, local receiver time tags,
and GPS system data for each of the GPS satellites being tracked, all of which
are used by the applications-processing function. Most of this chapter is devoted
to the details of the signal-processing function.

The applications-processing function controls the signal-processing function
and uses its outputs to satisfy application requirements. These requirements vary
with application. Although GPS is primarily a satellite navigation system, the
applications of a GPS receiver are diverse. Some of the other applications with
significantly differing processing requirements are as follows:

1) time and frequency transfer;

2) static and kinematic surveying;

3) ionospheric total electron content (TEC) and amplitude and phase scintilla-
tion monitoring;

4) differential GPS (DGPS) reference station receivers; and

5) GPS satellite signal integrity monitoring.

The common link between these diverse applications is that they all use the
same signal-processing measurements in one form or another. However, because
of bandwidth and accuracy requirements imposed by these various applications,
the requirements on signal-processing function also differ. In general, GPS receiv-
ers do not meet the signal-processing and applications-processing requirements
for all the applications. Special processing is required for some of the applications.

B. Design Requirements Summary

In addition to the variation in signal- and applications-processing requirements
with application, the receiver front-end functions will also have varying design
requirements with application. In the following, these variations are noted by
function, with details provided later in the chapter.
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1. Antenna

The parameters that dictate the antenna requirements are as follows: gain vs
azimuth and elevation, multipath rejection, interference rejection, phase stability
and repeatability, profile, size, and environmental conditions. The gain require-
ments are a function of satellite visibility requirements and are closely related
to multipath rejection, and somewhat related to interference rejection. The goal
is to have near uniform gain toward all satellites above a specified elevation
angle, but, at the same time, reject multipath signals and interference typically
present at low elevation angles. These are usually conflicting requirements. Some
multipath rejection can also be achieved by reducing the left-hand, circularly
polarized (LHCP) gain of the antenna without reducing the right-hand, circularly
polarized (RHCP) gain. This is because the satellite signals are RHCP signals;
whereas, reflected multipath signals usually tend to be either linearly polarized
(LP) or even LHCP, depending upon the dielectric constant of the reflecting
surface.

Interference rejection can also be achieved using a phased-array antenna, where
the relative phase received from each antenna is controlled to “null” out the
interference in the combined reception. This type of antenna is called a controlled-
reception pattern antenna (CRPA), which is usually used only for military applica-
tions.

Phase stability and repeatability are important in differential surveying applica-
tions when differential carrier-phase accuracy is important. In this case, orientation
of the antenna is important, taking advantage of phase repeatability.

Antenna profile is important in dynamic applications, such as for aircraft and
missiles. Normally, requiring a low profile for those applications must be traded
off against a desired gain pattern or other desired parameter.

Environmental conditions dictate the type of material used for the antenna and
whether or not a radome is required. Some materials change their dielectric
properties as a function of temperature.

2. Preamplifier

The preamplifier generally consists of burnout protection, filtering, and an
LNA. The parameters that dictate the preamplifier requirements are as follows:
the unwanted rf environment as received through the antenna, losses that precede
and follow the preamplifier, and desired system noise figure (or noise temperature)
as derived from overall receiver performance requirements. The gain of the
preamplifier is not a system-level requirement, per se, but a derived requirement
that satisfies that system level requirement:

The unwanted rf environment as received through the antenna affects the
preamplifier in two ways. Either it could cause damage to the preamplifier
electronics, or cause saturation of the preamplifier and circuitry that follows. Of
course, except for damage prevention, we can do nothing to suppress the rf
environment, as passed by the antenna, at frequencies that are in the bandwidth
of the desired GPS signal. (Actually, there are techniques such as adaptive
equalizers, usually applied at IF. These techniques are not discussed in this
chapter.) That environment is considered to be either jamming or unintentional
interference. However, suppression of the rf environment out of the desired GPS
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signal band can be accomplished by filtering, either before, during, and/or after
amplification. When it is accomplished, it is based upon a trade-off between
system noise figure requirements and filter insertion loss and bandwidth effi-
ciency. Suppression of in-band and out-of-band damaging interference is usually
accomplished with diodes that provide a ground path for strong signals. In the
case of lightning protection, more complex lightning arrestors are sometimes used.

The system noise figure is set using an LNA that provides enough gain to
cause any losses inserted after the LNA to have a negligible effect. Losses inserted
prior to the LNA add directly to the system noise figure and are not affected by
the LNA.

3. Reference Oscillator

The requirements on reference oscillators for GPS receivers have changed
considerably over the years, mainly because of their expense. A high-quality
oscillator can be the most significant cost item of a modern receiver. Thus, there
have been compromises made on oscillator performance. Also, the oscillator’s
performance is not as critical in the modern multichannel receivers, especially in
most commercial applications. However, there are some commercial and military
applications where reference oscillator performance is critical. Typical require-
ments applied to reference oscillators are as follows:

1. Size—Stable oven-controlied crystal oscillators (OCXOs) and rubidium
oscillators can be relatively large. Temperature-compensated crystal oscillators
(TCXO:s) are relatively small. Larger oscillators have more temperature inertia.

2. Power—Oven-controlled crystal and rubidium oscillators consume signifi-
cant power.

3. Short-term stability caused by temperature, power supply, and natural char-
acteristics. Short-term stability affects the ability to estimate and predict time
and frequency in the receiver.

4. Long-term stability caused by natural characteristics, including crystal aging

5. Sensitivity to acceleration—g force and vibration sensitivity. Vibration
causes phase noise, and dynamic g forces affect the ability to estimate time and
frequency in the receiver.

6. Phase noise—high-frequency stability. Phase noise degrades the signal-
processing performance of the receiver.

4. Frequency Synthesizer

Mostly, the requirements placed on the frequency synthesizer are derived
requirements and the receiver designer’s choice. Its design is based on the design-
er’s frequency plan, which defines the receiver’s IF frequencies, sampling clocks,
signal processing clocks, etc. The frequency plan requires careful analysis to
ensure adequate rejection of mixer harmonics, LO feed-through, unwanted side-
bands and images. A key design parameter for the synthesizer is the minimization
of phase noise generated in the synthesizer. Phase noise generated at the reference
oscillator frequency is multiplied by the ratio of the rf frequency to its frequency
through the synthesis process. Thus, the design of the synthesizer is critical to
the performance of the GPS receiver.
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The frequency synthesizer may also be required to generate local clocks for
signal processing and interrupts for applications processing. This requirement
might be assigned to signal processing. These local clocks comprise the receiver’s
time base.

5. Downconverter

The downconverter mixes LOs generated by the frequency synthesizer with
the amplified rf input to IF frequencies, and, if so designed, IF frequencies to
lower IF frequencies. This process implements the frequency plan, which, again,
is the receiver designer’s choice. The outputs of the mixers include both the
lower and upper sideband of the mixing process, either of which can be used as
an IF frequency. The unwanted sideband, L.O feed-through, and harmonics are
rejected by filtering at the IF. The unwanted image is filtered at rf before the
mixing process. Because all of these processes are a function of the frequency plan,
the requirements placed upon the downconverter are also derived requirements.

6. Intermediate Frequency Section

The requirements on the IF section are as follows:

1) Final rejection of out-of-band interference, unwanted sidebands, LO feed-
through, and harmonics. The bandwidth of this rejection is a trade-off against
correlation loss caused by filtering. In addition, the rejection of wide-band noise
is required to minimize aliasing in a sampling receiver.

2) Increase the amplitude of the signal-plus-noise to workable levels for signal
processing and control that amplitude as required for signal processing (AGC).

3) Suppress pulse-type interference.

4) Depending upon design, convert the IF signal to a baseband signal com-
posed of in-phase (/) and quadraphase (Q) signals.

7. Signal Processing

As previously stated, signal processing may include the generation of the local
clocks and interrupts. However, its prime requirement is to provide the GPS
measurements and system data from selected satellites required to perform the
navigation or other applications function. How this requirement is met constitutes
the signal-processing-derived requirements and is based upon the receiver design-
er’s choice. The functions of the signal processing are listed in the beginning of
this section.

8. Applications Processing

The requirements for applications processing are to control the signal pro-
cessing to provide the necessary measurements and system data and to use those
measurements and system data to perform one or more of a variety of GPS
applications. The processing requirements for these applications are covered
elsewhere in this volume.
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II. Technology Evelution
A. Historical Evolution of Design Implementation

In this section, the historical evolution of GPS receiver design implementation
is described, dating back to the mid-1970s, the start of GPS Phase I concept
validation. This does not include the development effort during the 621B program,
predecessor to the GPS.

The first seven GPS receivers were mostly developed concurrently. These were
the Phase I sets—the X Set, the Y Set, the Z Set, the Manpack developed by
Magnavox, the High Dynamic User Equipment (HDUE) developed by Texas
Instruments, the Advanced Development Model (ADM) developed by Collins
Radio, and a satellite-monitoring receiver developed by Stanford Telecommunica-
tions, Inc. Three of these receivers, the Z Set, Manpack, and the satellite-monitor-
ing receiver, had analog baseband signal processing and used processors only
for the applications-processing function. The other three used microprocessors
of one form or another to perform some of the signal processing. Needless to
say, these receivers were all quite large, except for the medium sized Z Set and
the Manpack. However, these two receivers had only one channel with one
correlator, using this channel in a sequencing mode.

The 1f sections of these receivers used discrete components, such as transistors,
including large cavity filters. Circuit isolation was difficult. Consequently, there
were a number of IF stages (three or four or more) to distribute the gain over a
number of frequencies. This made the frequency synthesizers very complicated.
Furthermore, the high-frequency L.Os were generated using cavity multipliers.

The lower-frequency analog signal-processing sections were made up of opera-
tional amplifiers and other discrete components. The digital portions, such as the
code generators and clocks, consisted of medium-scale integrated (MSI) circuits,
at best. CMOS circuitry was in its infancy at that time, so higher-power consump-
tion circuitry was used. The X Set used a bit-slice process controller for its
baseband signal processing, which was state of the art at that time. Computers
ranged from Hewlett Packard minicomputers to DEC large-scale integrated (L.SI)
computers. A structured version of Fortran was used by Magnavox as the applica-
tions-processing language; whereas, assembler language was used for the baseb-
and signal processing.

The evolution into the Phase II GPS receivers was not that dramatic, although
analog baseband signal processing was completely replaced with microprocessors
and some MSI gave way to LSI. The evolution into the Phase IIT GPS receivers
included some digital gate arrays and more powerful microprocessors. However,
multiple IF stages and complicated frequency plans were still common. Signal
processing was still not accomplished digitally, and the receivers were generally
still quite large and expensive. Some of these receivers are still being produced
today (the RCVR-3A airborne set and the RCVR-3S shipboard set). The opera-
tional control segment (OCS) monitor stations still use large hybrid analog/digital
baseband receivers. However, these receivers are no longer in production.

B. Current Day Design Implementation

Except for the RCVR-3A and the RCVR-38, all GPS receivers in production
today are probably all true digital signal-processing receivers. I use the word
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probably because there are so many different GPS receivers in existence today,
that one could never know. However, the consensus is that, in order to produce
inexpensive receivers, they have to perform true digital signal processing. One
reason for this is because almost all new GPS receivers have at least 4 full
tracking channels; whereas, some have up to 24 to 36 channels for dual-frequency
processing. Even the new military receivers, which usually lag in technology,
have up to six tracking channels. The evolution of CMOS very-large scale
integration (VLSI) technology has caused an explosion in the capabilities of new
GPS receivers. The two technologies were made for each other. The processing
speed of the new CMOS matches the signal-processing requirements for GPS
receivers. Five or more channels on a chip are the norm in new GPS receivers.

The front-end electronics of GPS receivers have also experienced a dramatic
evolution with the introduction of monolithic microwave integrated circuits
(MMIC), stripline filter techniques, chip capacitors and resistors, high-speed
digital integrated circuits, surface acoustic wave (SAW) filters, and surface mount
printed circuit boards (PCBs).

1. Radio Frequency Electronics

The use of gallium arsenide (GaAs) MMIC for GPS receivers has been
attempted and used on occasion, but with limited success. Most modern receivers
use silicon bipolar technology because of efficiency and cost. Although the
Defense Advanced Research Projects Agency (DARPA) sponsored Rockwell
Collins on a program for the development of gallium arsenide (GaAs) MMIC
for GPS receivers, Rockwell abandoned its use in favor of silicon bipolar in their
miniature airborne GPS receiver (MAGR) design for those very reasons.'! The
GPS frequencies are not high enough to warrant the use of highly integrated
GaAs circuitry. Most rf designers agree that the use of GaAs is usually limited
to a front-end FET, and little more than a marketing “buzz word.” Any advantage
gained in using GaAs with respect to noise figure and power dissipation is lost
because of circuit-matching problems at the GPS frequencies.

To an extent, the same is true for large-scale MMIC, even if silicon bipolar
is used. However, in this case, the use of large-scale MMIC is a trade-off between
size and circuit efficiency. Large-scale MMIC is certainly smaller, but may not
be as efficient as smaller-scale MMIC in terms of power dissipation, cost, and
out-of-band rejection. That is because the large-scale MMIC is designed for a
wide range of applications, not just for a GPS receiver. Furthermore, in the rf
and IF sections of a receiver, filters must be injected between stages of amplifica-
tion and mixing for out-of-band rejection and gain stability. Efficient filtering
cannot be accomplished in the MMIC chips.

Times are changing, however. GEC Plessey has introduced a silicon bipolar
MMIC chip, the GP1010, that was developed specifically for GPS receivers.? Its
input is at rf at the GPS L, frequency, although already amplified and filtered
via a preamplifier. Intermediate frequency filtering is not included on the chip.
Its output is a stream of 1.5-bit samples for input to digital signal processing.
The chip also contains the frequency synthesizer and AGC, but not the loop filters.
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2. Frequency Synthesizer Electronics

The use of cavity multipliers has been replaced with phase~lock-loops (PLLs)
using voltage-controlled oscillators (VCOs) and high-speed digital divider circuits
(prescalers). Chips are commercially available that contain programmable prescal-
ers. However, because of the clocking speeds required for the first LO provided
by these frequency synthesizers, sometimes the frequency of the VCO and clock-
ing speed of the prescaler are half what is required, and a frequency doubler or
a second-harmonic mixer is used to achieve the L-band LO. However, these
components are still small and quite simple. In the end, we have small, efficient
frequency synthesizer electronics that are significantly smaller and lower power
than technology used 5-10 years ago. As described above, the GEC Plessey
GP1010 chip contains the VCO and prescalers, but it is not programmable.?

3. Down Conversion and Intermediate Frequency Electronics

The conversion from rf to IF has generally become a silicon bipolar MMIC
implementation, where the MMIC includes mixing and a stage or two of amplifica-
tion. The VCO for the LO may also be included. Once at IF, surface acoustic
wave (SAW) filters provide a small, efficient means of final filtering to minimize
unwanted out-of-band signals and noise.

4. Reference Oscillators

Unfortunately, the development of good, stable reference oscillators has not
kept up with the pace of the development of the other sections of a GPS receiver.
There have been improvements, but, depending upon the ultimate stability
required, the oscillator can be the most expensive and largest component in the
receiver. For example, for very good stability, not including that achieved with
relatively large and expensive atomic oscillators, a crystal oscillator must be
ovenized to minimize frequency excursions that are the main cause of frequency
instability. Unfortunately, to have temperature inertia, mass is required. Thus,
although the sizes of these oscillators have been reduced over the years, they are
still relatively large. In fact, these smaller oscillators are not usually as stable as
the older, larger, oscillators.

The advancement of digital signal processing and multiple receiver channels
has allowed the use of TCXOs in most commercial applications. This has
prompted some improvement in TCXO performance over what had been the
norm in the past. However, that improvement has not been dramatic, although
the size and cost of the TCXOs have been reduced significantly.

III. System Design Details

In this section, the block diagram of Fig. 1 is expanded, and design details
are presented, starting with the hardware and following with the software part
of the digital signal processing. Only the implementation of modern digital
receivers is presented along with some trade-offs between different modern imple-
mentations. Specifically, two receiver designs that are familiar to the author
are used as examples—the Rockwell Collins miniature airborne GPS receiver
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(MAGR), an example of a military receiver, and the NovAtel GPSCard™, an
example of a commercial receiver. A functional overview of the MAGR is shown
in Fig. 2.! Details of these functions may vary from receiver to receiver, but they
exist in one form or another in all modern receivers. Although the MAGR is a
dual-frequency receiver that receives both L, and L, signals and both the C/A-
and P-codes, processing that is common for those signals is presented only once.

A. Signal and Noise Representation

Before describing the remainder of the receiver operations, it is appropriate
to provide a representation of the received signal and noise in both the time
domain and the frequency domain. The signal is represented as follows:

s(f) = AC()D()cos[(wo + Aw)t + & (D

where A = signal amplitude; C(f) = PRN code modulation (*1); D(¢) = 50 bps
data modulation (*£1); @, = 27fy = carrier frequency (L, or Ly); Aw = 2wAf =
frequency offset (Doppler, etc.); and &y = nominal (but ambiguous) carrier phase.

For the purpose of the processing described herein, it is necessary to represent
only one component of the L, signal, because one of the two components (in-
phase or quadrature) does not correlate with the receiver channel’s reference
code in channel tracking the desired code. L, processing is identical to that of
the L, signal except that L, acquisition and tracking are usually aided with
information obtained by tracking the more powerful L, signal.

In the frequency domain, the spectral density of the signal is the spectral
density of the PRN code centered at =(w + Aw). At baseband, this spectral
density is as follows:

AT, sin{(wT./2)
2 (oL2)

Siw) = 2
where T, is the PRN code chip width, or the inverse of the PRN code chipping
rate. Although the C/A-code spectrum is a line spectrum, this representation
suffices for most of the processing described herein. Exceptions are noted as
they arise.
Signal power in a 2B Hz two-sided bandwidth is given by the following:
1 2B

P, =
27 J s

Si(w)dw 3)

If B= o, P, = AY2. 1If B = I/T,, P, = 0.9 A%2, resulting in a 0.45 dB signal loss.

Ambient noise is represented in the frequency domain as white noise with a
constant spectral density Ny/2. If passed through a unity-gain bandpass filter with
a two-sided noise bandwidth 2B Hz centered at frequency w,, the spectral density
appears as illustrated in Fig. 3. The resulting noise power in the two-sided
bandwidth is as follows:

P, = 2N,B CY

and a signal-to-noise ratio in a 2B two-sided noise bandwidth of
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Sple)

Fig. 3 Spectral representation of ambient noise.

P 2

The output of the bandpass filter has two equivalent time domain representa-
tions™:

n(®) = x(t)coswo? — y()sinwy? (6)

n(t) = r(H)cos[wgt + @(2)] )]

where x(¢) and y(r), the in-phase and quadraphase components, respectively, are
bandlimited Gaussian processes with the properties defined as follows:

E{x(n] = E[y(®} =0
E[x*(0] = E[y*(] = E[n*()] = P, ®
E[x(®y®] =0

Furthermore, r%(t) = x*() + y*(#) has a chi-squared (or Rayleigh) distribution
with two DOF, and

i[5
@(?) = tan l[y (t)] )]

is uniformly distributed between 0 and 27 radians.

B. Front-End Hardware

The hardware is comprised of the front-end electronics and part of the digital
signal processing. The other part of the digital signal processing is implemented
in software.

1. Antenna

The following requirements were placed upon the Fixed Reception Pattern
Antenna (FRPA3) for Rockwell’s military receivers*:
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1) rf: “The GPS antenna shall accept the GPS navigation signals at both the
L; and L, frequencies and output them to the GPS antenna electronics.”* This
implies either a wide-band antenna that accepts both frequencies and all frequen-
cies between them, or implies two antennas packaged in a single unit. Both types
of antennae are available, because some are naturally narrow band while others
are wide band.

2) Antenna gain: “The GPS antenna shall provide a minimum gain of —2.5
dBic to a RHCP signal over a 160° solid angle cone of coverage (above 10°
elevation angle) for signals in both the L1 and L2 bandwidths. Gain shall be
measured at the L1 and L2 carrier frequencies at the prevailing ambient tempera-
ture using a standard gain horn for comparison. The combined effects of environ-
mental temperature range and bandwidth . . . shall not cause the gain to be less
than —3.3 dBic. These gain requirements apply when using a test ground plane.”
(This ground plane matches the housing of the antenna electronics for ship-
board installation.)

3) Other antenna specifications: Other FRPA3 specifications are as follows:

a) Voltage standing wave ratio (VSWR): =2:1 (referenced to 50 ohms over
L, and L, bands)

b) dc impedance @ signal interface: O chms

¢) Connector: Single TNC female receptacle

d) Size: Less than 6 in. in diameter and 1.75 in. in height, including connector
The dc impedance of O ohms provides lightning protection. More than one vendor
supplies the antenna and not necessarily through Rockwell Collins. Typical gain
patterns from one vendor (Sensor Systems, Inc. S67-1575-14) are shown in Fig.
4., This model! has two narrowband antennas packaged in a single unit. The Sensor
Systems antenna has a diameter of 3.5 in. and a height of 0.565 in.’

The following technical specifications are given for a Sensor Systems’ commer-
cial aeronautical antenna (S67-1575-16), which was designed to meet ARINC
743A characteristics>®;

1) rf: 1575 £2 Mhz with a VSWR = 1.5:1 or 1575 =10 MHz with a
VSWR =2:1.

2) antenna gain: The gain pattern is specified as follows:

> —1 dBic to 75 deg from vertical

> —2.5 dBic to 80 deg from vertical

> —4.5 dBic to 85 deg from vertical

> —7.5 dBic at 90 deg from vertical
The RHCP gain pattern is shown in Fig. 5.

2. Receiver Front End

The receiver front end consists of filtering and limiting, an LNA, a frequency
synthesizer, downconversion, and conversion to baseband. Initial filtering, lim-
iting, and LNA can be housed with the antenna to comprise an integrated antenna
electronics. This is an optional configuration of the MAGR and is usually the case
in commercial receivers. In the case of the MAGR, the following requirements are
imposed:’

1. Preselector filtering: The preselector filtering is required to reject out-of-
band interference and to limit the noise bandwidth of the antenna electronics.
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RS M —+4.5 dBic

Fig.4 Fixed Reception Pattern Antenna 3 antenna gain patterns (courtesy of Sensor
Systems, Inc.).
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JEgiL DA

Fig. 5 Commercial L, Antenna Gain Patterns (courtesy of Sensor Systems, Inc.).

The filtering shall be dual-band centered at L; and L,, with a noise bandwidth
of 80 MHz in each band. The insertion loss shall be sufficiently low to meet
overall gain and noise figure requirements.

2. Burnout protection: The antenna electronics shall not incur damage or
performance degradation after being subject to a peak signal power density of
69 kW/m? for not more than 10 ps, or a continuous signal power density of 348
W/m? in either band of frequencies.

3) Gain and noise figure: The antenna electronics, including interconnecting
cabling, preselector, and protection circuitry, shall have a minimum overall gain
of 23 dB, with a noise figure of 4 dB at the input to the MAGR receiver.® The
maximum overall gain shall be 33 dB.

The Sensor Systems’ commercial ARINC 743A antenna described is also
available with an internal preamplifier with 26 =3 dB gain with an internal
interference rejection filter and an LNA (S67-1575-52). A single TNC connector
carries both the L, signal and dc power to the LNA (+4 to +24 VDC at 25 mA,
maximum). Out-of-band rejection is 35 dB at 1625 MHz.

3. Noise Figure Computations

Figure 6 provides a model of a receiver front end for the purposes of computing
the receiver and system noise figure and noise temperature. In general, the system
noise figure (in dB) is related to system noise temperature (in Kelvin) as follows®:
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Fig. 6 Noise figure computation model.

Tsys
NF = 10 1log,| 1 + (10
T,
where T, = 290 K = 24.6 dB—K.
The corresponding noise density, in W/Hz, is Ny = KT,,; where Ky = —228.6
dBW/K—Hz = 1.380 X 10"*W/K—Hz, is the Boltzmann constant.” Based upon
the model given in Fig. 6, the system noise temperature is computed as follows: '

Tsys: 7;+ TR
=T, +TJ{L — 1+ LINF, — 1+ G{'[[, — 1
+ L [NF, — 1 + Gy'[Ly — L+ ---]]I1] an

where T, is the source (antenna) temperature; Ty is the receiver noise temperature;
and the L, NF, and G; are loss, amplifier noise figure, and amplifier gain of
each stage i, respectively, all given in ratio. This formula is known as the Friis
Formula. Note that the loss and noise figure of the first stage affects the system
noise figure directly; whereas, any losses after the first amplification are reduced
proportional to that gain. Thus, the first stage is said to ser the system noise
figure or noise temperature.

Note, also, that the source temperature adds directly to the system noise
temperature. Normally, this is the antenna sky temperature, which is relatively
low with respect to the ambient noise temperature 7. One exception is when
the receiver is connected directly to a GPS signal generator or simulator, in which
the source temperature is the ambient noise temperature (290 K), which is a
worst-case situation. Normally, adjustments to the signal power must be made
to compensate for this. Note that in this case, if the first stage gain is high enough,
the noise density is simply as follows:

NO - KB ToNFl

—228.6 + 24.6 + NF,(dB)
—204 dBW/Hz + NF,(dB) (12)

i

Sometimes this equation is erroneously used for “real-world” computations,
providing pessimistic analysis results. A source temperature of 75-100 K is
typical, depending upon the antenna pattern and the amount of ground tempera-
ture observed.>

4. Synthesizers and Frequency Plans

Figure 7 presents the block diagram of two of the MAGR’s custom silicon
bipolar chips that make up its synthesizer.' One chip (L-band chip) also includes
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Fig. 7 Miniature airborne GPS receiver L-band/phase-lock-loop chips and fre-
quency plan.

the downconverter function of the receiver. This synthesizer design reflects the
concept used in modern GPS receivers, where a nonstandard reference oscillator
frequency is used. Older receivers used such frequencies as 5 or 10 MHz, or
5.115 or 10.23 MHz, which also became standards because of GPS. Note that
the MAGR uses 10.949296875 MHz as its reference.

The MAGR synthesizer generates a common local oscillator at 137F, (1401.51
MHz) for both the L, and L, frequencies by phase-locking the LO voltage con-
trolled oscillator, divided by 128, to the 10.95 MHz reference (F, = 10.23 MHz).
It also generates common in-phase and quadraphase LOs for conversion of the
IF frequencies to baseband at 17.25 Fy (176.4675 MHz) and a CMOS clock at
43.7971875 MHz, which is used for clocking the digital signal-processing cir-
cuitry. Note that the baseband LOs do not match the IF frequecies at 17 F,. This
leaves a residual frequency offset at baseband, which is part of the frequency
planning scheme. The overall effects of this residual offset is treated as Doppler.
These effects are described later. However, along with the nonstandard reference
frequency, allowing for such an offset also simplifies the frequency plan and the
synthesizer design.

The GPSCard™ uses the same concept for its frequency plan and synthesizer
as illustrated in Fig. 8. Its reference frequency is 20.473 MHz, which is also its
digital signal-processing clock. The GPSCard™ utilizes a commercial synthesizer
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Fig. 8 GPSCard™ synthesizer and frequency plan.

chip with a programmable divider (prescaler) rather than custom chips. The key
difference between this frequency plan and that of the MAGR is that the
GPSCard™ uses IF sampling for its conversion to baseband, which is described
later. Note that there is also a residual frequency offset.

5. Mixing Operations and Intermediate Frequency Filtering

Downconversion from rf to IF, and, in the case of the MAGR, conversion
from IF to baseband, are accomplished by mixing the incoming signal and noise
(rf or IF) with an LO. This process is illustrated in Fig. 9.

If the local oscillator is represented as LO,(¢) = 2 cosw,t with power of two
units, then the output of the mixer is this LO multiplied by the sum of Eq. (1)
and Eq. (7), or sig(d) + n() = 2[s(t) + n()] cosw;t + harmonics + LO
feedthrough + image noise. Ignoring for the moment the harmonics, LO feed-
through, and image noise and using the product of cosines, for the signal we
have sip(f) = AC(H)D(D{cos[(wy + w; + Aw)t + dg] + cos[(wy — ©; + Aw)t +
bol} consisting of upper and lower sideband components, each with a power of

3| HIGHPASS
Vad —)
FILTER _ JuppeEr
SIDEBAND
BANDPASS
| “elTer . ——> COMPOSITE SIGNAL
SIGNAL PLUS SIGNAL PLUS
WIDEBAND NARROWBAND
NOISE NOISE T
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> amr T2
LOCAL LOWER
OSCILLATOR SIDEBAND

SIGNAL {LO)

Fig. 9 Mixing operations.
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AY2. Only the lower sideband is wanted. Therefore, the upper sideband is
eliminated via a low-pass filter, resulting in the IF frequency wy = w; — w.
Similarly, for the noise, in terms of Eq. 7, njz(¢) = r(f) cos[wipf + @()].

Harmonics and LO feedthrough are removed via a well-designed frequency
plan and the use of bandpass filters at IF. Harmonics are generated by the mixer,
because it is a nonlinear device. LO feedthrough (at w,) is the LO leaking through
the mixer. In addition, these filters also provide the final rejection of out-of-band
interference and image noise, primarily because it is easier to obtain narrow-
band filtering at the lower IF frequencies.

In-band image noise is either at the frequency w, — 2w; (upper sideband
component at the lower sideband), or at the frequency w; — 2wy (mixes to the
negative of the lower sideband). Both would mix to the IF frequency and, thus,
would not be filtered at IF. It is necessary to filter noise at these frequencies
prior to mixing at rf so that they do not exist. In order to avoid the use of
narrowband filters at rf for this purpose, the frequency plan should be designed
to prevent image noise close to the IF frequency.

6. Conversion to Baseband

Conversion to baseband is the process of converting the IF signal to that of
in-phase and quadraphase components of the signal envelope, but still modulated
with residual Doppler. However, as pointed out in the discussions of synthesizers
and frequency plans, in most modern receivers, an intentional residual frequency
offset may still exist. There are two methods for achieving this conversion—by
analog mixing or by a technique known as IF (or pass-band) sampling. Because
the latter (used in the GPSCard™) is a sampling process, its description is delayed
to the next section.

The MAGR uses the former method, and does so in its wide-band IF chip
(silicon bipolar), which is shown in Fig. 10.! Also shown are the AGC and the
analog-to-digital (A/D) converters. This conversion to baseband is realized by
mixing the IF signal with two LOs, one of which is shifted 90° in phase with
respect to the other (in quadrature). The low-pass filters reject the upper sidebands.
The in-phase and quadraphase combined unity power LOs are, respectively,

17.125 F, (0°& 90y 3-LEVEL THRESHOLD (R)
FROM PLL CHIP FROM $IG. PROCESSOR

h -
¥ I L‘) > x> R
——)®——> LOW PSS D 1T Sfsievecan

>» (<R
— I 1.25F,
1TF, e °
IF IN

> > Q>R
-PASS Ot
LC;‘,"L'TPE‘,; S 195l sieveLan

> Q. <-R

I

AGC VOLTAGE

Fig. 10 Miniature airborne GPS receiver wideband intermediate frequency chip.
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as follows:
LO, (D) = 2 cosw,t (13)
L0y = 2 cos(wzt + g) = — /2 sin w,t (14)

The resulting analog in-phase and quadraphase baseband signal components are
then as follows:

10 = L cDcos (Awat + b (15)
2

0.() = & CODsin (Rwyt + o (16)
2

where the residual frequency offset is
A(J.)B = OF & W, + Aw (17)

The relationship of these I and Q levels at this point and the signal power, related
to that defined in Eq. (3), is P, = E[IX1) + Q1] = AY2.

Under the assumption that this residual frequency offset is quite small with
respect to the bandwidth of the low-pass filters, and that their single-sided band-
widths are essentially B Hz, the baseband noise components are simply I,(f) =
x(t)/\/i and Q,(1) = y(t)/\/E, and the noise power, in terms of Egs. (4) and (8), is
P, = E[E(t) + Q%(H] = 2N,B. The MAGR AGC shown in Fig. 10 does not
operate on signal power, because the signal is still below the noise level at this
point in the receiver. It is a very wideband AGC whose time constant is such
that it suppresses pulse interference (time constant << 1 us).

C. Digital Signal Processing

Digital signal processing consists of precorrelation sampling, Doppler removal,
PRN coders, correlators, number-controlled oscillators (NCQs), postcorrelation
filtering, and various receiver clocks.

1. Precorrelation Sampling

As is evident for the MAGR in Fig. 10, modern GPS receivers all become
digital prior to correlation and Doppler removal. However, this is where the
commonality ends. They differ in sample rates, sample quantization, and, as
discussed previously, some receivers convert to baseband as part of the sampling
process, known as IF sampling.

Intermediate frequency sampling is illustrated in Fig. 11. The concept is to
sample the IF signal at a rate at which the 7 and Q samples are obtained directly.
Suppose the sample rate is as follows:

4f e
SR N (18)
where fi is the IF frequency being sampled, and N is an odd number. Then, the
samples would be taken at
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Fig. 11 Intermediate frequency sampling process.

kN
t=—-——sec;k=20,1,... 19
“Z i (19)

Sampling the IF signal at these times yields the following:

S = SE(ty) = AC(tk)D(tk)cos[qu(fIF +Af) kN + ¢0]

4ir
= ACka COS[%jY (1 + %{) + ¢0}

= AC,D, cos[ll;ﬁ + ¢k] (20)

where Af is an intentional frequency offset plus that attributable to Doppler, C;
and D, are the code and data at time f;, and

TKNAf
2fie
is the baseband phase of the sample attributable to the nominal phase and fre-
quency offset at time #. If the sample rate is offset from that of Eq. (18), Aw in
Eq. (21) simply becomes Awg, analogous to Eq. (17). If we ignore the Af of Eq.

(20) for the moment, note that the IF signal is sampled at exactly successive 90
deg phases, producing the following sequence of samples:

ﬁ[lsky st9 ~lg, _Qsla Iy, stv —Iskv —stv . (22)

by = & + = ¢y + Awty = &y + Ady 21

or

LU = Qo — T Osto Lo = Q0 — It Outr - - -] (23)

depending upon the value of N. The Af results in a time-varying Ad; = Aws,
causing a phase rotation of the samples that is removed after the sampling process.

This IF sampling process is sometimes called pseudo sampling, because the
I and Q samples do not occur at the same time. For large frequency offsets with
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respect to the sampling rate, but still within the Nyquist rate, this will induce an
additional phase shift in the O samples causing aliasing to a negative frequency
offset. However, this is not a problem for this GPS receiver application for
reasonable Af values.

The digital signal-processor can simply invert the sign on half the samples
and sort them into in-phase and quadraphase samples. This sign inversion is
actually an advantage in that, if there are any dc biases present in the sampling
process, they will eventually cancel in subsequent signal processing. Also, because
the I and Q samples are generated in the same circuitry, there are no gain and
phase imbalances between them, except as noted above. This can occur in the
analog baseband conversion process. Also, only one A/D converter is required,
although it must sample at twice the rate.

There are disadvantages, however, other than the double sample rate. First,
the aperture time of the sampling process must be small with respect to the period
of the IF frequency. That is why a sample-and-hold circuit is shown in Fig. 11.
If the A/D is flash, and the IF frequency is low enough, this circuit is not required.
For IF frequencies as high as they are in the MAGR, certainly a silicon bipolar
flash A/D would be required for this process. How quick the sample must be is
debatable, other than it must be fast with respect to the IF frequency. Sin(x)/x,
where x is proportional to the product of the frequency and the aperture time,
attenuation occurs if the aperture time is too long, but then this attenuation also
occurs on the noise, which is also at the IF frequency. Thus, there would be no
loss in signal-to-noise ratio to a point.

The second disadvantage is minor. That is, as described above, the sample
rate must be high enough so that there is no significant delay between the [ and
QO samples. This delay should be small with respect to a pseudonoise (PN) chip
so that most of the time the / and Q samples do not straddle chip transitions.
Thus, there is some loss associated with sampling right at twice the Nyquist
frequency (four times the code chipping rate), but it is minimal. It has an effect
similar to filter phase distortion.

This delay between the I and Q also has an effect on interference that may be
present in the IF bandwidth. For example, consider an interference signal that is
offset in frequency from the center of the IF band by a large amount, but is still
in band. The sampling process also generates / and Q of the interference. The
delay between these / and Q can be significant if the frequency offset is large,
but, for normal receiver processing, this is acceptable. The effect is that some
of the interference energy is folded over to the other side of center. Energy cannot
be created, so this is of no consequence. Both sides of the center frequency are
spread by the code correlation process.

As previously stated, the GPSCard™ uses IF sampling. Note from Fig. 8 that
its IF frequency and sample frequency are such that N is 7 with a frequency
offset of —1.00105 MHz. There are also at least 10 individual / and Q samples
per chip, so the loss caused by the second disadvantage is negligible. Furthermore,
the sample rate is not an integer multiple of the chipping rate, so that the I and
O sample times will never stay synchronous with the chip transitions. Because
the IF frequency is relative low with a period of approximately 30 ns, the CMOS
A/D aperture time poses no problem. Five levels of the A/D are used for a 2.5-
bit quantization.
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The MAGR performs baseband sampling, as shown in Fig. 10 using two 1.5-
bit quantization (three levels: —L, 0, and +L) A/D converters. The result is the
same as IF sampling, where

Isk = A Cka Ccos d)k (24)

>

Qs = ﬁ Ci Dy sin &y (25)
with the exception that the Q sample is.one sample later in the case of IF sampling.
For the reasons stated above, we neglect that fact in the following discussions,
although, in some applications, it is important.

The noise samples are simply as follows:

Ly = x(t)/2 = 52 (26)
Que = Y2 = y 2 Q7

The MAGR samples at a frequency at one-half of the 43.8 MHz clock from the
PLL chip shown in Fig. 7, or 21.9 MHz. Given that this sampling is done at
baseband, it is slightly more than the Nyquist sampling frequency, with at least
two samples per P-code chip. Note that this sample rate is also not an integer
multiple of the chipping rate, thus the sampling will never be synchronized with
the chip transition times. The A/D threshold control is for CW interference
suppression. This is a topic of discussion in Chapter 10, this volume.

2. Precorrelation Filtering

Precorrelation filtering (low-pass filters in Fig. 10 and bandpass filter in Fig.
11) is necessary to prevent aliasing while sampling in a digital receiver. However,
this filtering also causes correlation losses, because the sidelobes of the PRN
code spectrum are eliminated. Figure 12 illustrates this loss for a sharp cutoff,
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N i el e
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Fig. 12 Correlation loss caused by filtering.



Copyrighted Materials
@Am Copyright © 1996 American Insfitute of Aeronautics and Astronautics
| 3 Retrieved from www.knovel.com

The World's Frum fr dsropos Landedip. - Purchased from American Institute of Aeronautics and Astronautics

Chapter 9

GPS Navigation Algorithms

P. Axelrad*
University of Colorado, Boulder, Colorado 80309
and
R. G. Brownt
Iowa State University, Ames, lowa 50010

I. Introduction

HE previous chapters described the hardware and software needed to make

GPS observations in the receiver. This chapter focuses on how these observa-
tions are processed to form a navigation solution. Fundamentally, a navigation
solution is an estimate of the user position plus any other required parameters.
The term “state” is used to describe all the parameters to be determined. The
typical states in a GPS navigation estimator are three components of position,
clock offset, and clock drift. In a moving application, three components of velocity
are added. There are many applications described in the companion volume in
which GPS is integrated with one or more other sensors, such as an altimeter or
an inertial navigation system (INS). In such configurations, the state may be
expanded to include specific sensor error states; however, in this chapter, we
restrict ourselves to stand-alone GPS navigation estimation.

A navigation algorithm embedded in the GPS receiver combines raw measure-
ments from the signal processor with GPS satellite orbit data to estimate the
observer state. This process requires two sets of models—a measurement model
and a dynamics or process model. The dynamics model describes the evolution of
the system state. The measurement model relates the state to the GPS observations.

Section II describes the GPS measurements and Sec. III shows how they may
be combined into a single point navigation estimate. Section IV provides various
dynamic models used in GPS. The Kalman filter and some variations are described
in Sec. V, and specific numerical examples are given in Sec. VL. For further
information on filtering, the reader is advised to refer to Ref. 1, which specifically
addresses GPS navigation filters, or more generally, Refs. 2, 3, or 4.

Copyright © 1994 by the authors. Published by the American Institute of Aeronautics and Astronau-
tics, Inc., with permission. Released to AIAA to publish in all forms.

*Assistant Professor, Department of Aerospace Engineering Sciences.

tDistinguished Professor Emeritus, Department of Electrical and Computer Engineering.

409



JAIAA

The World's Frum fr dsropos Landedip. - Purchased from American Institute of Aeronautics and Astronautics

410 P. AXELRAD AND R. G. BROWN

II. Measurement Models

We consider three types of GPS measurements—pseudorange, Doppler, and
accumulated delta range (ADR). The specifics of how a receiver actually forms
these measurements is discussed in Chapters 7 and 8, this volume. Here we
concentrate on the mathematical models of how the observations relate to the
state of the vehicle.

A, Pseudorange

When the signal processor delay lock loop (DLL) finds the point of maximum
correlation with a given GPS satellite signal, it produces an observation of the
code phase, or equivalently, signal transmit time ¢r for the current local receive
time t. (In most cases, the observation is not a function of the filter navigation
solution; however, the vector delay lock loop described in Chapter 8 of this
volume provides a means to integrate the DLL and filter functions for improved
performance.) The observed signal propagation delay is (tz — #7). The pseudorange
observable is merely this time interval scaled by the speed of light in a vacuum:
p=c(tr — 7.

The pseudorange observation between a user and satellite i can be related to
the user position and clock states as follows:

pi=lri—rl+cb,+e, ¢))]

Where r; is the satellite position at transmit time; r, is the receiver position at
receive time; b, is the bias in the receiver clock (in s), and €, is the composite of
errors produced by atmospheric delays, satellite ephemeris mismodeling, selective
availability (SA), receiver noise, etc. (in m). Chapter 11, this volume provides
an error budget for €, under various conditions.

The state to be estimated, consisting of r, and ¢ + b, is embedded in this
measurement equation. To extract it we must linearize the measurement equation
about some nominal value, for example, about our current best estimate.

Given an a priori estimate of the state £ = [7,7 ¢ - b,]" and an estimate of the
bias contributions caused by ionospheric and tropospheric delay, relativistic
effects, satellite clock errors €,, we can predict what the pseudorange measure-
ment should be as follows:

pi=Iri— )+ c b, + ¢, 2)

The measurement residual Ap, which is the difference between the predicted and
actual measurement, can be modeled as linearly related to the error in the state
estimate, Ax = [Ar” ¢ - Ab]”, by performing a Taylor expansion about the current
state estimate. The linearized result is given by the following:

A Ar
=5 —p = [-17
Api =P Pi [ 11 1][CAb] + Aépi (3)
where
f=—ilu Ar=F,~r, Ab=b,—b, A, =8¢ —¢,

|r,' - ful ’

i; is the estimated line of sight unit vector from the user to the satellite; and
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Ae,, is the residual error after the known biases have been removed. This linearized
model is the fundamental GPS pseudorange measurement equation.

The residual measurement error Ae,, is generally composed of a slowly varying
term, usually dominated by SA in civilian receivers, plus random or white noise.
The expected variance of the error is required for any weighted navigation solution
algorithm. An order of magnitude estimate of the slow terms can be obtained
from the user equivalent range error (URE) reported in the Navigation message
(see Chapter 4, this volume). The high-frequency error is produced primarily by
receiver noise and quantization. For a typical receiver, the standard deviation is
about 1/100 of the code chip, or about 3 m for C/A code and 0.3 m for P code.
A more precise estimate can be based on the signal-to-noise ratio calculation in
the channel, as described in Chapter 8, this volume.

B. Doppler

The numerically controlled oscillator (NCO), which controls the carrier-
tracking loop, provides an indication of the observed frequency shift of the
received signal. This observed frequency differs from the nominal L; or L,
frequency because of Doppler shifts produced by the satellite and user motion,
as well as the frequency error or drift of the satellite and user clocks. The Doppler
shift caused by satellite and user motion is the projection of the relative velocities
onto the line of sight scaled by the transmitted frequency L, = 1575.42 MHz
divided by the speed of light, as follows:

v,- - vu
D; = —( '1i>L1 4)
c
The Doppler can be converted to a pseudorange rate observation given by the
following:
r,—r,
P =i v e, &)

where f is the receiver clock drift in m/s; and €, is the error in the observation
in m/s. Again, this effect can be predicted, based upon the current estimates of
the velocity ¥,; line of sight vector 1,, the clock drift estimate in m/s f; and the
known error rates €,, as follows:

pr=i—v)li+f+e, ©)
The linearized Doppler measurement equation is then as follows:
. - Ay
5 =0 —0: = |— T .
Ap; =p; = p; = [~1, 1][ Af] + Ae, @)

Note that the Doppler does depend on the observer position through the line-
of-sight unit vector. This dependence can be exploited to perform “Doppler
positioning” in which the position is solved for using the Doppler observations
and, sometimes, the rate of change of Doppler. This is the positioning method
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employed with the Navy’s Transit satellites. The observation geometry for Dopp-
ler positioning is substantially weaker than ranging; thus, it is not used much in
GPS, except to set an a priori position estimate.

C. Accumulated Delta Range

The ADR is produced by the signal processor by accumulating the commanded
values to the NCO required to maintain lock on the signal. In other words, it
keeps track of changes in the observed range to the satellite. Thus, both terms
“accumulated delta range” or “integrated Doppler” are appropriate. In the litera-
ture (cf. Ref. 5) this measurement has also been called “carrier beat phase,”
referring to the output of a mixing process between a nominal L, carrier signal
generated in the receiver, and the received Doppler-shifted version.

The distinction between the ADR and a code-based pseudorange is that the
ADR has an ambiguous starting value. Once the phase~lock-loop (PLL) begins
to follow the carrier signal, it can keep track of the total change in range; however,
there is no way to know the whole number of carrier cycles between the satellite
and the user antenna. Thus, for stand-alone navigation it is not possible to use
the ADR for absolute estimation of position. (The ADR initial condition problem
is similar to that encountered in inertial navigation systems.) However, for differ-
ential GPS or attitude determination, it is possible to determine the difference
in the ambiguities between two nearby stations and/or two GPS satellites. Thus,
for these applications, the precision of the ADR can be fully exploited.

A common use of the ADR in stand-alone navigation is to smooth the noisy
pseudorange measurements. A number of techniques are available for doing this.
A commonly used technique forms a weighted average of the code and carrier-
based measurements.® Reference 7 has also suggested an integration scheme
where the ADR provides the reference trajectory (in much the same manner as
an INS), and then the pseudorange data is used at a slower rate to update the
reference trajectory via a Kalman filter. Other ad hoc methods have also been
successfully employed for real-time, stand-alone applications. The ADR measure-
ments play only a minor role in many GPS stand-alone navigation applications;
however, they are pivotal to kinematic differential operations and surveying, as
described in Chapters 15 and 18 in the companion volume.

D. Navigation Data Inputs

To compute the predicted pseudorange and Doppler, the navigation algorithm
must have information on the position and velocity of the GPS satellite, as well
as error models to correct the satellite clock offset and atmospheric delays. This
information is provided via the Navigation message. The satellite positions are
computed as described in Chapter 4, this volume; the atmospheric delay models
are described in Chapter 8, this volume; and the clock corrections are described
in Chapter 4, this volume. This information is also contained in Ref. 8.

HI. Single-Point Solution

The physical measurements and equations provided in the previous section
are all that is required for a single-point solution or kinematic solution. In this
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method, the navigation estimate is the least squares solution to the measurement
equations made at a single time. For each satellite tracked by the receiver, the
predicted pseudorange is formed using Eq. (2), and the linearized observation
Eq. (3) is formed. All the measurements are then combined into a set of nor-
mal equations:

Ap = GAx + Ae, (8)
where
.. - - - -
Apl —11T 1 Aepl
Ap, -17 1 Ar, Ae,,
Ap = -t G= , | Ax = c-Ab, | Ae, = :
Apn _iz; IJ Aepn

which is to be solved for a correction, Ax to the a priori state estimate. To
improve the state estimate subtract Ax from the a priori values. In GPS, “G” is
frequently referred to as the geometry matrix, and corresponds to the measurement
connection matrix, commonly named “H” in the more general literature on
filtering.

The Ae,, are assumed to be zero mean, so that the least squares solution to the
set of normal equations is given by the following:

A% = (G'G)™'G™Ap ®

or, if a weight R;”! is assigned to each observation, the weighted least squares
estimate is as follows:

Af = (G'R™'G)"'G'R 'Ap (10)

If the a priori estimate used to construct G, is off by a lot (typically more than
a few km), the least squares solution may be iterated until the change in the
estimate is sufficiently small. Because G only depends upon the line-of-sight
unit vector, it is not very sensitive to errors in the observer position. Numerically
efficient methods for solving Eqs. (8-10) are well known (c.f. Ref. 9).

A. Solution Accuracy and Dilution of Precision

How accurate is the single-point, least squares solution? The accuracy is
decided by two factors, the measurement quality and the user-to-satellite geome-
try. [Chapter 11, this volume, on errors in GPS details the contributions of both
measurement errors and geometry, and Chapter 5, this volume, provides an
extensive discussion of geometric dilution of precision (GDOP).] The measure-
ment quality is described by the variance of the measurement error, which for a
typical pseudorange is in the range of 0.3 to 30 m, depending on the error
conditions. The geometry is described by the “G” matrix, which is composed of
line-of-sight vectors and “1s” for the clock states.
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The solution error covariance can be expressed as follows:
E[A2 A£T] = E[(GT'G)"'GTAp Ap'G(GTG)™']
= (GTG)"'G'RG(G"G)™! (11)

where R is the pseudorange measurement covariance. If we assume (somewhat
incorrectly, as described later) that the measurement errors are uncorrelated and
have equal variance o? then R = o I, and the point solution error covariance
reduces to the following:

E[Af A%T] = 6¥GTG)™! (12)

If the state is parameterized so that Ax = [AE AN AU c¢ - Ab)", where AE, AN,
and AU, are the east, north, and up position errors, respectively; and ¢ - Ab
is the clock bias error, then the variance of the state estimates is given by
the following:

E[AE?] EIAEAN] E[AEAU]  E[AEc-Ab] |

E[ANAE]  E[AN?] E[ANAU]  E[ANc-Ab]
E[AUAE] E[AUAN] E[AU?] E[AUc-Ab]
Elc-AbAE] E[c-AbAN] Elc-AbAU} Elc-Ab%

E[A% A7) = (13)

Most of the time, we are primarily interested in the diagonal elements. The
following DOPs summarize the contribution of the geometry:

A= (GG
GDOP = \/M geometrical DOP
PDOP = /A, + Ay + A;;  position DOP
HDOP = /A, + A5, horizontal DOP (14)
VDOP = /As; vertical DOP
TDOP = /Ay time DOP

Thus, the total position error magnitude can be estimated by o X PDOP, and
the vertical position error by ¢ X VDOP, etc. However, keep in mind that this
is only an approximation, because of the assumption that all satellite pseudorange
measurements errors are independent and have the same statistics. The equations
for a single-point velocity solution are identical with the pseudorange measure-
ments replaced by pseudorange rates.

Typical modern receivers track 5-12 satellites simultaneously. More satellites
produce improved geometry, generally leading to a more accurate single-point
navigation solution. (An exception can occur if the ranging error to the additional
satellite is exceptionally poor.) ADR smoothing can reduce the receiver-induced
measurement noise in each observation; however, it cannot eliminate the effects
of SA or atmospheric effects. To improve the navigation estimate further, we
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must tie together measurements over time by including knowledge of the vehicle
dynamics in a solution filter.

B. Point Solution Example

As an example of the least squares solution method, assume an observer is
actually located on the surface of the Earth at 0° latitude, 0° longitude, and has
a clock error from GPS time equivalent to 85,491.5 m. If the observer state is
comprised of the WGS-84 (1984 Word Geodetic System) position components
X, y, 2, and the clock bias in meters, the true state is as follows:

x =[6378,137.0m 00m 0.0m 85,000.0m]”
At a certain time there are seven satellites visible above an elevation of 10 deg
at the positions shown in Table 1.
If the a priori position and clock estimate is given by

£ =1[6,377,0000m 3,0000m 4,0000m 0.0m]"

then the computed range and line-of-sight unit vector to each satellite are as
shown in Table 2.

Table 1 Satellite positions for point solution example

Satellite X position, m Y position, m Z position, m
Sv o1 22,808,160.9 —12,005,866.6 —6,609,526.5
SV 02 21,141,179.5 —2,355,056.3 —15,985,716.1
SV 08 20,438,959.3 —4,238,967.1 16,502,090.2
SV 14 18,432,296.2 ~-18,613,382.5 —4,672,400.8
Sv 17 21,772,117.8 13,773,269.7 6,656,636.4
Sv 23 15,561,523.9 3,469,098.6 —21,303,596.2
SV 24 13,773,316.6 15,929,331.4 —16,266,254.4

Table 2 Computed pseudorange and line-of-sight vectors

Computed
pseudorange,
Satellite m Line-of-sight X Line-of-sight Y Line-of-sight Z
SV 01 21,399,408.0 0.767832 ~0.561178 —0.309052
Sv a2 21,890,921.6 0.674443 —0.107718 —0.730427
SV 08 22,088,910.4 0.636607 —0.192041 0.746895
SV 14 22,666,464.0 0.531856 —0.821318 —0.206314
Sv 17 21,699,943.6 0.709454 0.634576 0.306574
Sv 23 23,460,242.4 0.391493 0.147744 —0.908243

SV 24 23,938,978.9 0.308965 0.665289 —0.679655
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The computed geometry matrix is as follows:

—0.767832  0.561178  0.309052
—0.674443  0.107718  0.730427
—0.636607  0.192041 —0.746895
G = | —0.531856  0.821318  0.206314
—0.709454 —0.634576 —0.306574
—0.391493 —0.147744  0.908243
| —0.308965 —0.665289 0.679655

T e e N )

Table 3 provides the simulated measured pseudorange (already corrected for
known errors such as ionospheric delay, satellite clock, etc.) and the pseudorange
residual Ap; = p; — p;. The standard deviation of the pseudorange errors is 6 m.
Note that the pseudorange residuals are dominated by the large error in the
estimate of the receiver clock.

Solving the normal equations for a correction to the state estimate gives
Ax =[—1,131.8 2,996.8 3,993.1 —84,996.4]" m. Subtracting this from the
a priori estimate gives the improved estimate £ = [6,378,131.8 3.2
6.9 84,996.4]" m. This new estimate is closer to the true value of the state;
however, it contains errors produced by the pseudorange measurement error as
well asthe approximation in the line-of-sight vectors caused by the incorrect a
priori guess. To see how large the latter effect is, we can redo the least squares
solution using the improved estimate to compute the elements of the G matrix.
The resulting correction to the state estimate is Ax = [0.3 —0.1 —02 0.6]) m,
and the “improved” state estimate (actually worse than the last estimate) is £ =
[6,378,131.5 3.3 7.1 84,995.8]" m. Thus, it is apparent that the approxima-
tion made in computing the G matrix was quite good, and to get a solution at
the 1-m level, it is not necessary to iterate if the solution is already known to
within a few kilometers.

The final error in the state estimate is Ax = [—5.5 3.2 7.1 —-42]1" m.
Now let us compare this to the error bound predicted by the GDOP approximation.
The A matrix can be computed from the G matrix given in Eq. (14). The DOPS
for each of the state components are computed as the square roots of the diagonal
elements of A. The measurement standard deviation o = 6 m.

Thus, the DOP approximations seem to be valid for this example.

Table 3 Simulated pseudorange and residual

Measured Pseudorange
Satellite pseudorange, m residual, m
Sv 01 21,480,623.2 —81,215.3
SV 02 21,971,919.2 ~80,997.6
SV 08 22,175,603.9 —86,693.4
SV 14 22,747,561.5 —81,097.6
Sv 17 21,787,252.3 —87,308.8
SV 23 23,541,613.4 —81,371.0

SV 24 24,022,907.4 —83,928.6
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Table 4 Actual point solution errors compared to DOP predictions

State Expected 1 — o
component DOP value error, ¢ X DOP Actual error
X position 3.0 180 m —55m
Y position 0.8 48 m 32m
Z position 0.8 48 m 7.1m
Clock bias 1.9 114 m —42m
Total error 37 222 m 104 m

IV. User Process Models

In anticipation of employing Kalman filter methods in the GPS solution (Sec.
V), we now look at user “process models.” The vehicle dynamics are summarized
in the filter process model. The GPS has the capability to provide real-time three-
dimensional position, velocity, and time information to any user. However, there
are times when all this information is not required or valuable. The degree to
which the user dynamics are constrained or predictable dictates the type of process
model used.

A. Clock Model

Two states required in any GPS-based navigation estimator are the user clock
bias and drift, which represent the phase and frequency errors in the atomic
frequency standard or crystal oscillator in the receiver. Within the navigation
algorithm the two-state model shown in Fig. | is commonly employed.

This model says that we expect both the frequency and phase to random walk
over a short period of time. The discrete process equations are given by

Ref. 1.
x.(k)=®.(AHx.(k— 1) +w(k—1) (15)
where
_|b il At
X, = [f}a (I)c(At) - |:0 1 ]
3 2
SbAt + SfATt SfATt
Q. = Elww] = AP
S/’z_' SfAt
ub
of —f 1 1
s

2 |8 x1 Fig. 1 Dynamic model for GPS clock states.
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The white noise spectral amplitudes S, and Sy can be related to the classical
Allan variance parameters. The approximate relation given in Ref. 1 (p. 427) is
S; = 2 hy, and S, = 8 w* h_, (see also Ref. 10). Figure 2 shows simulated clock
states for a crystal oscillator with 2 = 2 X 107"°, and A_, = 2 X 107% (Ref.
1, Chapter 10).

Two clock states of this type must be included for all types of GPS users. In
a time transfer receiver, which is described in greater detail in Chapter 16 of the
companion volume, these two clock states are the ones of primary interest. In
this case, the receiver position is generally known to at least the level of accuracy
of timing information desired (1 m ~ 3 ns). For highest accuracy, the position
is held fixed and only the two clock parameters are estimated.

B. Stationary User or Vehicle

If the user antenna is known to be stationary at an unknown location, three
position coordinate states may be added to the clock model to form a S-element
state vector. It is assumed that the velocity is zero, thus, the dynamic model for

1 x104

[=4

OFFSET (M)

DRIFT (M/S)
w

() 10 20 30 40 50 60
TIME (MIN)

Fig. 2 Simulated GPS clock errors. The bottom graph shows an example of clock
frequency drift measured in m/s. The top graph shows the corresponding clock offset
in meters. Note, the receiver clock errors can be very large, in this case more than
10 km, and must be estimated along with the position solution.
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the stationary user is given by the following:
x(k) = O, (AnDxk ~ 1) + wi(k - 1) (16)

where

=[xy zlb fI7

, and / is a 3 X 3 identity matrix

There are two important things to note. First, it cannot be assumed that the
clock state is constant; thus, the frequency error state is required as well as
the bias. Second, even for a stationary result, we model the dynamics by a
random walk to prevent numerical problems in the navigation algorithm. The
process noise covariance (), represents the uncertainty in the dynamic model.
Thus, for a stationary observer, we would think that it could be set to zero.
This is not generally done because it can lead to numerical problems or cause
the filter to “go to sleep.” In this situation, the estimation error covariance
has decreased so far that the estimator gain for new measurements goes to
zero—essentially the filter begins to ignore new information. As long as this
situation is avoided, (J, can be set to a small value to maximize the smoothing
that will occur.

C. Low Dynamics

The next step up in user dynamics is a low dynamic vehicle, such as a
boat or car. In these cases, the position, velocity, and clock terms must be
estimated, leading to an 8-element state representation. The discrete model
for such a user is shown in Fig. 3. The corresponding dynamic model is
given by the following:

1 J1l

white = - = - Fig.3 Integrated random-walk model
noise s | velocity L3 | position for a dynamic observer.
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where

xx=kx y zlx y zlb fIF

IAU: 0
07 0
q)L(At) = :
00 i d(A)
0y Op i O
va Qv 0

QL = Elw,wi] =

The effect of unknown random accelerations between measurement updates
is represented by Q,. Often, different values are used for horizontal and vertical
components; i.e., a car cannot change its vertical velocity substantially; whereas,
it can accelerate or decelerate rapidly. If the dynamical uncertainty of the vehicle
is large, filtering will not improve the navigation solution.

D. High Dynamics

When the vehicle, such as a fighter aircraft or missile, has the potential for
significant accelerations, it is usually necessary to measure and account for the
deterministic changes in velocity. This leads to the integrated GPS/INS system,
which is discussed in detail in Chapter 2 of the companion volume. A less
accurate way of handling the high dynamics problem is to add three acceleration
states to the process model and let the stand-alone GPS system estimate the
vehicle acceleration in addition to position and velocity. The acceleration states
are usually modeled as either random walk or Markov processes. This method
of coping with high dynamics is not as good as a full-fledged integrated GPS/
INS system, but it is better than treating acceleration as white noise, which is
what has to be done if the acceleration states are omitted.

V. Kaiman Filter and Alternatives

As mentioned previously, one disadvantage of the point solution approach is
that it does not carry any information from one measurement epoch to the next;
i.e. it does not include any of the known user dynamics. A second problem is
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that the solution accuracy is extremely dependent on the instantaneous satellite
geometry. Employing a Kalman filter addresses both of these issues (Ref. 1).

A. Discrete Extended Kalman Filter Formulation

For use with stand-alone GPS, a discrete, extended Kalman filter (EKF) is
generally used. This means that measurements are incorporated at discrete inter-
vals, and the measurement models are linearized about the current best estimate
of the state. The updated state estimate is formed as a linear blend of the previous
estimate (projected forward to the current time) and the current measurement
information. The relative weighting in the blend is determined by the a priori
error covariance and the measurement error covariance. After updating, the state
estimate and its error covariance matrix are projected ahead to the next measure-
ment time via the assumed process dynamics.

The state x includes the two clock components, three position components,
and possibly three velocity components, depending on the type of dynamic model
used. Associated with the state are four key matrices that must be specified in
the discrete EKF:

G—the measurement connection matrix, the elements of which are the partials
of the measurement model with respect to each of the states (In most literature
on filtering, this matrix is refered to as H; we use G for geometry matrix to be
consistent with the GPS literature.)

R—the measurement noise covariance matrix

®—the state transition matrix, which is a linearized representation of the
process model

(O—the process noise covariance matrix

The selection of R and Q has a significant effect on the convergence and
accuracy of the filter solutions. The adjustment of these parameters is refered to as
“filter tuning.” Tuning is often performed to achieve the best possible performance
while avoiding filter divergence in the face of unmodeled errors.

In addition to specifying the four matrices, we must also establish an initial
estimate of the state £5 and the state covariance matrix (P~). The filter proceeds
by processing all available measurements at each epoch (the measurement update)
and then propagating the state estimate and covariance ahead to the next epoch
(the time update). Estimates of the state and covariance after the measurement
update are indicated by a superscript “+”; estimates and covariances propagated
ahead are indicated by a superscript “—”.

The measurement update is summarized as follows:

1) Compute the expected pseudorange p, according to Eq. (2) based on the
GPS satellite position and the a priori state estimate £; .

pr = h(E:)
2) Construct the measurement connection matrix as follows:
Oh(E;)
ox
3) Compute the gain matrix K, according to the following:
K, = P GGGl + R)™ (18)

G&p) =
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4) Update the state as follows:
flj = xAk— + Kk(pk—measured - f’k) (19)

(Note that the quantity in parenthesis is opposite in sign to the measurement
residual Ap = p; — p; defined earlier.)
5) and the following covariance matrix*:

P{ = - KGYP (I — K,GYT + KRKL (20)

The projection steps are as follows:
1) Propagate the covariance matrix to the next measurement epoch as follows:

Py = QPO + Ok (21)

2) Propagate the state estimate to the next measurement epoch using the
assumed process dynamics. If the dynamic model is linear, the propagation is
given by the following:

R = Oy (22)

In the more general case where the zero-noise dynamic model is given by
the following:

d

a fex, 0 (23)
£ is projected forward by numerically integrating the nonlinear dynamic model.
These steps are illustrated in Fig. 4.

The standard EKF assumes that the measurement and process noise are not
correlated with each other and that each is uncorrelated between time epochs.
For GPS, the former assumption is largely valid, but the latter is not. In the next
section, methods for dealing with correlated measurement noise are discussed.

B. Steady-State Filter Performance

A key feature of the Kalman filter is that, under many conditions, it quickly
converges to a quasi-steady-state condition. In GPS navigation, for example, the
geometry matrix G changes rather slowly, and in all of the models considered
here, the state transition matrix is only a function of the measurement time
interval. Thus, after a short time, the increase in the error covariance caused by
state propagation and dynamic uncertainty is matched by the decrease in error
covariance caused by the measurement update. The discrete, steady-state Kalman
filter can be derived by assuming that both P* and P~ are constants in Eqgs. (18),
(20), and (21). Substitution results in a discrete time Riccati equation that does
converge but in general does not afford a closed form solution. This is described
in further detail in Refs. 11 and 12. An interesting point is that in GPS, it
frequently takes only a few measurement epochs to achieve this steady-state value.

* The form of the expression given in Eq. (20) for the covariance measurement update ensures
that if P~ is symetric, P* will also be symetric. The more commonly used form Py = (I — K.H))
Py, does not have this property. In this form, numerical difficulties can result, for example, if the
initial covariance is very large and the measurements are very accurate.
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Fig. 4 Flow chart of the discrete Kalman filter solution.

C. Alternate Forms of the Kalman Filter

Under special conditions, there may be computational difficulties with the
standard Kalman filter formulation shown above. These include numerical insta-
bility and divergence produced by round-off errors even when high precision
arithmetic is employed. Square-root filters can mitigate these problems to some
extent. Perhaps the most widely used square-root filter in GPS is the U-D filter.
This is described in detail in Ref. 13, and in less detail in Refs. 1 and 4.

In the U-D filter, the covariance matrix P is decomposed into the factored
form P = UDUT. The measurement and time updates are formulated directly in
terms of the U and D matrices, and conversion to the covariance form is only
required for input and output purposes. In brief, the divergence problems encoun-
tered in propagating the U and D separately are less severe than they would be
if P were propagated in unfactored form.

D. Dual-Rate Filter

A second implementation issue relates to the rate at which the various filter
matrices are updated. The computational load of updating the measurement
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connection matrix, the covariance, and the Kalman gain at each measurement
epoch may be a severe burden on the receiver processor. In reality, the measure-
ment geometry changes rather slowly, and once the filter has converged, the
covariance matrix tends to a steady value until there is a change in the satellites
tracked. Thus, some GPS receivers employ a dual rate or background scheme
for updating some of these parameters. This approach may have benefit in
reducing the real-time processing load, but also has the potential to increase the
software complexity.

E. Correlated Measurement Noise

One of the major difficulties for GPS navigation filters in civilian receivers
is selective availability. Recall that the Kalman filter assumes that successive
measurement errors are uncorrelated to each other; however, when SA is present,
there is an unknown, slowly varying error associated with each satellite, as
described in Chapter 16, this volume. Even without SA, measurement errors
produced by orbit errors, ionosphere, troposphere, and multipath have time-
correlated statistics. This clearly violates one of the basic filter assumptions;
thus, even if the measurement noise as described by the R matrix represents the
typical error variance, it does not correctly model the effect.

One approach to dealing with this problem would be to add a random walk
state to the filter for each satellite tracked. However, for a dynamic user, there
is not sufficient information to separate the SA from the vehicle motion effectively,
nor is there any assurance that random walk (or any other one-state process) will
properly model the SA process in effect at the moment.

Another method for dealing with this unknown signal dynamics is to include
a “consider” state for each satellite in a Schmidt filter (Ref. 1, Chap. 9). The
Schmidt filter accounts for the covariance of these additional states without trying
to estimate the actual parameter values. This improves the overall state covariance
estimate and leads to more realistic error bounds and better performance under
SA. Of course, the Schmidt filter cannot remove the effect of SA; it does, however,
account for it to within the bounds of our uncertain knowledge of SA.

Several methods are described in the literature that can be applied to correlated
measurement errors for which the dynamic process governing the errors is known
(cf. Refs. 1, 3, and 12). For example, an error that can be modeled by a first
order Markov process with known variance and time constant can be readily
accomodated in the filter. The key is to construct a new measurement that
differences prior measurements to remove the correlated error. This results in
modifications to the Kalman filter gain and covariance update equations, which
are given in the references mentioned.

VI. GPS Filtering Examples

The following examples illustrate the set up and performance of a Kalman
filter under a variety of conditions. All of the results were generated based on
a simulation written in MATLAB® that includes the full primary GPS satellite
constellation. The first case considered is a stationary buoy with no SA. The
second is a vehicle traveling at constant velocity. The last two cases illustrate
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the effects of unmodeled dynamics and correlated measurement errors on the
filter performance.

A. Buoy Example

As a first example of the operation of a Kalman Filter for GPS navigation,
we model a fixed buoy located near the surface of the Earth at 0° latitude and
0° longitude. The buoy is nominally not moving, so the stationary dynamic model
is used. A relatively large dynamic uncertainty in each position component of
o, = (10 cm)? over a 1-s interval is allowed to account for the possibility
of random buoy motion on the water. The dynamic model for the clock is the
second-order system described in Sec. IV.

Thus, the state is comprised of the three WGS-84 coordinates plus clock bias
and drift components x = [x y z b fI”. The initial estimate of the state is

£ =[6,377,0000m 3,000.0m 4,0000m 0.0m 0.0ms)"

The diagonal elements of the initial covariance matrix are selected to reflect the
uncertainty in the a priori state estimates. Generally these can be set very large,
because after the first set of measurements is received, the uncertainty will be
reduced to approximately the level of the single-point solution. One caveat is
that if there are large differences between the initial uncertainties in the states,
it can lead to numerical problems if the alternate form of Eq. (20) is used. For
this example we use the following:

25 km? 0
25 km?
25 km?
Py = 10* km?

L S
The receiver takes measurements to all GPS satellites at an elevation above 10
deg, at intervals of 1 s. Each pseudorange measurement is assumed to have a
variance R = 36 m%.

Figure 5 presents the estimation errors for the x position and clock bias states
over a 20 s simulation run. The graphs show the actual error in the estimate as
well as the =1 — o bounds computed from the diagonals of the filter covariance
matrix. (The initial a priori covariance is off the scale.) This clearly illustrates
the convergence of the filter. As each set of measurements is incorporated into
the filter, the state uncertainty is decreased by an amount related to the a priori
covariance, the measurement variance, and the measurement geometry. When
the state is projected ahead to the next measurement epoch, the uncertainty
increases because of the limitations of our knowledge of the governing dynamics.

After only about five epochs, the Kalman filter reaches the almost steady-state
condition in which the amount of information gained in the measurement step
is equal to the loss of information in the projection step. If the satellite geometry
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Fig. 5 Kalman filter estimation errors for buoy example. In both graphs the solid
line with the “+° symbols represents the actual error. The dotted lines with the “o”
symbols represent the filter computed 1 — ¢ bounds both before and after the
measurement update; a) x position estimation error; b) clock bias estimation error.



JAIAA

The World's Frum fr dsropos Landedip. - Purchased from American Institute of Aeronautics and Astronautics

GPS NAVIGATION ALGORITHMS 427

remains fairly consistent, this condition will continue. If the geometry degrades
or if measurements are missed, the uncertainty will grow at a rate determined
by the process noise matrix.

For comparison with the Kalman filter results, Fig. 6 shows the errors in the
Z position and clock bias point solutions utilizing the same measurement data.
Note that although the filter solution uncertainty was reduced to less than 5 m
within 20 s, the point solution accuracy does not improve. In this static example,
the point solution could be averaged to form an improved estimate that would
be at least as accurate as the filter solution.

This example shows good performance of a Kalman filter for GPS navigation
solutions because it employs accurate models for both the observations and the
observer dynamics. In the next two examples, we look at what happens if these
rules are violated.

B. Low Dynamics

The next example is for a user traveling along the Earth surface at 100 m/s
in the direction due North from 0° latitude, 0° longitude. The position and velocity
components of the state are implemented in WGS-84 coordinates, with the full
state given by, x, =[xy z1 Xy z1 b fI"

The process model given in Eq. (17) is used in the filter to propagate the state
and covariance between measurement epochs. The discrete process noise matrix
for a 1-s measurement interval is assumed to be diagonal with uncertainty for
the velocity states set to (1 cm/s)?, and (10 cm)? for the position states.

The initial estimate of the state is

£ =16,377,0000 m 3,000.0m 4,000.0m
00m/s 00m/s 00m/s 00m 0.0m/s]

The diagonal elements of the initial covariance matrix for the position states are
each set to 25 km?; for the velocity states to 1 km?/s? for the clock bias state to
10* km?; and for the clock drift state to (¢ - 107%)*> km%/s%. The receiver takes
measurements to all GPS satellites above an elevation of 10 deg at intervals of
1 s. Each pseudorange measurement is assumed to have a variance R = 36 m?,

Figure 7 shows the filter estimation error for each of the position and clock
bias states. The results are similar to the buoy case in that the filter estimates
the trajectory accurately, and the =1 — o uncertainty bounds it computes are
reasonable. (In all graphs, the solid line with the “+” symbols represents the
actual error. The dotted lines with the “0” symbols represent the filter computed
1 — o bounds both before and after each measurement update.)

C. Unmodeled Dynamics

The next step is to introduce unmodeled dynamics. Figure 8 shows the trajectory
for a vehicle traveling at a speed of 100 m/s in a 5 km radius circle. Thus, the
acceleration is quite mild at 2 m/s®, The same models were used as in the previous
example except that the discrete process noise values were increased to (1 m/s)>
for each of the velocity states.
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Fig. 6 Point solution estimation errors for buoy example.
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Fig. 7 Kalman filter estimation errors for constant velocity vehicle.
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Fig. 8 True Y-Z trajectory for vehicle traveling in a circle at a speed of 100 m/s.
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The filter results are shown in Fig. 9. Unlike the previous examples, the
position and velocity estimation errors for the ¥ and Z components have a
correlated nature that is not reflected in the filter computed covariance bounds.
This illustrates an important limitation of the Kalman filter—it can only work
as well as its models. Of course, in this particular case, it would be possible to
augment the dynamic model to include acceleration states that would lead to
improved performance.

D. Correlated Measurement Errors

As described in Chapter 17 of this volume SA introduces highly correlated
errors into the GPS measurements. The figures in Chapter 17 illustrate a variety
of observed and simulated SA error profiles. For this example, the model described
in Chapter 17, Sec. II was used to generate simulated SA errors for a single
satellite. An error profile was created for each GPS satellite, and the buoy filter
example was re-run. The only change made to the filter parameters was to increase
the measurement variance to (35 m)? corresponding to the variance of the actual
errors (note that this is not a Schmidt filter). Recall, however, that the filter
assumes that the measurement errors are uncorrelated between epochs, which is
clearly not the case with SA. Figures 10 and 11 illustrate the filtered and point
solution results obtained. Note that in both cases, the solution wanders, following
the wandering SA profiles. The filtered solution is smoother, but not more accurate
than the point solution.

VII. Summary

This chapter has presented mathematical models for each of the basic GPS
measurement types. Pseudoranges were used to form a single point position and
clock bias solution. This solution depends only on observations from a single
measurement epoch. To improve the navigation accuracy, we must include knowl-
edge of the vehicle dynamics. The extended Kalman filter is an approach com-
monly used in GPS receivers and data-processing packages. Dynamic models
for a stationary, low dynamic, and high dynamic user were given, as well as a
useful model for a typical receiver clock. Examples were shown of the perfor-
mance of the filter as compared to the least squares solution under various
conditions, and the consequences of mismodeled dynamics and measurements
were described.

In addition to stand-alone navigation, Kalman filtering plays an important
role in other GPS applications. Several of the chapters in the companion
volume describe models and results obtained for diverse applications such as
orbit determination, and aircraft approach and landing. The key to success
with this approach is an accurate model of the dynamics and the measure-
ment processes.
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Fig. 9 Kalman filter position, velocity and clock estimation errors for vehicle travel-
ing in a circle. The solid line with the “+°° symbols represents the actual error. The
dotted lines represent the filter computed 1—o bounds after each measurement
update.
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Fig. 10 Kalman filter estimation errors f