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Preface

This text is intended for the beginning graduate student with minimal prep-
aration. However since Lie groups abstract the analytic properties of matrix
groups, the student is expected to have some knowledge of senior level algebra,
topology, and analysis as given in some of the references. In Chapter 1 we review
some advanced calculus and extend these results to manifolds in Chapter 2.
Consequently the reader knowing these results can skip these chapters but should
pay attention to the examples on matrix groups. After this the reader probably
should follow the order given in the contents noting that the first part of the
text is about Lie groups while the algebraic study of Lie algebras begins in
Chapter 9. We have not attempted to prove all basic results so the serious student
should take the indicated detours to such texts as those by Freudenthal and
de Vries, Helgason, Jacobson, or Wolf. In particular the student must develop
his own taste in this subject and ours is only one point of view.

We are deeply indebted to the many authors and teachers in the subject and
to them we express our gratitude. We would like to thank Dr. J. R. Schumi for
his assistance, Professors Harry Allen, Charles Conatser, and Earl Taft for their
timely suggestions, and the National Science Foundation for their support of
mathematics. Also thanks are due to Barb Ketter and Els Sagle for their excellent
manuscript preparation and to the people at T.S.V. and at the University of
Minnesota for their encouragement.



CHAPTER 1

SOME CALCULUS

We shall present many familiar concepts of differential calculus in the
terminology of linear algebra. Thus, for functions from one Euclidean space
to another, derivatives are given as linear transformations, higher order
derivatives are given as multilinear forms, and Taylor’s series is presented in
this terminology. Instead of giving detailed proofs we present many examples
involving matrix groups which will be abstracted in later chapters.

1. Basic Notation

We now informally review some basic concepts with which the reader
should be familiar. Thus let V denote an n-dimensional vector space over a
field K and let X, ..., X, be a basis of V. Then any point or vector p (or P)
in V can be uniquely represented by

p= ZP.’X-'
i=1

and we call the p; € K the coordinates of p relative to the basis X,, ..., X,
of V. In particular when we let ¢, = (0, ..., 1, 0...0) with 1 in the kth position
and use the basis e,, ..., e,, then we frequently write p =(p,, ..., p,) as a
vector in V. For a fixed basis X,, ..., X, of V, the functions

u:VoK:p-p,;

1



2 1. SOME CALCULUS

fori=1, ..., n are called the coordinate functions for V relative to the basis
X,, ..., X,. Thus we obtain a *“ coordinate system”’ by a choice of basis in V
and in particular obtain the usual coordinate system by choosingthee, ,..., ¢,
basis of V.

Let W be an m-dimensional vector space over K and with V as above let

Homg(V, W)

or just Hom(V, W) denote the set of linear transformations of V into W.
Thus

T:VoW:X->T(X)
is in Hom(V, W) if T(@X + bY) =aT(X) + bT(Y) for all a, be K and
X, Y e V. In particular Hom(V, W) is a vector space over K of dimension
m * n relative to the usual definitions: For S, T eHom(V, W) and a, be K

define (aS + bT)(X) = aS(X) + bT(X) for all X € V. We shall also use
the notation

LWV, W) for Hom(V, W)
and

End(V) for Hom(V, V).

Now let K = R, the real numbers, and let ¥ = R" which we regard as the
set of all n-tuples X = (x,, ..., x,) with x; € R and with the operations

aX + bY =(ax, + by,, ..., ax, + by,)

for Y =(y, ..., y,) and a, b € R. With this representation of V we have a
natural inner product

B:VxV->R

given by the formula
B(X,Y) =iZ,lxt.VI-
Thus for X, Y, Z € Vand q, b € R, B satisfies

(1) B@X +bY,Z)=aB(X,Z)+ bB(Y, 2);
(2) B(X,Y)=B(Y, X);
(3) B(X,X)>=0and B(X, X)=0if and only if X =0.

Any function B: V x V — R satisfying (1) and (2) above is called a symmetric
bilinear form and if it also satisfies (3), B is called a positive definite symmetric
bilinear form.
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A norm on a vector space Vis a function n: V — R satisfying
(1) n(X)>0andn(X)=0if and only if X = 0;
(2) ifaeR and X €V, then n(aX) = |a|n(X);
B) X+ <n(X)+n(Y)forall X, YeV.
We shall also use the notation
n(X) = |X| = || X].

In particular, if B is a positive definite symmetric bilinear form on the vector
space V over R, then

IXll = B(X, X)'/?
is a norm on V and we have the inequality
|B(X, )| < IXIIY].
Using a norm on V we can define a metric d on V by
dX,Y)=|X-Y]|
for X, Y € V. Thus d satisfies
() dX,Y)=0andd(X,Y)=0ifandonlyif X =Y,
(2) dX,Y)=dY, X);
(3) dX,Y)<dX,Z2)+d(Z,Y).

In particular, with |X| = B(X, X)'* =(}x2)"/? we obtain d(X, Y)=
[ —y)?]2

We now consider some of the topological properties of V = R" which
arise from a metric d obtained from a given fixed norm. Thus we define
the open ball of radius » with center p by

Bip,r)={XeV:dp, X)<r}

and say subset .S of Vis open in V if for every p € S there exists r > 0 so that
the open ball B(p, r) is contained in S. Using this definition we obtain the
basic results on the metric topology of R" with which we assume the reader is
familiar.

Notice that it really does not matter which norm we start with when
considering the topological properties of ¥ = R” relative to a metric induced
by a norm. Thus if #n, and », are norms on V, we can show that there exist
constants g and b in R so that forall X e V

an,(X) < ny(X) < bny(X);

that is, n; and n, are equivalent norms. Thus, if d, is the metric determined by
the norm n,, then using the above inequality it is easy to see that the open sets
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of V relative to d, are the same as the open sets relative to d, [Dieudonné,
1960; Lang, 1968]. Most often we shall determine a norm n on V by choosing
abasis X, ..., X,of Vand for X =) x, X, set n(X) = (3 x,*)"/2. In particular
we obtain the usual inner product and norm by taking the basise, ..., e, of
V = R" and call the vector space R" with the topology induced by this norm
Euclidean n-space.

With the topology in ¥V = R" induced by a norm » as above we now note
that V is complete. Thus a sequence of vectors {x,} in V is called a Cauchy
sequence if given any ¢ > 0 there exists N so that for all p, g > N we have

n(x, —x,) <e.

We have the result that every Cauchy sequence in V has a limit; that is, V
is complete [Dieudonné, 1960; Lang, 1968). Let {x,} be a sequence in V and
let X, ..., X, be a basis of V. Then we can write

x,‘=x“X1+"'+xk,,X,,

and note {x,} converges if and only if each sequence {x}, i =1, ..., n,
converges. Thus, by a skillful choice of a basis, it might be obvious that the
sequences {x;;} converge so that {x,} can be shown to converge easily.
Let {x,} be a sequence in ¥ = R". Then the series of vectors ) x, in ¥
converges if the sequence {s,} given by the partial sums
4
Sp = Z Xy
k=1

converges. Now associated with any series ) x, in Vis the seriesof real numbers

Z"(xk)

formed by taking the series of norms of each term. We have the following
expected results [Dieudonné, 1960; Lang, 1968].

(1) If the series Zn(x,,) converges in R, then the series ) x; converges in
the Euclidean space R"; in this case we say ) x, converges absolutely.

(2) IfY x, converges absolutely to the limit a, then the series obtained
by any rearrangement of the terms also converges absolutely to a.

Let V =R" and W = R™ be Euclidean spaces as previously discussed
and let U be a nonempty subset of V. Then for a choice of basis Y, ..., Y,
of W a function

S:U->W:p- f(p)

has the coordinate representation

1) = § KoY.
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The coordinate functions for f
fi:U=R:p-> fi(p)

can be used to describe the boundedness or continuity of the function
[ U—> W as follows.

A function f: U— W is bounded on U if there exists a real number
C > 0 so that n(f(u)) < C for all u € U, where n is the Euclidean norm in W.
If we let

B(U, W)

denote the set of bounded functions on U into W, then a straightforward
computation shows B(U, W) is a vector space of functions over R relative to
the usual operations

(af + bg)(p) = af (p) + bg(p).

Furthermore it is easy to see that f € B(U, W) if and only if each coordinate
function f, € B(U, R).

Similarly with the usual definition of a continuous function f: U —» W
we find that the set of all such functions is a vector space of functions over R
which we denote by

cw, w).

In particular, for a function f : U — W, we have that f € C(U, W) if and only
if each coordinate function f, € C(U, R). We shall frequently use the notation

C(U)=C(U, R)
and note that C(U) is closed under the pointwise product

(/)Y = f(D)9(p).

Thus C(U) becomes an associative algebra relative to this product.
The vector space of bounded functions B(U, W) has a sup norm given by

171 = sup{ll f(x)|| : x e U},
and the uniform convergence of a sequence {f,} of functions
fu:U>W

is related to the norm as follows. Recall {f,} converges uniformly on U to a
function f : U — W if for every ¢ > O there is an integer N such that n > N
implies for all x e U

1£,(x) — f(X)] <e.
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Consequently in terms of norms, {f,} converges uniformly to fon U if for
every ¢ > 0 there is an integer N such that for alln > N, f, — f e B(U, W) and

Ifa— Sl <e.

Using this together with the fact that if U is compact,then C(U) = B(U, R)
we obtain the following summary of results [Dieudonné, 1960; Lang, 1968]:

Theorem Let V, W be Euclidean spaces and let U be a nonempty subset
of V.

(a) The space B(U, W) with sup norm is complete.

(b) If {f,} is a sequence of functions in C(U, W) which converges uni-
formly on U to a function f : U — W, then f € C(U, W).

(c) The space BC(U, W) of bounded continuous functions from U
into W is complete and closed in B(U, W) (in the sup norm). In particular,
if U is compact, this applies to C(U) = BC(U, R).

(d) (Weierstrass test) Let {f,} be a sequence in B(U, W) so that there
exist real numbers M, with || f,|| < M, and } M, convergent. Then the series
Y £, converges absolutely and uniformly. Furthermore if each f, is continuous
on U, then ) f, is continuous on U.

ReMARKS (1) If we use the field K = C, the complex numbers, then
results analogous to those discussed in this section also hold. However,
we must use a Hermitian form instead of the inner product to define the
metric. Thus if ¥V = C", a Hermitian form is a mapping H: V x V - C
satisfying for X, Y, Ze Vand ae C,

() HX,Y+Z)=H(X,Y)+ HX, 2);
(ii) H(aX,Y)=aH(X,Y) and H(X,aY) =aH(X, Y) where the over-
bar denotes the complex conjugate;
@iiiy H(X,Y)=H(Y, X);
(iv. H(X,X)>0if X £ 0and H(X, X)=0if and only if X =0.

Note that from (iii) H(X, X) = H(X, X) so that H(X, X) € R. Thus (iv)
allows us to define a norm by | X| = H(X, X)'/* and consequently a metric.
In particular, for X = (x,...,x,)and Y=(y;,...,»,)in¥V=C", HX,Y) =
Y X, 7 defines a Hermitian form and || X|| = (¥ x, x,)'/%.

(2) We use the following convention to obtain a matrix for

T e Hom(V, W).

Let X,,..., X, be a basis of V and let Y,,..., Y, be a basis of W and
let T(X,) = ZT=1 @; Y;. Then the matrix for T relative to these bases is
(a;0); that is, the ith column is the set of coefficients obtained from the above
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expression for 7(X,). In particular, the various canonical forms will have
upper triangular matrices.

Exercises (1) Let X,,..., X, be a basis of V over C so that any T €
End(V) = L(V, V) has matrix (z;) relative to this basis. Show

1T = sup{|¢;|}

defines a norm on End(¥). What happens when one changes basis?
(2) For T € End(V) show that

IT| = sup{ITX|/|X] : X # O}
defines a norm on End(V) such that
ITI 2 max{|r|,..., |r.[}

where the r; are the characteristic roots of 7.

Example (1) We now consider some series in End(V). First we note
that for T e End(V) the sup norm

IT] = sup{IT(X)I/IX] : X 5 0} = sup{|T(Y)|| : | Y| = 1}
satisfies, for S, T € End(V),
IST| < IISINTI.

In particular, 7" < |T|" Next in discussing the convergence of a series
Ya,T" in End(V) we make a choice of basis in ¥ for which the matrix T has a
desirable form. Then we can define a norm on ¥ induced by this basis which
can be used to compute the sup norm on End(V) in terms of the matrix for T.
Thus if T is represented by matrices 4 and B relative to different bases so that
B =PAP™!, then using the norms defined by these basis we see Za,, A"
exists if and only if ) a, B" exists. This is because

Ya, B" = Ya,(PAP™')" = P(Ya, AP~

Now note that we can regard the real vector space V as contained in a
complex vector space W over C so that the norm in ¥V is induced by a norm
in W given by a Hermitian form. Thus we can use the complex canonical
forms for the matrix of T to investigate convergence of Y a,T". We use this
now to sketch a proof of the following results [Jacobson, 1953, Vol. II].

Proposition Let Y a;z’ be a power series over the complex numbers C
with radius of convergence p and let T € End(W) be such that its character-
istic roots r, satisfy |r,| < p. Then the power series ) a; 77 exists in End(W).
In particular this result holds for real power series.
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ProoOF Choose a basis of W so that the matrix A of T has canonical form

E
A, 0
A= '

0 .

. AP
where each block has the form
Fr 1 0
’ | (*)

| 0 r

where r is a characteristic root of 7. Consequently, since the matrix of the
powers T* have the same block form, it suffices to consider the series for a
matrix A of the form (). Now if

k k
s@=Yaqz, s@=Y je™, etc,
j=0 j=o

then the kth partial sum s,(A4) for the series is of the form

- , -
50 s B0
sil(r)  s'(r)
0 si(r)
i g

Thus if |r| < p, then the sequences {s,(r)}, {s,'(r)}, etc., converge to s(r),
s'(r), etc., so that the sequence {5,(4)} converges; that is, Y a, T* exists.
We apply this to the complex power series

z 1 2
e=l+ztz+

which converges for all z € C. Thus for any T € End(V) we note that the
characteristic roots of T are bounded so that

1
CXp(T):eT=]+T+§T2+
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exists. Thus we have the mapping
exp: End(V) > End(V) : T —e”
called the exponential mapping (for endomorphisms).
If T has a matrix A of the form (x) above, then exp A4 is a matrix of the

form

expr T
2!

expr expr

expr expr

0 expr

L. ¢

Thus in general exp T is computed from blocks of such matrices.

Exercises Let V = R” be Euclidean a-space and let T € End(V).

(3) Using the above canonical form for exp T, show det(exp T) = " T,

where tr T = trace T is the sum of the characteristic roots of 7. Thus the
exponential map has domair End(V) and range contained in GL(V) the
group of nonsingular endomorphisms of V. We also use the notation
GL(n, R) for GL(V).

(4) Show that the series for exp T is absolutely and uniformly convergent
on any closed ball in End(V). (If possible, try not to use the Weierstrass test
but estimate directly). Thus show exp : End( V) - GL(V) is continuous.

(5) Show GL(V) is an open subset of the Euclidean space End(V).

2. The Derivative

In this section we formulate the basic facts on differentiation in terms of
linear transformations. We do not give many proofs so the student should
regard many of the statements as exercises or refer to Dieudonné [1960],
Lang [1968], or Spivak [1965].

Definition 1.1 Let V and W denote the Euclidean spaces R® and R™,
respectively, and let U be an open subset of V. Then the function

f:U-W
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is differentiable at p € U if there exists a linear transformation T € L(V, W)
so that for all X € V the limit

poo 1P+ X) = f(p) =TI _

0,
X~0 X

where || || denotes the usual Euclidean norm in ¥ or W.
Thus for X sufficiently small in V' we have the approximation for a differ-
entiable function

flp+ X) = f(p) + T(X) + | X|e(X), Q)
where &(X) is a function such that
lim ¢(X) = 0.
X-0

If such a linear transformation T exists, then T is called the derivative of f
at p € U and is denoted by Df(p), f'(p), or df(p). Thus

Df(p)X = T(X)

for all X e V. This definition uses the uniqueness part of the following result.

Proposition 1.2 Let f:U— W be differentiable at pe U and let
Ty, T, € L(V, W) satisfy

I+ X) = fp) - T
1 =
lim i 0

for i=1, 2 and all X € V. Then T, =T, = Df(p). Furthermore for all
XeV

DAEICO = lim > [/(p +1X) ~ f(p)]

PROOF For 0 # X € Vet d(X) = f(p + X) — f(p). Then we have

ITX) = 01 _ . IT6X) = Ty X))
IXI o IiXI
_ tim 1T000X) = dGX) + d(1X) = T,X0
X1

< lim |l&,(tX) + &,(¢X)| =0,
t~0
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where we use the approximation (x). This implies T,(X) = T,(X) for all
X € V. Using (x) we also have

1 1
Df(p)(X) = lirg 7 DAp)(tX) + an; 7 11X lle(e)

1
= lim; [f(p + tX) — f(p)].

=0

Examples (1) Letf:V — W bea linear transformation. Then Df(p) = f
forallpe V. For let X €V, then f(p + X) — f(p) = f(X). Thus forT = f
we see f(p + X) — f(p) — T(X) =0 so that the limit in the definition is 0
and by uniqueness Df(p) = f.

(2) Let V=W =Randlet f: U— W be differentiable at p in the usual
calculus sense with

I
f() = lim - /(e + 1) = /(P)]

Then the linear transformation 7:R—>R: X - f'()X given by multi-
plication satisfies Definition 1.1. Thus Df(p) has the 1 x 1 matrix (f'(p))
relative to the basis of R consisting of the number 1.

Proposition 1.3 Let ¥ and W be Euclidean spaces with U an open
subset of V.

(a) If f:U— W is differentiable at p € U, then f is continuous at p.
(b) Iff, g: U— W are functions differentiable at p e U and if @, b € R,
then af + bg is differentiable at p and

D(af + bg)(p) = aDf(p) + bDg(p).

(c) Let V,, V, be Euclidean spaces and let B: V; x V, — W be a bilinear
map. Suppose f/ : U -V, and g : U - V, are differentiable at p € U. Then the
“product” B(f, g): U~ W:u— B(f(u), g(u)) is differentiable at p and for
XeVl,

[D(B(f. 9))(P)XX) = B(f' ()X, 9(p)) + B(f(P), g'(P)X).

(d) (Chain rule) Suppose U, is open in V|, U, is open in V,, and
f:U - Uyandg: U, = W. Let p be an element of U, such that f'is differenti-
able at p and g is differentiable at f(p). Then the composition go f: U, - W
is differentiable at p and

D(g - f)(p) = Dg(f(p)) - Df(p).

Thus the derivative of the composition is just the composition of the deriv-
atives regarded as linear transformations.
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ProoF OF (d) Let 0 # X € V, be near 0 in V,, let S = Df(p), and let
T = (Dg)(f(p)). Then

o+ X)=f(p+7Y
where Y = Df(p)X + || X||e(X) and
9(/(p + X)) = 9(f(p) + Y) = g(f(p) + [Dg(AP)Y + [ Ylle,(Y).
Let A(X) =(g° f)p+ X) = (g° f)p) — T o S(X). Then
IAON/1 X1 = lg(f(p + X)) — g(f(p)) — TSON/N X
= [ [Dg(f(PNY + Y e,(Y) = TSCOI/NX
= I[Dg(f(P)NI X 1e(X)) + IY le(V)]/1X1.

Thus for M = || Dg(f(p))|| and N = | Df(p)|, the norm of a linear transform-
ation as in Section 1.1, we have

1Yl = IDf(p)X + | X[le(X)]
< IDFEX1 + 1X 1O < (N + eI X
Consequently
IACOI/IX T < M) + (N + [le(X)])lle, ()
so that
}LH; IAOI/IX] =0

which yields g o f differentiable at p and D(g e f)(p) =T o S.

Examples (3) Let B:V, x V; = R be a bilinear form and let
U=(-1,)ce¥V=R
For fixed Y e V,, let
[ U-Vit->A0Y.
where A(¢) € End(V,) is such that A :t¢— A(¢) is differentiable on (-1, 1)
and A4(0) = I. Thus A(¢#) has a matrix (aij(t)) such that ;,(0) = é;; and the
a;; are differentiable functions on (—1, 1) to R. This gives a map
g: U= R:1-B(f(), (1)) = B(A(DY, A(1)Y),
and forp =0 e Uand X = | € ¥V in the formula for the product rule we have

[Dg(O)X1) = [D(B(f; )1
= B(f'(O)L, /(©) + B(f(0), f'©O))
= B(A’(O)Y, Y) + B(Y, A'(0)Y),
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where, with the notation da;;/dt(0) = a;(0), A'(0) has the matrix
(da;;/d(0)).
In particular let A(r) be a B-isometry; that is, for all Y € V|
B(A(n)Y, A()Y) = B(Y, Y).
Then since the derivative of a constant function is 0, we obtain
B(A'(0)Y, Y) + B(Y, A'(0)Y) = 0;

that is, A’(0) is skew-symmetric relative to B.

(4) Let f:R—R and g: R— R be differentiable functions such that
g f =idy, the identity function on R. Then from the chain rule, idy =
Dg(f(p)) » Df(p) and applying this to the vector 1 € R we obtain

1 = Dg(f(p))- DF(pX1) =g'(f(p))- f'(P)

which gives the usual formula for the derivative of the inverse function.
In order to compute a matrix for the derivative Df(p) of a differentiable
function f : U > W we consider a coordinate representation for f. First let

W=W xW,x - xW

be a product of Euclidean spaces. Then f : U — W yields the “ coordinate ™
functions f; : U — W, by

S =(/ip), -, /(D)

and we leave the following as an exercise.

Proposition 1.4 Let U be an open subset of V' and let
fU-W x---x W

be given by f = (f1, ..., fi) as above. Then fis differentiable at p € U if and
only if each coordinate map f; is differentiable at p; in this case

Df(p) = (DAi(p). - ., Dfp))-
In particular for Y,, ..., Y, a basis of W and f =} f;Y, we have for X e V
Df(p)(X) = [Df(pPHX)NY;.
Next we use a factorization ’
V=V, xV,x:-xV,

as a product of Euclidean spaces and consider partial derivatives. Thus let
x=(xy,...,x) €V be written in terms of its “coordinates” and for p,,
«es Di—1s Pi+1s - - - » P, fixed we consider the map of an open set U; = V;

JitUi=Wix;—= f(pis...s Xis ooy Dp)-
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If f; is differentiable at p, € U;, we call its derivative the jth partial derivative
of f at

p=(Pis--sPis.- . PHEU X - xU;x xU,
and denote it by D;f(p). Thus if this partial derivative exists, we have for
X; eV, that

1
D;f(pXX}) = Ei_.“(:;[f(Ph-'-’Pi‘*tXp---’Pr)-f(Pl,---vPi’“-’Pr)]
= Df(p)©,..., X,;,0,...,0).

In particular for W = Rand V = R" = R x **+ x R n-times, we use the familiar
notation

of[0xi(p) = Dif (p)e)) = Df(p)ey),

where e; = (0, ..., 1,0, ..., 0) with 1 in the ith position. However, ** partial
derivatives " can be defined relative to any basis of R".

Proposition 1.5 Let V =V, x -+ x V, be a product of Euclidean spaces
and let U, be an open subset of V;. Let W be a Euclidean space and let

fiU % xU—>W

be a function differentiable at p = (p,, ..., p,) € U; x - x U,. Then each
partial derivative D;f(p) exists and for X =(X,,..., X)) eV, x -+ x V, we
have

D/(PX = 3. Df(pX..

ProoF We leave the proof to the reader as an exercise but the method
should be familiar: Either adding and subtracting the same suitable terms
from f(p + X) — f(p), or showing that Df(p) exists implies D, f(p) exists,
then using the linearity of Df(p) on X =Y(0, ..., X;, 0,...,0) and the
corresponding formula for D, f(p)X;.

In particular note that if W= Rand V=R x - x R with

X=(x,....,x)=Yx¢e¢€V,
then we have
Df(p)X =Y Dif(p)(xie) =Y x; 3f 0x,(p).

We now put together the above results to obtain a matrix for Df(p).
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Theorem 1.6 Let V and W be Euclidean spaces with X,,..., X, a
basis of V' and Y, ..., Y, a basis of W. Let U be an open subset of V' and let

fU->WwW

be a function which is differentiable at p e U and is given by the coordinate
functions

fx) = Z fix)Y;

where x = Y 7., x; X, € U. Then Df(p) has the matrix
(Dif{(pX(X )

relative to the basis X,, ..., X,of Vand Y,, ..., Y,, of W; this matrix is called
a Jacobian matrix. In case we choose the basise,, ..., e, of Vande,, ..., e,
of W, then Df(p) has the matrix

(Bfl/ ox i(l’))-
ProOF For a typical basis element X; we shall show
Dfp)X, =Y. [Df(p(X)Y,
J

which gives the desired matrix. Recall the convention that a linear trans-
formation T : V—r W has matrix (a;;) relative to the above bases provided

T(X ) _ZJ aj I
From Proposition 1.4 we have each coordinate function f; is differentiable
and

DI(p)NX) = ¥, ID(PIX )Y, = ¥ DA (PNX )Y,

using Proposition 1.5 concerning the partial derivative D,f;(p) evaluated at
X.

REMARKS (1) A more basic proof using the approximation () after
Definition 1.1 is as follows.

1

DI(NX) = T DPNX)Y; = lim - [/(p + 1X) = /(p) ~ T D)X DY)
1

=lim > % /e + £X) = £(p) ~ DARNIXY,

=lim - ZMIX,H&(IX,)Y 0.

t-0! Jj
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(2) The results of Propositions 1.4 and 1.5 can be used to find a Jacobian
matrix for Df(p) in “block™ form. Thuslet V=V, x Vyand W= W, x W,
be factorizations into Euclidean subspaces and let U be open in V. Let the
function f : U —» W be given by the coordinate functions

fi:U->W, and [ U-W,.

Then if f is differentiable at p € U, the linear transformation Df{p) has the
matrix

[lel(P) szt(P)]
D f,(p) D.fa(p)]

where the D,f(p) are represented by appropriate matrices. Note that some
texts have the transpose of the above matrix for their derivative. This depends
only on summation conventions and we shall write this in detail when neces-
sary.

Definition 1.7 Let U be open in V and let f : U — W be differentiable at

every point p € U. Then fis continuously differentiable on U or of class C' on
U if the map

U - Hom(V, W) . p - Df (p)

is continuous. We denote the set of these continuously differentiable functions
by

cY(u, w)

and for W = R we use the notation
Ccl(U) = CY(U, R).

A straightforward computation shows C'(U, W) is a vector space and a
differentiable function f: U — W is in CY(U, W) if and only if we have a
matrix representation (a;(p)) of Df(p) with all a,;: U—R:p—ayp)
continuous functions.

Generalizing the results concerning term-by-term differentiation of series
we have the following result (also see Dieudonné [1960]).

Proposition 1.8 Let V and W be Euclidean spaces with U open in V
and let {/,} be a sequence of functions in C'(U, W) and let { Df,} be the cor-
responding sequence of derivatives. Assume there exists a functionf : U—> W
so that for all x e U

f(x) = lim £,(x)

n—*a
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with pointwise convergence and assume that there is a function g : U —
Hom(V, W) so that

Dfy—g
with uniform convergence on U. Then f'is differentiable on U and Df(p) =
g(p) forallpe U.
Exercises (1) Show the map
f:GL(V)>GL(V):T »T"™"
is differentiable at P and
Df(P)T =—P~'TP '

Thus show f € C'(GL(V), End(V)).
(2) (i) For T € End(V) show the function

¢ R->End(V):t-exp(tT)

is differentiable at any point p € R.
(ii) Show the exponential function

exp: End(V) > GL(V): T —eT
is of class C' on a suitable neighborhood U of 0 in End(V).

(3) Prove the following version of the mean value theorem. Let U be
openin Vandlet f: U— W be of class C' on U. Let pe U and X € V be
such that the line segment p + tX for 0 < r < | is contained in U. Then

1A (p + X) — f(P)Il < sup| DF DI XI,

where the sup is taken over all ¢ on the line segment.
(4) Let B: R? x R?* > R be a bilinear form given by

B((xu x2), (Y1, J’2)) =X1Y2 — X3 ).

Relative to the usual basis of R? let the following represent endomorphisms

of R?
an=[o 0] o=y ]

cl) = [: (1)] D(f) = A(aBBHC(ch)

for a, b, ce R, and ¢ in a suitable interval in R.
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(i) Show A(r), B(r), C(t), D(r) are B-isometries [see example (3),
Section 1.2].
(i) Compute D'(0).

3. Higher Derivatives

Let U be open in ¥ = R" and let f : U — W be differentiable on U. Then
Df . U-L(V,W):p— Df(p)

is a function defined on U with values in the vector space L(V, W) =
Hom(V, W). Thus if the appropriate limits exist, we can define the second
derivative at p € U by

D*f(p) = D[DfI(p) € L(V, L(V, W)).

Next let I2(V, W) denote the space of bilinear maps from ¥ x V into W.
Then we can identify the elements of L(V, L(V, W)) with those of 2V, W)
as follows. Let X, Y e V. Then for Be L(V, L(V, W)) we see that B(X) e
L(V, W). Thus [B(X)](Y)= B'(X, Y) € W is linear in X and Y and therefore
B’ € I}(V, W). From this the mapping B — B’ is an isomorphism of the above
spaces but we shall consistently use the above identification. In particular for

a function f : U —» W differentiable on U such that B = D*f(p) exists for
peUlet

F(p) = Df(p) e L(V, W).
Then for X, Y € V we have

D (p)(X, Y) = [DF(p)X)]Y.

Example (1) Let f:U— R be differentiable on U< V=R" and
suppose D*f(p) exists. Then D*f(p): V x ¥V — R is a bilinear form and we
shall now compute its matrix. Let e,, ..., e, be the usual basis of V= R"
and let g,(v) = Df (u)(e,); that is,

giu) = D, f(u)e;) = (9f]0x;)(u).
Then F(u) = Df(u) is given by

FWZ = Df(WZ = ZZ.' Df (u)(e)) = Zzigi(u)s ()
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where Z =) z,e; € V. Next we note for X =) x;e; € V that
Dg(p)(X) =; x; Dgi(p)e;) = ; x; D; Dif(p)e;, ). (%#)
Thus for ¥ =Yy, e,
D’f(p)(X, Y) = [DF(p)(X)]Y

= lim tl [F(p + tX)Y ~ F(p)Y]

=0

1
= lim - 3 yulgup + 1X) — 9,(p)]
= L7 Dgp)X)
= L2 %0 D; Dif (p)ews ),

using (*) for the third equality and (xx) for the fifth equality. Thus with the
notation

62f/6x,- axj(l’) =D, Djf(p)(ejv e;)
we see that the matrix for the bilinear form D?*f(p) is the Hessian matrix

(0%/]0x; 0x/(p)).

For the general case of a differentiable function f : U - W we can find
a formula for D*f(p) (assuming it exists) by putting together the Hessian
matrices for the coordinate functions. Thus let €, ..., &, be the usual basis
for W= R™ Then writing f(u) =) f/(u)é;, where f;: U— R, we have for
X, YeV

DY (p)(X, Y) =} D*f(p)XX, V)&
i=1

noting D? is linear and D?f(p) exist.

Exercise (1) Let f:R— R be given by f(x)=cos2x. Relate the
“usual” second derivative of f at p to the second derivative discussed above.

Definition 1.9 A function /' : U — W of class C' on U is of class C? on U
if for all p e U, D*f(p) exists and the mapping

U~ L3V, W):p~ D (p)

is continuous on U.
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It is easy to see that the set of all functions f : U — W of class C* on Uis a
vector space and when W = R we frequently denote this vector space by C?
(U). Thus f € C*(U) if and only if all the partial derivatives of order less
than or equal to 2 exist and are continuous on U. In this case it is known that
we can interchange the order of differentiation and more generally we have the
following result. (For the proof see Dieudonné [1960] and Lang [1968].)

Proposition 1.10 Let U be open in ¥ and let f: U— W be of class C?
on U ThenforallpeUand X, YeV,

D’f(pXX, Y) = D’f(p)(Y, X).

Thus D%*f(p) is a symmetric bilinear form on ¥ x V¥ into W.

Thus we see that if f € C2(U), then the Hessian matrix
(0%f1ox; ox,(p))

is actually a symmetric matrix.
We now define higher-order derivatives by induction. Thus for f : U~ W
and p € U we set

D’f(p) = DID"'f1(p)
if the appropriate limit exists. The rth derivative
D'f(pye L(V, L(V, ..., L(V, W)...))

but, as in the case r =2, we can identify this with the set of multilinear
functionals from V' = ¥V x :-- x V to W which we denote by L'(V, W).

Definition 1.11 (a) Let U be openin ¥ and letf : U — W be continuous
on U. Then f'is of class C? on U or a C” function if for all ¥ € U, D"f(u) exists
and if

Df:U->L"(V,W):u— D'f(u)

is continuous for r = 1, ..., p. We use the notation C?(U) for the functions
of class C? when W = R.

(b) A function f: U - W is of class C* on U or infinitely differentiable
if fis of class C" for all r=1, 2, .... When W = R we use the notation
C>(U) for the class of infinitely differentiable functions.

The following summarizes the results on C'-functions and for proofs see
Dieudonné, [1960] and Lang [1968].
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Theorem 1.12 Let U be open in ¥ = R".

(a) Iff:U— Wisof class C" on U, then for each p € U we have D"f(p)
is a symmetric r-multilinear form; that is,

D'f(p)(xl’ LA ] Xr) = Dy‘(p)(Xn(l)’ e Xn(r))a
where X, € ¥ and = is a permutation of the numbers 1, ..., r.

(b) Iff:U—Wandg: U~— W are of class C" on U, then so is af + bg,
where a, b e R and D'(af + bg) = aD'f + bD'g; that is, the C"-functions
form a vector space. Also if W = R, then the pointwise product fg is of class
C"; that is, C"(U) is an algebra over R.

(¢) Letf:U- W be of class C'. Then for all m, n with m+n=r we
have

Dn+Mf — D"Dmf
on U. That is, for p e U,

D)Xy - Xpew) = [DIDTUPHX s s XM X5 - Xpi)-

(d) Letf: U— R be a function and let e,, ..., e, be the usual basis of
V = R". Then f e C'(U) if and only if all of the partial derivatives

Of(p)|0x;, -+ 0x;, = Dy, - D, f(pXey,, ..., €)

forg=1, ..., rexist for all p € U and are continuous on U. In this case we
have for X,,..., X, €V,

Df(p)( Xy, ..., X)) = lei, Xy, O (P)OXy - Ox
where the sum runs over all possible r-tuples i;,...,i of 1,...r and
X_] = le'kek.

Exercises (2) Letf:U— W, where W= W, x -+ x W,and fis given
by coordinate maps (f,, ..., f,). Show fis of class C"on U if and only if
each f;: U — W, is of class C" on U. In this case show D’f = (D'f,, ..., D'f)).

(3) Let Ubeopenin Vand Ebeopenin W.Letf: U—Eandg : E—>Z,
where Z is some Euclidean space, both be C'-functions. Then show the
compositions go f: U—Z is of class C" on U. Also show D'(T - f)(p) =
T o D'f(p) for T € L(W,Z) and p € U. In particular this holds for C*-
functions.

(4) Letf:U->Whbeofclass C"on U, let A,..., A,_, € V, and let

F:UsW:x->D Y(x)A4,,...,4,_).
Show F is differentiable on U and
DF(p)(X) = Df(p)A4y, ..., 4,1, X)
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for X € V and p € U. This is the usual way for computing higher derivatives
in terms of lower derivatives.
(5) (i) Show that the exponential mapping

exp : End(V) » GL(V): X - X
is of class C* on a suitable ball about 0 in the Euclidean space End(V).
Also show
[D? exp(O))(X, X) = X*
and find a formula for the bilinear form [D? exp(0)](X,, X,). Show that
[D" exp(0)I(X, ..., X)=X".
(ii) More generally, let Ya,?" be a real power series with radius of

convergence p. Then what can be said about the C* nature of the function
f(T)=Ya,T" in End(V)?

(6) Let n be a positive integer and let X € End(V) be fixed. Define
L i GL(VY>GL(V) . P>P™",
gn: End(V) - End(V) : P - P*,
h:End(V) - End(V): P - PXP.
Show that:

(@) [Da(PIX) =3 PXPrk-t,
k=0

i) [Df(PX) = — 3 P*"XP™,
k=0

(i) [Dh(P)]Y =PXY + YXP,
(iv) [DYi(P)X,Y)=P 'XP~'YP™' + P 'YPT!XP.

4. Taylor’s Formula

We shall now discuss Taylor’s formula for vector-valued functions which,
when restricted to real-valued functions, gives the usual polynomial approxi-
mation of such functions. Also this is the formula which is used when the
multiplication of a Lie group is approximated at the identity element by its
Lie algebra. This is the approximation which allows the analysis of a Lie
group by algebraic methods. The vector spaces in this section are still real
Euclidean spaces.
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Taylor’s formula Let U be open in V and let f: U— W be of class C*
on U. Let p € U and X € V be such that the line segment p + tX for0 <r <1
isin U. Let X® = (X, ..., X) k-times and D (p)X® = DY (p)(X, ..., X).
Then

ﬂﬁM.M+MM+f@

D’f( p)

X® 4 X0 4 g/(X),

where the error term satisfies
lim e (X)/| X" =
X—-0

For the proof and other estimates for the error term we refer to Dieu-
donné [1960] and Lang [1968]. However, this formulation is the most practical
for our use.

Definition 1.13 Let ¥ and W be Euclidean spaces with U open in V.
A function f : U — W is (real) analytic on U if fis of class C* on U and if for
each p € U, there exists an open ball B < U with center p so that for all
g =p + X in B the series

21
Y — Df(p)X®
r=01r:

converges absolutely in the Euclidean space topology and has value f(q).
The function f : U — W is analytic at p in U if fis analytic on some neighbor-
hood of p. We shall denote the set of functions f : U — W which are real
analytic on U by C“(U, W) or &/ (U, W); see Dieudonné [1960] for more
results on analytic functions.

Examples (1) Letf: R — R be defined by

—1/x for x>0,

for x<0.

J@ =13

Then it is easy to see that fe€ C*(R) and by induction that D*f(0) = 0. Thus
since f is not identically 0 in any neighborhood of 0, fis not analytic at 0.
Otherwise in a suitable open interval U about 0,

xk
f(x) =Y. D(0) i

for all x e U. Thus the classes of C® and analytic functions are definitely
different.

(2) Let V, W, and Z be Euclidean spaces and let U be an open neighbor-
hood of 0 in ¥ and D an open neighborhood of 0 in W. Let

f:U->D and g:D—-Z



24 1. SOME CALCULUS

be functions of class C? so that f(0) = 0. Assuming f, g and f o g satisfy the

hypothesis of Taylor’s formula we have the following second-order approxi-
mation for X e Vat p=0.

(g NHX) =g(f(X))

D?g(0)
2!

D*f(0)
2!

= 9(0) + Dg(0)(f(X)) + (f(X), (X)) + &

=m®+W@PW®X+ (xXﬂ

D2 0 L)2 0 Dz 0

+

+¢,

= (0)+ Dg(0) Df (0)X + $Dg(O)[D*f(OX(X, X)]
+ $D*g(0)( Df (0)X, Df(0)X) + &,

where

lim &,(X)/1 X||* = 0.

X=0

We shall use this later in an example on the matrix group GL(V) in Section
1.6.

It is easy to see that if a function f: U — W is represented in terms of
coordinates, then fis analytic on U if and only if each coordinate function is a
(real-valued) analytic function on U. Thus if for each x € U and a basis
Y, ..., Y, of W we have

=3 £,

then f'is analytic if and only if for each p € U there exists an open ball B< U
with center p and m power series P;, j =1, ..., m, in n variables so that

f,(‘I)=P,(Q1 _pl""’qn_pn)

for g € B, where a basis X, ..., X, of V gives a coordinate system in V.
As an application of this formulation of analyticity we consider the Euc-
lidean space End(V) relative to the sup norm and the exponential mapping

exp : End(V) » GL(V) : X —» €.

From Section 1.3 we have for fixed a that exp is of class C* on the open set
U={X eEnd(V): | X| < a} and since

[D* exp(0)]X® = Xx*



4. TAYLOR’S FORMULA 25

we have the rth order Taylor’s formula approximation is
1, 1
expX=I+X+ EX +"'+FX’+£,(X),
where

e(X) = f Xk,
k=r+1

+

We shall now show that the exponential series converges absolutely. First
we note from example (1) of Section 1.1 by induction

X4 < x|
and that the real series Y (| X||*/k!) (=e!*!') converges. Thus since

YIX |kt < Y X |k

we have that the exponential series is absolutely convergent. If we restrict
ourselves to a closed ball of radius a

B0,a) ={X e End(V): | X| < a},

then since the series Za"/n! is convergent, we see from the Weierstrass test for
series that the exponential series is uniformly convergent on compact sub-
sets of End(V).

Now the exponential function is analytic on the open ball B(0, a) which is
contained in the compact ball of radius a. By choosing the usual basis of
End(V) we determine coordinates x,,,...,X,, and represent any X e U
by the matrix (x;;). Next we observe that each coordinate function for the
partial sum of the series Y X"/n! is a polynomial in x,,, ..., x,,. Thus for
each p € B(0, a) we can find a suitable ball B in B(0, a) so that each of these
polynomials is of the form p,(q,, — py:, ..., gun — P,,) O B. Therefore by
the uniform convergence, each coordinate function for the series has a power
series representation

Pij(@11 — Piss -+ s Gun = Prn)
about p.
Proposition 1.14 (a) Let V' be a Euclidean space. Then the exponential
mapping
exp: End(V) - GL(V): X - ¢&*
is analytic on End(V).
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(b) If S, T e End(V) are such that ST =TS, then
exp(T +S)=expT exp S.

(¢) For a fixed S € End(V), the map
¢:R->GL(V): t>exptS

is an analytic homomorphism of the additive group of R into the multipli-
cative group GL(V). In particular (exp S)" = exp(nS) for any integer n.

PrOOF First note that the vector space End(V) x End(V) is a Euclidean
space and in terms of coordinates the multiplication function u of endo-
morphisms is an analytic map

o End(V) x End(V) > End(V): (S, T)>S-T
where So T = u(S, T). Now the curves
J(©) = exp(T + tS) and gy =exp T exptS

are defined for all ¢ € R. These are analytic at ¢ = 0 because the multiplication
of endomorphisms is analytic and exp is analytic on any ball B(0, a) as
discussed above. Now we use some results from elementary differential
equations (which we shall consider in Chapter 2) and note that since ST=TS
we have (exp S)T = T'(exp S). Consequently f and g are solutions to the
differential equation

dY(t)/dt = SY(£) with Y(@0)=expT.

However, by the uniqueness of solutions we have f(¢) = g(f) in an interval
about 0. Since f(¢) and g(¢) are defined for all # € R and analytic functions of
t at 0, they are equal for all r € R. Thus for r = 1 we obtain (b).

For s, t € R note that the endomorphisms sS, ¢S commute and therefore
from (b) we see

¢(s + 1) = exp(s + )S = exp sS exp 1S = P(s)P(2).
We have shown that exp is analytic on any ball B(0, a). Thus exp is analytic
at any p € End(V) by choosing the ball B(0, a) above to contain p.
Exercises (1) (i) Let U be open in ¥ and D be open in W and let
f:U-W  and g:D-2Z

be analytic functions so that f(U) < D. Then show the composition ge f
is analytic on U.
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(iiy Let U be open in ¥ and suppose f, g € & (U, R), the set of real-
valued analytic functions on U. Show that &/(U, R) is an algebra of functions
relative to the pointwise product.

(2) Show that the Taylor’s series representation for an analytic function
isunique. That is, if / : U — Wis analyticand if for p € Uand X e V satisfying
the analyticity conditions we have for all 1 with 0 < ¢ < 1 that

on

flp+1X) =Y ap)rX)® = Zo b(p)(rX)®

k=0 k=

with absolute convergence, then show a,(p) = b,(p) as multilinear forms.
(3) (i) In more detail, why is the map

¢:R->GL(V):tsexptS

used in Proposition 1.14 analytic?
(ii) Show that the functions f and g used in the proof of Proposition
1.14 actually satisfy the indicated differential equation.
(4) Let 1€ LV, W) be a multilinear map from V"to W and let P =
(P,,....,P)and X =(X,,..., X,) bein V"

(1) Show [DAP)IX)=AX,,Py,....,P)+ -+ AP, Py, ...,
Pn— 19 Xn)-
(i) Find [D"A(P)]X™.
(iiiy Find the Taylor’s series expansion for A about
P=(0,...,0).

(5) For a fixed basis of ¥ = R" let 4 € End(V) be represented by the
matrix a = (a;;) so that « can be considered as an element of R" x -+* x R”
by viewing the rows of o as elements of R". Consequently the determinant
function det : End(V) - R can be considered in terms of the coordinates
given by the above matrix representation.

(i) Show det : End(V) — R is differentiable (of what class?).
(ii) In terms of matrices, let a,, ..., a, € R" denote the rows of a and
Xy, ..., X, denote the rows of any n x » matrix X. Show

a,

[D det(@)]X = ¥ det| x,
i=1 :

a’l

(6) There exist differentiable ““ bump functions” which vanish outside a
compact set as follows. Show if B(0,a) and B(0, b) with a <b are two
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concentric balls about 0 € R™, then there exists a C*®-function ¢ : R™ - R
such that 0 < ¢(x) < 1 for all x € R™ and

1 if gqeB(0,a),
(@) = {0 if  q¢ B, b).

(Hint: Use the function f of example (1), Section 1.4 and consider

$(x) = f(6* — IxI)LFG* - X1 + f(xl* — a™)]).

5. Inverse Function Theorem

We continue the notation of the preceding sections and investigate when a
function f: U — W has a local inverse and the various consequences. The
vector spaces are still real Euclidean spaces.

Definition 1.15 Let f: U— W be of class C" on U and let p € U. Then f
is locally invertible of class C" at p if there exists an open subset U, of U with
p € U such that there exists an open set D of W with f(p) € D and a function
g: D> U, of class C" on D such that g o f and f o g are the identity maps on
U, and D, respectively. The function g is called a local inverse of f at f(p).

With this notation we have the following (see Dieudonné [1960], Lang
[1968], and Spivak [1965]).

Inverse Function Theorem Let UbeopeninV,letpe U,andletf: U—> W
be of class C" on U. If Df(p) e Hom(V, W) is an invertible linear transform-
ation, then f is locally invertible of class C” at p. Furthermore if g is a local
inverse of f'and g = f(p), then Dg(q) = [Df(p)] ™ .

ReMARKS (1) Since the vector spaces V and W are finite-dimensional,
Df(p) being invertible yields dim V' = dim W.

(2) Let f:U—- D be continuous with a continuous inverse g: D - U
and let U, be an open subset of U. Then f(U,) is an open subset of D. Thus
in particular if f : U— W is of class C! and Df(p) is invertible, then for a
suitable open subset U, of U with p € U,, we have f(U,) is open in W and
f: U, = f(U,) is a homeomorphism.

(3) A C>-function can have a continuous inverse without the inverse
being differentiable. Thus the function f : R —» R : x = x is of class C® on R
and has continuous inverse g : R — R : y — /3. However, g is not differenti-
able at the point O (why?).
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(4) The various results concerning the inverse function theorem also
apply to C* and analytic functions.

The inverse function theorem is used to obtain the following result.

Theorem 1.16 (a) Let V,, V,, W be real Euclidean vector spaces,
let U be openin ¥; x V, and let f : U — W be of class C" on U. If for (a, b)
€ Uc V, x V, the linear transformation D,f(a, b):V, - W is invertible,
then dim V, = dim W and the map

F: U_'Vl X Wi(x,}’)—’(x,f(x,Y))

is locally invertible of class C" at (a, b).

(b) (Implicit function theorem) Let U be open in ¥, x V, and let
f: U— W be a map of class C" such that for a given (a, b) € U, f(a, b) = 0.
If D,f(a, b):V,— W is invertible, then there exists an open ball B in V;
with center at @ € V,, and there exists a uniquely determined mapg: B— V,
of class C" on B such that

g@y=b and  f(x,g(x))=0
for all x € B.

Proor Briefly for part (a) we note that since D,f(a, b) is invertible,
dim V, = dim W. Thus writing F in coordinates, we have F(x, y)=
(Fi(x, y), Fy(x, y)) where Fi(x, y) = x and F,(x, ) = f(x, y). Consequently
DF(a, b) has a matrix given by

[DlFl(aa by D,F(a, b)] _ [ 1 0 ]
D Fy(a, b) D, F,(a,b) D, f(a b) D.f(a b)
which is invertible. Now apply the inverse function theorem.
For part (b) let
h:U=Vy x W:(x,y)=(x, f(x, )
Then by part (a), 4 has a local inverse denoted by H. Thus since H is a map-

pinginto V, x V,, it can be represented by coordinate functions H = ( H,,H)
such that

H(xa Z) = (Hl(x’ Z), Hz(x’ Z))E (x’ HZ(x’ Z))

Then the desired function is given by g(x) = H,(x, 0). To see that y = g(x)
satisfies the equation, we have for z = 0 that

(6, 0) = (h o H)(x, 0)
= h(x, Hz(xa 0))
= h(x, g(x)) = (x, f(x, g(x))).
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To see that g(a) = b, we note

(a, 9(@) = (a, H,(a, 0))
=(a, H,(a, f(a, b))
= (H o h)(a, b) = (a, b).

The rest of the proof is not difficult and can be found in the work of Lang
[1968] and Spivak [1965].

Example (1) The surface given by z = f(x, y) = x* + y?> — 1 defines
a circle for those points (x, y) with f(x, y) = 0. Choose (@, b) on the circle
with b # 0. Then df(a, b)/dy = 2b # 0 so that we can solve locally for y in
terms of x.

A variation of the preceding proof gives the following result which we shall
use in Chapter 2.

Proposition 1.17 Let U be an open set in R" which contains the point p
and let £ : U—> R? be of class C" on U where ¢ < n. If f(p) =0 and Df(p)
has rank g, then there exist an open subset D of R" containing p and a locally
invertible function g : D —» U of class C' such that for all (x,, ..., x,) € D,

(fo@)X1, iy X)) = (Xpogats -+ es Xp)-

Thus one can modify the coordinates of the point p by the open set D and the
function g to obtain a simple expression for f locally.

PrROOF We regard R" = R"™? x R? and U as an open set in R"™? x R%,
Thus p = (a, b) € U = R"™? x R is such that regarding / as a function of two
variables we have f(a, b) = f(p) = 0. Since Df(p) isof rank g we see D, f(a, b)
is of rank ¢ (why?); that is, D, f(a, b) : R? > R? is invertible. Thus we are in
the situation of the preceding theorem as follows. If we let x = (x,, ..., x,-,),
Z=(Xp—g41> ---» Xp), and g(x,, ..., X,) = H(x, z) as in the above proof, we
have for u : (x, z) — z that

(fog)x,2) =(f > H)x, 2)
=(mohe H)x,z)
= (n o idy)(x, z) = 2.

This also uses the notation of the preceding proof h(x, y) = (x, f(x, y)) so that
f =m0 h, where H is the local inverse of h.

Definition 1.18 Let U; be open subsets of the Euclidean spaces V; for
i =1, 2. Then the map f: U, — U, is a diffeomorphism of class C" of U, onto
U, if fis a homeomorphism of U, onto U, so that f'is of class C" on U, and
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f~tisof class C" on U,. We analogously define analytic diffeomorphisms and
say f is a diffeomorphism if f is a diffefomorphism of class C*®.

We continue our previous notation for the exponential mapping and have
the following result.

Proposition 1.19 There exists an open neighborhood U, of 0 in End(V)
and an open neighborhood U; of I in GL(V) such that exp: Uy, - U, is a
diffeomorphism of U, onto U;. Furthermore exp and its inverse are actually
analytic.

ProOF From the inverse function theorem and previous results, it suf-
fices to show that D exp(0) is invertible. Thus using the series expansion, we
have for A € End(V) that

[D exp(0)J(4) = lim % [exp(0 + tA4) — exp(0)]
=0

1
=lim-[I+tA+et?)-1=A4

1~o!

using lim, o &(t?)/t = 0. Thus D exp(0) is the identity.

ReMARKS (5) For any X € End(V) we have tXe U, for teR in a
suitable interval N of 0 in R. Thus exp maps this line segment tX with r e N
into an analytic curve segment ¢(f) = exp +X in GL(V) which passes through
I; that is, exp(0) = I and the *““tangent vector” to this curve at r =0 is X.

(6) By considering the power series

22 z"
log(l+z)=z—3+---+(—l)”“;+---

and the proposition in Section 1.1 we have

A? A"
log(l+A)=A——2—+---+(_])"+17+...

converges when the absolute value of the characteristic roots of A4 is less than
1. Now if we use the usual sup norm for T € End(V), we have

IT) = sup [TX|/} X]|
X#0

ZmaX{|r1|,.--, Irnl}’
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where ry, ..., r, are the characteristic roots of T and | | on the right side of
the first equation denotes length in V. Thus choosing U, = {4 € Hom(V, V) :
4] <1} and U; = {Be Hom(V, V) : |B — I|| < 1}, we can show

exp: Uy - U; and log: Uy - U,
and
logexp A=A and exp log B = B.

Thus log is the local inverse of exp and this inverse is analytic on Uy .

Exercises (1) Find two different 2 x 2 real matrices 4 and B such that
exp A = exp B; that is, exp is not globally injective.

(2) Use Taylor’s formula or the mean value theorem to prove a variation
of the inverse function theorem.

6. The Algebra g/(V)

We shall now use many of the preceding results on the function exp to
attach a nonassociative algebra gi{(V) to the general linear group GL(V).
The relationship between the group GL(V) and the algebra gl(V) is the basic
model for studying a Lie group by its Lie algebra and we break down the
analysis as follows.

(1) The map exp is used to show that the global multiplication in GL(V)
induces a local analytic multiplication in End(V).

(2) We use the second derivative of the local multiplication in End(V) to
obtain a bilinear multiplication t on End(V) which together yield the algebra
gl(v).

(3) The properties of GL(V) are used to obtain a formula for T and the
identities it satisfies.

(4) Finally we show how automorphisms of GL(V) induce automorphisms
of gl(V) and indicate some important formulas.

For the first step let
1 GL(V) x GL(V) = GL(V) : (x, y) = u(x, y)= xy

be the multiplication in GL(V). Then since matrix multiplication is given in
terms of polynomials of degree 2, the multiplication g is analytic. In particular
by the continuity of u we have for any neighborhood U of 7 e GL(V) that
there exists a neighborhood D of I so that

DcU and w(D, D) = U.



6. THE ALGEBRA gl(V) 33

However, using the continuity of the map exp : End(V) - GL(V) we can
find for any neighborhood D of I e GL(V) a neighborhood E of 0 € End(V)
so that

exp(E) = D.

Now we choose the above neighborhoods according to Proposition 1.19 as
follows: Let U = U; so that E = U, and exp(E) = D = U;. Thus

p(exp(E), exp(E)) < Uj.
This means, using exp Uy o Uy, that we can define a function analytic on
ExFE
F:ExE-Uy:(X,Y)-FX,Y)
so that for X, Y € E,
u(exp X, exp Y) =exp F(X, Y).

From the remarks following Proposition 1.19 we see
F(X,Y)=log u(exp X, exp Y).

Thus the multiplication u in GL(V) induces a local analytic multiplication F
in End(V); that is, we have neighborhoods U, and E of 0 in End(V) so that
E = U, and a “multiplication” F: Ex E— U,.

A variation of the above is as follows. Let X and Y be any (fixed) elements
of End(V). Then there exists a neighborhood N of 0 in R so that for all
s, t € N we have sX, tY € E. Consequently we have the formula

ulexp sX, exp tY) = exp F(sX, tY)
which gives an analytic function
NxN->U,: (s, t) > F(sX, tY).

Thus since F is analytic on E x E we have the Taylor’s series expansion
about 0 =(0,0) e E x E as follows. Let Z = (sX, tY) be as above. Then
0+ Z=(sX,tY) =Z so that

D*F(@#
F(Z) = F(0) + DFO)Z + _2'_()Z<z> e
In particular for s = r we obtain

, D*F(6)
2!

F(sX,sY) = F(6) + sDF(6)(X, Y) + s (X, Y), (X, Y)) +---.
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For the second step we now compute the first few terms of this Taylor’s
series. From exp 0 = I we obtain

exp F(0, 0) = pu(exp 0, exp 0)
=u(l,L)=I=exp0

and since exp is injective on U, (that is, applying log) we have
F(0) = F(0,0) =0.
Similarly since exp O is the identity element in GL(V) we have
exp sX = ulexp sX, exp 0) = exp F(sX, 0)

so that
sX = F(sX,0)

D*F(0)
k1

Thus by comparing degrees (or differentiating term-by-term at s =0) we
obtain

DFO)Y(X,0)=X and D*F(O)(X, 0)® =0 for k>2.

— sDFO)(X,0) + 5. s* (X, 0)®,
k=2

Also we obtain
DF(6)0,Y)=Y and  D'FO)O, V)V =0 for k=2
5o that we have the following two formulas.

DF(0)Z = DF(6)(sX, tY)
= DF(0)[(sX,0) + (0, tY)]
= sDF(0)(X,0) + tDF(6)0, Y) =sX + 1Y
and
D*F(0)Z'® = D*F(0)[(sX, 0) + (0, tY), (sX, 0) + (0, tY)]
= DEF(0)(sX, 0)® + D2F(0)O, tY)® + 2D*F(0)[(sX, 0), (0, 1Y)]
= 2st D*F(O)[(X, 0), (0, Y)],
where the last two equalities use the symmetric bilinearity of D*F(6) on
End(V) x End(V) and D*F(0)(X, 0)® = D*F(0)(0, Y)® = 0.
From D*F(8)(X, 0)® = D*F(0)(0, Y)®) =0 we see that in the Taylor’s

series expansion for F(sX, tY) the coefficients of s* and * are 0. Consequently
the error term

EZ(SX’ tY) = St¢(S, t)’
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where ¢(s, 1) >0 as s >0 and t - 0. Thus Taylor’s formula for the local
multiplication becomes

F(sX,tY)=sX +tY + st1(X, Y) + std(s, 1),
where
(X, Y) = D?F(O)[(X, 0), (0, Y)] = 1 D’F(H)(X, Y)®.

Next, since the second derivative is a quadratic function defined on the
whole vector space, we see (X, Y) is defined for all X, Y € End(V). Also

7 : End(V) x End(V) =End(V)
is bilinear as follows. For X, Y, U € End(V)

(X + Y, U)= D*FO)[(X + Y,0), (0, U)]
= D*F(0)[(X, 0), (0, U)] + D*F(O)[(Y, 0), (0, V)]
=1(X, U) + (Y, U).

Similarly (U, X+ Y)=t(U, X)+ ©(U, Y) and for aeR, 1(aX, Y) =
(X, aY) = at(X, Y). Thus the vector space End(V) together with the bilinear
map 7: End(V) x End(V) - End(V) becomes a nonassociative algebra as
follows.

Definition 1.20 (a) A nonassociative algebra A over a field K is a vector
space A together with a bilinear multiplication t € L?(4, A); note that “ non-
associative” means not necessarily associative.

(b) The nonassociative algebra g/(V) with multiplication 7 as above is
called the Lie algebra of GL(V).

From the above formulas we see that the algebra g/(V) determines the
multiplication in GL(V) locally up to order two. Thus for s, # in a suitable
neighborhood of 0 in R we have for all X, Y e gi(V)

p(exp sX, exp tY) = exp(sX + tY + str(X, Y) + e,(s X, tY)), 0

where X + Y is the addition in g/(V) and (X, Y) the multiplication. We shall
show later (Campbell-Hausdorff theorem) that the error term ,(X, Y) is
actually determined by the subalgebra of gi(V) generated by X and Y.

For the third step we use various properties of GL(V) to determine
identities for gi(V).

Proposition 1.21 If X, Y, Z e gl(V), then

(@ (X, Y)= -7, X);
(b) (X, (Y, 2Z)+ (Y, «(Z, X)) +1(Z, (X, Y))=0;
(©) ©X,Y)=HXY-YX).
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ProoF (a) Since (exp X)~! = exp(— X) the inverse of the left-hand side
of (*) above becomes
exp(—tY) exp(—sX) = exp(—1Y — sX + st2(Y, X) + - +*)
and the inverse of the right-hand side of () becomes
exp(—sX —tY —stt(X, Y) + ).

The required identity now follows from comparing the terms of degree 2.
(c) The two sides of (*) can be expanded by power series methods using
the multiplication in End(V) as follows

exp(sX)exp(tY) = ([ + sX + 3> X2 + - YT + 1Y + 32Y2 +-)
=1+ sX+tY+42X2 + stXY + 32Y2 -
exp(sX + 1Y + stt(X, Y) +-+) = I + (sX + 1Y + stv(X, Y) + )
+MsX +1Y + ...)2 4o
=I+sX+tY+st1(X,Y)
+HSPXE+ St XY +stYX + 2YH) + -+,

where the omitted terms are of degree greater than or equal to 3 in s and ¢.
Equating the coefficients of sz in the two expressions we have

XY=1X,Y)+3iXY+3iYX

and the desired identity now follows.
(b) This can be computed directly by substituting (c) into the left side of
(b) and using the associativity of multiplication in End(V).

ReMARKS (1) Part(c)above could have been proved directly as indicated
and the property (a) obtained from this. We shall also indicate how to obtain
(b) from facts on automorphisms and Taylor’s series.

(2) Anabstract Lie algebra over a field K is defined to be a nonassociative
algebra whose multiplication satisfies the anticommutativity and Jacobi identity
given, respectively, by (a) and (b) above.

(3) When just the Lie algebra gl(V) is considered the multiplication is
usually denoted by

[X,Y]=XY—-YX

which is called the commutator of X and Y.

For the fourth part on automorphisms we manipulate more Taylor’s
series.

Proposition 1.22 Let f be an analytic diffeomorphism of GL(V') which is
also an automorphism of the group GL(V). Then Df(I) is an automorphism
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of the Lie algebra gl(V); that is, Df(I) € GL(End(V)) and
Df(Ix(X,Y) = ‘r(Df(I)X, Df(I)Y)
for all X, Y € End(V).

ProoF Since fis a differentiable automorphism with differentiable inverse
f~!wehave f ! o f = idy, the identity map on End(V). Therefore by the chain
rule

idy = D(idy)(I)
=D(f~' o f)I) = DF T (f (D)~ DF )
so that Df(I) is invertible; that is, Df(I) € GL(End(V)).

Next notice that from the continuity of f there exists a neighborhood D,
of 0 € End(V) so that D, = U, and X € D, implies f(exp X) € U;. Define

k:Dy—- Uy: X—>logf(exp X)
so that for X € D,,
S(exp X) = exp k(X).
From this last equation it easily follows that k(0) = 0 and that

(DY) = (Df )(exp 0) o (D exp)(0)
= D(f - exp)(0)
= D(exp o k)(0)
= (D exp)(k(0)) o (Dk)(0) = Dk(0)
since (D exp)(0) is the identity. Thus
k0)=0 and Df(I) = Dk(0).
As earlier in this section define F(X, Y) e End(V) for X, Y in End(V) suf-
ficiently close to O so that
ulexp X, exp Y) =exp F(X, Y).
Then for X, Y close enough to 0 we have
exp k(F(X, Y)) = f(exp F(X, Y))
= f(u(exp X, exp Y))
= p(f(exp X),f(exp Y))
= p(exp k(X), exp k(X))
= exp F(k(X), k(Y))
so that
kK(F(X, Y)) = F(k(X), k(Y)).
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Let8 = (0,0)and Z = (X, Y). Then the Taylor’s series for a composite function
calculated earlier yeilds
(k o FZ) = Dk(0) - DF(§)Z + 3 Dk(0) o D*F(0)Z™
+ $D*k(0)(DF(0)Z)® + £,(Z)
= Dk(0)(X + Y) + Dk(0)(x(X, Y))
+ 3D*k(O)(X + V)@ + £,(2)
since DF(0)Y(Z) = X + Y and D*F(0)Z2® = 2t(X, Y). Similarly F(k(X), k(Y))
has a Taylor’s series
F(k(X), k(Y)) = DF(O)(k(X), k(Y)) + +D*F(O)(k(X), k(Y))® + - -+
= k(X) + k(Y) + t(k(X), k(Y)) + -
= Dk(0)(X) + Dk(O)(Y) + 1 D*k(0) X
+ $D*k(0)Y® + 1(Dk(0)(X), Dk(0)(Y)) + &,'(Z),
where 2,(Z) and &,'(Z) in the two expansions involve only terms of degree
greater than or equal to 3.

Now if we substitute s.X for X and ¢ Y for Y in the two series, it is clear that
the two coefficients of st must be equal. Thus

Dk(0O)t(X, Y) + D*k(0)(X, Y) = t( Dk(0)X, Dk(0)Y).

However, D*k(0)(X, Y) is symmetric in X and Y and 7 is an antisymmetric
bilinear map so clearly D*k(0)(X, Y) = 0 and

Dk(0)r(X, Y) = 1(Dk(0) X, Dk(0)Y).
Since Dk(0) = Df(I) we have completed our proof.

Examples (1) Let X" denote the transpose of X € End(V) relative to the
usual inner product in ¥ = R"; that is, B(X'P, Q) = B(P, XQ). Then the map

f:GL(V)-»GL(V): X >(X)!
is an automorphism of class C* with differentiable inverse. Thus Df(I) is an

automorphism of gl(V) and is given by

DI(NY = lig;% L + sY) = £(D)]

= lim-;— [ +sYH' =1

§—0

t
=1im—[I—SY‘+s7'(Y‘)2+...__I]= -7y

s—0 S
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(2) Next we consider inner automorphisms
f:GL(V)->GL(V): Y>ZYZ™!

for fixed Z € GL(V). Thus f'is of class C* with differentiable inverse and Df(J)
is an automorphism of g/(V) given by

Df()Y = lim -sl- [ZU +sY)Z™' = Z(DZ™ '] =ZYZ"\.
=0

Moreover if Z = exp U for suitable U € End(V), then by multiplying power
series we obtain
Df(Y = (exp U)Y(exp — U)
=Y+ UY-YU+IU*Y-UYU+LYU? + -
=Y+ [UYI+3[U, (U Y]]+
We shall use the notation

ad U:gl(V)-»gl(V): Y- [U,Y]

Il

and observing that
edVY=[I+ad U+iad U)* + - ]Y=Y + [U, Y]+ U, [U, Y]]+
we indicate below how to show

Df(I) = e*".

Exercises (1) Prove the Jacobi identity [Proposition 1.21(b)] for gl(V')
using inner automorphisms of GL(V) possibly as follows:

(i) For 2t¢(X, Y) =[X, Y] the above formula for Z = exp tU becomes
Df()Y = Y 4 2tt(U, Y) + e(t?), where &(r*)/t = 0 as t —» 0. Apply this replac-
ing Y by 1(X, Y).

(ii) Similarly compute 1(Df(I)X, Df(I)Y) and use part (i) with the fact
that Df(I) is an automorphism of the multiplication .

(2) Let Z=¢Y and let f=f(U): Y -ZYZ™! as in example (2) above.
To show Df(l) = €** Y one can proceed as follows. Leta(f) = ¢*V Y forf e R
and for Y € GL(V). Then note that a(0) = Y and o'(f) = ad U(«(?)). Similarly
letting f(z) = D[f(tU))(I) Y, note that B(0) = Y and B(r) = e’V Ye 'Y, Conse-
quently (/) = ad U(B(¢)) and using the uniqueness results for differential
equations we obtain Df(]) = e V.



CHAPTER 2

MANIFOLDS

A manifold is a topological space where some neighborhood of a point looks
like an open set in a Euclidean space. Thus we are able to translate the cal-
culus of the preceding chapter to this type of a space and we develop the
formalism in this chapter. In the first few sections we consider differentiable
structures, the definition of a manifold, and real-valued differentiable func-
tions defined on a manifold. Next we consider submanifolds and how they
arise from the inverse function theorem; we give many examples of sub-
manifolds which are subgroups of GL(n, R). The derivative is generalized to
a tangent at a point p in a manifold M and then the vector space spanned by
these tangents generalizes the tangent plane of a surface. As the point p varies
over M we obtain a variable tangent vector which is formalized via vector
fields. We give many examples concerning GL(n, R) which will be abstracted
in later chapters; in particular we consider the invariant vector fields on
GL(n, R) and their integral curves.

Most of this chapter is used in the rest of the book and the reader who
knows this material need only look at the examples. However, if one is un-
familiar with manifolds it might be best to read through Section 2.3, then read
Chapters 3 and 4 for applications before finishing this chapter. The reader
should note that we are assuming a neighborhood of a point is an open set in
the space.
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1. Differentiable Structures

We now extend the basic concepts of Euclidean space to a topological space
which locally looks like Euclidean space via suitable choices of “ coordinates.”

Definition 2.1 (a) Let ¥ = R™andlet X, ..., X,, be a basis of V' so that
we can represent any point p = Zpk X, € V uniquely. Relative tothis basis, we
define coordinate functions ; for i=1, ..., m on R™ by

uiZRm—PRZZkak—Ppi.
We shall frequently use the usual orthonormal basis ey, ..., e, to obtain the
usual coordinates ; given by u(a,, ..., a,) = a;.

(b) Let M be a topological space and let p € M. An m-dimensional chart
at pe M is a pair (U, x), where U is an open neighborhood of p and x is a
homeomorphism of U onto an open set in R™. The coordinates of the chart
(U, x) are the functions x; for i = 1, ..., m given by

x;=u;ox: U->R:q—-x,q),
where x(q) = u{(x(q)) and the u; are coordinates in R™. We frequently write
x=(xy,...,X,). The set U is called a coordinate neighborhood and (U, x) is
called a coordinate system at p e M.

Definition 2.2 An m-dimensional topological manifold M is a Hausdorff
space with a countable basis such that for every p € M there exists an m-
dimensional chart at p. In this case we say that the dimension of M is m.

Thus in particular we can find a covering of M by open sets and each open
set U in the covering is homeomorphic to the open m-ball B,, ={ae R™:
lal < 1}.

Examples (1) Any open subset N of R™ is a manifold of dimension m,
since N itself is a coordinate neighborhood of each of its points and the
identity map x is such that (N, x) is an m-dimensional chart. Thus for ¥ = R"
we have GL(V) < R™ is a manifold of dimension n®. Note that for a fixed
basis in V, any linear transformation 4 € GL(V) has a unique matrix repre-
sentation (a;;) and coordinate functions x;; can be defined by x;;(4) = a;;.

More generally, if N is an open subset of a manifold M, then N becomes
a manifold by restricting the topology and charts of M to N, and N is called
an open submanifold of M.

(2) The unit circle M =S* ={ae R?: |all = 1} with the topology in-
duced from R? is a one-dimensional manifold, and the collection of open sets
which covers S* can be taken to have two elements. More generally, we shall
show later that the n-sphere S”" ={ae R"*!: |la| = 1} is an n-dimensional
manifold, and the collection of charts can be taken to have two elements.
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(3) The closed interval M = [0, 1] is not a one-dimensional manifold
since the point 0 is not contained in an open set U < M which is homeo-
morphic to an open set in R. Is the loop M as indicated in Fig. 2.1 a manifold ?
Thus is the point of intersection contained in an open set U< M which is
homeomorphic to an open set in R?

Fig. 2.1.

The coordinate functions given for the manifold GL(V) are differentiable
of class C® (actually analytic), and we now define such notions in general.

Definition 2.3 A set & of (m-dimensional) charts of an m-dimensional
manifold M is called a C*-atlas if o satisfies the following conditions.

(a) For every p e M, there exists a chart (U, x) € of with p e U, that is,
M= J{U: (U, x)e o).

(b) If (U(x), x) and (U(y), y) are in &, where U(z) is the coordinate
neighborhood corresponding to the homeomorphism z, then U(x) n U(y) is
empty or the maps x o y~! and y - x™! are of class C*.

Note that xoy~! (respectively yox7!) has domain y(U(x) n U(y))
[respectively x(U(x) N U( )] and transforms these subsets of R™ homeomor-
phically onto each other (Fig. 2.2). Thus since one of these maps is the inverse
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of the other, their derivatives are invertible linear transformations on R™,
using the chain rule. These maps are called a change of coordinates and one
says that the corresponding coordinate (U(x), x) and (U(y), y) systems of p
are compatible when they satisfy condition (b). This will eventually lead to
the fact that if a function f: M — R is differentiable in one coordinate system,
then fis differentiable in any compatible coordinate system.

Definition 2.4 Let &/ be a C*-atlas on an m-dimensional manifold M.
Then a chart (U, x) is admissible to &/ or compatible with o/ if (U, x) is com-
patible with every chart in & that is, for any (U(y), y) € &, we have (U, x)
and (U(y), y) satisfy condition (b) in Definition 2.3.

Now given any atlas &, one can adjoin all charts which are admissible to
s and obtain a collection &7 which is again an atlas on M. Thus &/ is maximal
relative to properties (a) and (b) of Definition 2.3, and any atlas is contained
in a unique maximal atlas.

Definition 2.5 (a) An m-dimensional topological manifold M has a
C*-differentiable structure or just a C*-structure if one gives M a maximal
C>-atlas. Thus to give a C*-differentiable structure, one need only exhibit a
C=-atlas on M, then consider the maximal atlas containing it.

(b) A differentiable manifold of class C* or just a C*-manifold is an m-
dimensional topological manifold M to which there is assigned a C®-dif-
ferentiable structure.

REMARKS (1) One obtains differentiable manifolds of class C*, k > 0,
or real analytic manifolds by just demanding that the change of coordinates
yox~tand x oy~ ! given in Definition 2.3(b) is of class C* or analytic.

(2) To define an m-dimensional complex manifold just replace R™ in the
definition of differentiable manifold of class C* by the m-dimensional complex
space C™. Condition (b) in Definition 2.3 must be modified by demanding
that the functions y o x~! and x o y~! be holomorphic in the respective sets
in C™,

Examples (4) Let M = R and define a coordinate system (U(x), x) by
Ux)=R and x: M > R:t—1t Then & ={(U(x), x)} is a C*-atlas which
defines a differentiable structure and R is a differentiable manifold of class
C® relative to this structure. Now let M, = R and define a coordinate system
(U(y), y) by U(y) =R and y: M;—>R:t—t>. Then o, ={(U(y), )} is a
C>-atlas since U(y) covers M, and the map y o ™1, the identity, is of class C*.
Thus Definition 2.3 is satisfied. The atlas &/, makes M, into a C®-manifold.
The manifolds are distinct in the sense that the charts (U(x), x) and (U(y), y)



44 2. MANIFOLDS

on R are not compatible since x o y"1: R— R : t— '3 is not differentiable
att =0.

(5) Let S"={aeR""!: |a| = 1} be the n-sphere with the topology in-
duced from R"*' and |[a|l* =Y a? for a=(a,,...,a,,;) € R, We
define a differentiable structure on S” as follows. Let p = (0, ..., 0, 1) be the
“north pole” and ¢ = (0, ..., 0, —1) be the “south pole” of S". Then the
open sets U(p) = S" — {p} and U(g) = S" - {q} cover S", and we define co-
ordinate functions x and y so that {(U(p), x), (U(q), y)} is an atlas on S™. The
functions x and y are defined by stereographic projections as follows. For
a e U(p) let A be the line determined by the points p and @ and let 7 be the
plane in R**! given by u,,, = 0. Then the value x(a) is the point in R**!
where A and = intersect. Thus we have a map x : U(p) = R” (see Fig. 2.3).

xla)

\_/
Fig. 2.3.

More specifically if a = (ay, ..., a,4,), then x(a) = (x,, ..., X,), where x; =
a/l —a,,,fori=1,...,n. Similarly y is given by stereographic projection
y:Ug)-=R:a-(y,...,y,),wherey,=a,l +a,,,fori=1,...,n From
the formulas, the functions x and y are homeomorphisms onto R", and the
formulas show that x o y~! and y o x™! are of class C*®. Thus we obtain an
atlas which makes S" into a C*-manifold.

Note that S” is a special case of manifolds defined by the implicit function
theorem as follows. Let f: R"*! » R be a C®-function and suppose that on
the set M ={pe R"*':f(p) =0} we have Df(p)#0 or more generally
D, .. f(p) # 0. Then one can apply the implicit function theorem to obtain
a neighborhood of p € M which projects in a bijective manner onto the plane
u,+, = 0 and yields an atlas which makes M into a C* n-dimensional mani-
fold. Thus for S, take f(x;,...,%X,4) =X>+ - +x2,, —1 and note
Df(p) # 0 for p € S* = £ ~1(0) (just compute Df(p) for p € S").

(6) We now consider the product manifold determined by two C®-
manifolds M and N. Thus let (U(x), x) and (¥(y), y) be in the maximal atlases
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for M and N with U(x) [respectively V(y)] a neighborhood of p € M (respec-
tively g € N). Then define an atlas on the topological product space M x N
by letting U(x) x V(y) be the coordinate neighborhood of (p, g)e M x N and
define the homeomorphism

x x y: Ux) x V(y) = R™ x R": (u, v) > (x(u), y(©)).

Thus the set of all these charts (U(x) x ¥(y), x x y) defines a C®-atlas on
M x N and the corresponding maximal atlas defines a C*-differentiable
structure on M x N. The product manifold of M and N is the Hausdorff space
M x N with the C®-structure as given above. Similarly one can define the
product of any finite number of differentiable manifolds.

Next let S* be the unit circle with the usual C*-differentiable structure and
let T"=S* x --- x S (n-times) be the product manifold. Then T" is called
an n-dimensional torus. Thus, in particular, since T? = { J {{x} x S*: x e S'};
that is, T2 is a union of unit circles whose centers are on a unit circle, we
obtain Fig. 2.4.

Fig. 2.4.

As shown in Fig. 2.5, T? can also be represented as a closed square whose
points on the top edge are identified with those directly below on the bottom
edge. The points on the right and left edges with the same heights are identi-
fied; in particular, the four vertices are identified as the same point. This
identification comes from appropriately cutting and bending the above
diagram for T2, Note that since S’ = {exp 2nix : 0 < x < 1}, we can identify
T? = {(exp 2mix, exp 2niy) : 0 < x < 1 and 0 < y < 1} with [0, 1) x [0, 1) as
above.

~—
=

Fig. 2.5.
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2. Differentiable Functions

A mapping f: M - Nof two C*-manifolds will be seen to be differentiable
of class C* if its ““coordinate expressions” are differentiable. Thus we shall
reduce the differentiability of f to investigating the differentiability of func-
tions g: R™ — R.

Definition 2.6 Let M and N be C®-manifolds of dimension m and n,
respectively, and let
fiM->N

be a map defined on a neighborhood of a point pe M. We say that f is
differentiable at p of class C* if there exists a coordinate system (U, x) at p
in M and a coordinate system (V, y) at f(p) in N such that

yofoxt i x(U)- (V)

is differentiable at x(p) of class C*® (see Fig. 2.6). Note that x(U) = R™ and
y(V)< R".

y.f.x"

Fig. 2.6.

Since differentiability is given in terms of specific charts, we must show
that it is actually independent of the choice of charts. Thus let (U, X) [re-
spectively (V, §)] be any other elements of the atlas for M (respectively N)
which are neighborhoods of p [respectively f(p)]. Then we must show the map

Jofox7t:x(U)- (V)

is differentiable at x(p). However, since differentiability is a local property,
it suffices to show this on neighborhoods. Thus for U n U and ¥ n V (which



2. DIFFERENTIABLE FUNCTIONS 47

are nonempty), we have on the neighborhoods x(U n U) and y(V n V) that
yofof_l =y_oy_1 o(yofox_l)oxof—l.
Thus since yoy™!, yofox~!and xo X! are of class C®, so is their com-
position. If /: M — N is C*-differentiable at every point p e M, then fis a
differentiable map of class C® from M into N.
Now in terms of coordinates, it suffices to show that the functions

fi=u;o(yefox ) :R"=R

fori =1, ..., nare differentiable on an open subset D of x(p). Thus if (U, x)
and (¥, y) are the corresponding coordinate systems, then we obtain the co-
ordinate expression

vi=filx1, .00, X for i=1,...,n

which must be differentiable at x(p) = (p,, ..., p,,). This yields the following;
for example, see Bishop and Goldberg [1968, p. 37].

Proposition 2.7 Let f: M — N be a continuous mapping of two C%-
manifolds. Then fis of class C* on M if and only if for every real-valued
C>-function y : ¥ — R defined on an open submanifold ¥ of N, the function
y o fis of class C* on the open submanifold £ ~1(V) of M.

We shall write C*(M) or F(M) for the set of real-valued C®-functions on
M and C*(p) or F(p) for the set of those real-valued functions which are C*-
differentiable at p e M. Note that since differentiability of f at pe M also
means f is defined on a neighborhood U of p, the elements of C*(p) are
actually pairs (f, U). Consequently one can define an equivalence relation for
elements of C*(p) such that (f;, U,) ~ (f;, U,) if and only if there exists an
open set G with p € G and f(q) = f,(q) for all g € G. The set of equivalence
classes are called germs of C”-differentiable functions at p. Note that the
coordinate functions x; on U are in C®(p). We shall usually not use this
terminology but just the underlying ideas.

Next note that F = C®(M) is an associative algebra over R with operations
given by

(af )(p) = af(p) for aeR,
(f + 9)p) =f(p) + 9(p)
(f9)(p) = f(p)9(p) for f,ge C*(M)

and F satisfies the following [Helgason, 1962, p. 5].

() Iffi,....freFandifg: R"—> Ris of class C® on R’, then g(f; ,
f)eF.

ceuy
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(2) If f: M - R is a function on M such that for each pe M there is a
g € F and there is a neighborhood U of p such that f{g) = g(g) for allge U,
then fe F.

(3) Foreach p in the m-dimensional manifold M, there exist m functions
fis.-.sfm in Fand an open neighborhood U of p such that the mapping

U->R":q-(fi@)....[x@)

is a homeomorphism of U onto an open subset of R™. The functions f, ...,
Jfw and the set U can be chosen so that for any f€ F, there is g : R" —» R of
class C* and

f=g(fl""5fm)

on U.

These properties determine a differentiable structure on M as follows (see
Helgason [1962, p. 6] for a proof).

Proposition 2.8 Let M be a topological Hausdorff space and let m be an
integer greater than 0. Let F be a set of real-valued functions on M satisfying
properties (1)-(3). Then there exists a unique collection of charts & = {(U,,
x,) : @ € A} which form a maximal atlas of M such that the set of real-valued
C>-functions on the manifold M with atlas &/ equal the set F.

Definition 2.9 The C®-manifolds M and N are diffeomorphic if there
exists a homeomorphism f: M — N such that fand /™! are of class C®; fis
called a diffeomorphism.

Thus a diffeomorphism yields an equivalence relation such that the two
manifolds are not only topologically equivalent, but also they have equivalent
differentiable structures.

Examples (1) Let R be a manifold with the usual structure x : R—> R :
t -t and (-1, 1) be an open submanifold of R. Then

fi(=1,)=sR:t=>t/(1 -1

is a difftomorphism.

(2) Let R be the above manifold with the usual structure, and let M, be
the manifold with space R and coordinate function y: M; = R : ¢t — t*. Then
the map f: M; = R : s » s* is a C*-homeomorphism and the inverse homeo-
morphism f~':R—M,:u—u'?® is actually differentiable of class C®
relative to the above differentiable structures: For ¢ € R we have the coordin-
ate expression (yof 1o xTU)(1) = (y o f ~1(1) = y(1'°) = 1. However, note
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that identity map g: M, > R:t—t is not C® since (xogoy )t)=1¢/3
which is not C®, that is, the identity map is not a difftcomorphism.

Exercise Let M be a C*-manifold. Show that the charts (U, x)and(V, y)
at p € M are compatible if and only if x and y are C*-related by y = f(x) and
x = g(y) for suitable C*-functions f'and g.

3. Submanifolds

We shall now use the preceding results to study certain substructures of a
manifold and return to these topics again after studying the differential of a
function.

Definition 2,10 Let M and N be C®-manifolds of dimensions m and n
respectively, and let f: M —» N be a C*-mapping.

(a) We call f an immersion of M into N if forevery p € M, there is a
neighborhood U of p in M and a chart (V, y) of f(p) in N such that if we
write y = (y,, ..., »,) in terms of coordinate functions, then x; = y; o f| U for
i=1,..., mare coordinate functions on U in M. Thatisif x = (x{, ..., Xp),
then (U, x) is a chart at p in M. We say that M is immersed in N if an im-
mersion f: M — N exists.

(b) We call fan embedding if f'is injective and f'is an immersion. Also M
is said to be embedded in N. Thus an immersion is a local embedding.

(c) We call the subset f{M) of N a submanifold of N if fis an embedding
and f(M) is given a C®-differential structure for which the mapping of mani-
folds f: M = f(M) is a diffeomorphism. In particular if M is a subset of the
C®-manifold N and M has its own C®-differentiable structure, then M is a
submanifold of A if the inclusion map i: M - N:x — x is an embedding.
Thus a coordinate system on N induces a coordinate system on M.

The subset f(M) is called an immersed submanifold if the above mapping
fis just an immersion. The topology of a submanifold M = N need not be the
induced topology of the containing manifold. However, since the inclusion
map is C* and consequently continuous, the open sets in the induced topology
are open sets in the submanifold topology. Also note that the dimension of a
submanifold is less than or equal to the dimension of its containing manifold
and in the case of equality we just obtain open submanifolds; this can be
easily seen by using the inverse function theorem as stated in Section 2.5.
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(a) (b) (c)
Fig. 2.7.

Examples (1) Consider the mappings f: R — R? indicated in Fig. 2.7.
In (a) fis an immersion (why ?) but not an embedding and f(R) is an immersed
submanifold but not a submanifold. In (b) the figure *“8” is such that the
arrow segments approach but do not touch the center p. Then fis an embed-
ding and f(R) is a submanifold when given the obvious C*®-structure. Note
that the submanifold topology is that of a bent open interval and therefore a
neighborhood of p in the submanifold topology is just a bent open interval
containing p. However, a neighborhood of p in the topology induced from
R? always contains part of the arrow curves near p. Also the spiral in (c)
yields an embedding and a submanifold. What can be said about the sub-
manifold topology and the topology induced from R? in (c)?

(2) Consider the torus of Section 2.1

T? = {(exp 2mix, exp 2miy) : 0 < x < land 0 < y < 1}
and define
f: R—T?:t—(exp 2niat, exp 2nibt)

where a/b = a is an irrational number. Then f is injective (by solving the re-
sulting equations and using « is irrational) and f'is C*. Thus by giving f(R)
the obvious C®-structure so that f: R - f(R) is a diffeomorphism, f(R) is a
submanifold. Furthermore f(R) wraps around T2 in a nonintersecting manner
and is actually dense in T? (exercise or see the text of Auslander and Mac-
Kenzie [1963]). Representing T? as a square with opposite sides identified as
discussed in Section 2.1, we see f(R) can be represented by the line segment
(x, y) = (at, br) and their displacements as in Fig. 2.8. Also we should note

/i

Fig. 2.8.
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that points close together in T? need not be close in f(R); that is, the topology
in f(R) is not the induced topology.

Exercises (1) In general, can one find a one-dimensional submanifold
of T" which is dense in T"?

(2) Show if f: M — N defines a submanifold and if M is compact, then
f: M —>f(M) is a homeomorphism. (Hint: What can be said about a con-
tinuous map of a compact space onto a Hausdorff space?)

If z = f(x, y) is a well-behaved function, then it defines a surface M < R?
which is a two-dimensional submanifold. For a point p € M we can define,
in a suitable neighborhood ¥ in R? of p, coordinates (x, y, u), where u = z —
f(x, »). Thus the surface is given locally by the equation ¥ = 0. The familiar
upper hemisphere given by z = (1 — x> — »%)!/2 > 0 is an example of such a
situation, We have the following generalization of this.

Proposition 2.11 Let M be an m-dimensional C®-submanifold of the »-
dimensional C®-manifold N and let p e M. Then there exists a coordinate
system (V, z) of N with p € V' such that:

(a) z,(p) =--- = z,(p) =0 where the z; are the coordinate functions;
(b) the set W={reV:z,.(r)="--=1z(r)=0} together with the
restriction of z,, ..., z,, to W form a chart of M with pe W.

Conversely, if a subset M < N has a manifold structure with a coordinate
system at each p € M satisfying the above, then M is a submanifold of N.

PROOF Let f: Q — N be an embedding which defines M = f(Q) and let
p = flg) for a unique g € Q. Now let (T, y) be a chart for p in N and we can
assume y(p) = 0 in R". Let U be a neighborhood of ¢ = f ~!(p) in Q and let
x =y o f|U be such that (U, x) is a chart for g in Q. Thus x(g) € R™ and for
i=1,...,m we have x; =y, o f| U are the corresponding coordinate func-
tions.

Now thecompositiony o fo x ! = Fdefinesa C*-function F: x(U) —» »(T),
where x(U) € R™ and p(T) = R", and we can write F in terms of coordinates

Vi=Sfixys ooy Xm) for i=1,...,n

The hypotheses M = f(Q) is a submanifold, yof=Fox, and x=yof|U
yield y, = x; for i = 1, ..., m in the above expression for F. Thus the rank of
DF(x(q)) is m; that is, the m x m matrix (8f;/ox;), i,j=1,...,m, is the
identity. By the inverse function theorem there exists a neighborhood D of
x(q) with D < x(U) where the first m equations can be locally inverted

X =GV1seesVm) for i=1,...,m,
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where y,,...,»y, are actually the coordinate functions defined on fo
x~ YD) = T but are also used above to denote * coordinates ” in y(T). (Note
that due to the simple expression of the first m equations y; = fi(xy, ..., Xp),
the functions g; can be explicitly computed. What are they?)
We now change from the y-coordinates to the z = (z, ..., z,) coordinates

given by

z;=y for j=1,...,m

2=y~ @1 o Vs o5 GnVis s Vi)

for i=m+1,..., n. These equations for »’s are defined on fox "} (D)= T
and are C®. They form a change of coordinates because z~! exists locally
[show det(dz,/0y,(p)) # 0] and y o z™" and z° y~* are C* on their domains.

Let ¥ > fo x~ (D) be the subset of the domain of y in T where z is defined.
Then V is a neighborhood of p in N and by unscrambling the definitions of f;
and g, and using y(p) = 0 we have z(p) = 0. Now the set W in (b) given by

W={re Vizg(r)=-=2z(r)=0}

contains p and is in M since in terms of the defining equations for z,,, {, ..., z,
we see W f(x" (D))< fiU)<f(Q)=M and also W is open in M. The
restriction of z; = y; fori=1,..., m to W equals x, (second paragraph) and
so are coordinates on W.

The converse follows from various definitions.

ReMArRk The above proof contains some machinery which is not neces-
sary in view of our definition of a submanifold and for a more direct proof
see the book by Bishop and Goldberg [1968, p. 42]. However, it can be modi-
fied to obtain the following result which is frequently used as the definition
of a submanifold [Helgason, 1962; Singer and Thorpe, 1967].

Corollary 2.12 Let P be an m-dimensional C*-manifold, let N be an n-
dimensional C*-manifold with n > m, and let f: P — N be an injective C*-
function. If for every g € P, there exists a chart (U, x) of g in P and there exists
a chart (T, y) of f(g) = p in N such that the linear transformation

D(yofox ) x(g)): R" > R"
is injective, then M = f(P) is a submanifold of N provided f(P) is given a
C*®-structure so that f: P — f(P) is a diffeomorphism.

PROOF We shall use the converse of Proposition 2.11 by showing (a) and
(b) hold. By a simple translation argument we can assume that x(¢q) = y(p) = 0.
Now near x(q) we can represent the composition y o fo x~! = Fin terms of
coordinates

y|=.fi(x1"--, m) fOI' i=1,...,n.
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Since D(y o fo x™')(x(g)) has rank m we have that some subsystem of m
equations
Vi, =fix1, .5 X) for j=1,...,m

is such that m x m matrix (6fil/6x,,) is invertible. We can assume this sub-
system consists of the first m equations and consequently can define a function

F:x(U)_'Rm:(xl’~"9xm)_'(yl""’ym)

where we use the coordinate function to also denote the corresponding point.
Thus by the inverse function theorem there exists a neighborhood D of x(g)
and D < x(U) on which F has a local inverse G. Thus the first m equations
can be locally inverted

Xi=9(V1s-eesVm for i=1,...,m,

and we proceed as in the above proof. Note that from the defining equations of
z we see that x(q) = y(p) = 0 implies z(p) = 0.

ReMArRk Let M be an m-dimensional C*®-manifold. Then it can be
proved that M is diffeomorphic to a submanifold of R" with n <2m + 1.
This theorem of Whitney can be found in the work of Auslander and Mac-
Kenzie [1963).

Proposition 2.13 Let M and N be C®-manifolds of dimension m and n,
respectively, with m>n. Let f: M - N be a C®-map and for some fixed
pe Nletf~(p)={ge M :f(q) = p}. Let every g € f ~*(p) have a chart (U, x)
in M and let p have a chart (7, y) in N such that D(y o f o x™*)(x(¢q)) : R™ — R"
is surjective. Then f~!(p) is a closed (m — n)-dimensional submanifold of
M or f~1(p) is empty.

Proor This follows from the variation of the inverse function theorem
given in Proposition 1.17 using the inverse image of the set {p} is closed (or
see the book by Spivak [1965, p. 111]).

A C*-map f: M — N such that for every g € M there is a chart (U, x) at
g and a chart (T, y) at f(g) with D(y o fo x~")(x(g)) surjective is called a sub-
mersion. Thus the injective or surjective nature of D(y o fo x"l)(x(q)) deter-
mines submanifolds.

Exercise (3) If f:R— R™is C*, then show the graph of f given by
G(f) ={(t.f(1)) : te R} is a submanifold of R™*! = R! x R™ with the in-
duced topology. Does f: R— R*:t— (1%, t%) define a submanifold? The
above can be generalized to C®-functions f: M — N.
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Definition 2.14 Let M be a C®-manifold. A C®-curve in M is a C®-map
f from some interval I contained in R into M such that / has an extension f
which is a C*-map of an open interval J > I into M. Thus if I = [a, b], then
there exists an & > 0 such that J=(a — ¢, b + ¢) and there exists a C®-
function f': J — M such that f(t) = f(¢) for all t € . Then fis frequently called
a curve segment in case / = [a, b]. A broken C®-curve in M is a continuous
map f: [a, b] > M together with a partition of [a, b] such that on the cor-
responding closed subintervals fis a C*-curve.

Examples (3) Themapf: R— R?:t— (13, t3) is a C®-curve in R? with
a cusp at (0, 0).

(4) The “wrap around” map on the torus T given in Section 2.3 with
“irrational slope ” is actually a C®-curve which is dense in T2,

(5) The map f: [0, 1] — R? given by

_ (1, sin 1/1) if t#0,
10 =0, 0) if t=0

is not a C®-curve in R? since it does not have a C®-extension to an open
interval containing 0.

We recall that a topological space M is connected if it satisfies any of the
following equivalent conditions:

(1) M is not the union of two nonempty disjoint closed subsets;

(2) M is not the union of two nonempty disjoint open subsets;

(3) the only subsets of M which are both open and closed are M and the
empty set;

4 ifM=\J,E,, where E, are open and E, n E, is empty if a # b, then
only one of the E, is nonempty;

(5) if f: M —> N is a continuous map into a discrete set, then f(M) is a
single point,

A topological space M is path connected if for every p, g € M, there exists
a continuous curve f': [a, b] = M with p = f(a) and ¢ = f(b). We have the fact
that a path connected space must be connected [Singer and Thorpe, 1967].

Proposition 2.15 Let M be a C*-manifold.

(a) If M is connected, then every pair of points can be joined by a broken
C*-curve.
(b) M is connected if and only if M is path connected.

Proor Part (b) follows from the preceding remarks and part (a). Thus
let pe M and for g € M, define g ~ p if and only if ¢ can be joined to p by a
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broken C*®-curve. Then since ~ is an equivalence relation, M is the union of
the disjoint equivalence classes

E,={geM:q~p}.

Now each E, is open in M, for if g € E,,, let (U, x) be a chart of M such that
g € U with x(g) = 0 and x(U) = B,,, an open m-ball. Now for each u € U the
point x(u) € B,, can be joined to x(g) by a C*-curve 4 in B,; that is, 1 a
straight line segment. Therefore v e U can be joined to g by the C®-curve
x~! o1 and consequently ue U can be joined to p by a broken C*®-curve.
Thus u ~ p, so that U < E, and E, is open. However, since M = | ) E, (dis-
joint), we have by condition (4) that all the E, are empty except one. Thus
every point in M can be joined to p by a broken C®-curve.

Example (6) Let ¥V =R" and let G = GL(V). Then G is an open n’-
dimensional submanifold of R”. Now let

SL(V) ={A € GL(V) : det(4) = 1}.

Then SL(V) is clearly a subgroup of GL(V) and is called the special linear
group and is sometimes denoted by SL(n, R). Now SL(V) is a closed sub-
manifold because if we let

f:GL(V)— R — {0} : A~ det(A4),

then using exercise (5), Section 1.4 for the derivative of det we see that for
all A e GL(V), D(f)(A) is surjective; that is, of rank 1. Thus by Proposition
2.13, SL(V) =f Y1) is closed and of dimension n® — 1.

We shall now use exp to obtain a coordinate system at the point I € SL(V)
and then for any point A € SL(V). For g = gl(V) we let

siVy={Xeg:tr X=0}.

Thus since tr is linear and tr[X, Y] =tr XY — tr YX = 0 we see that s/(V) is
a Lie subalgebra of g; that is, sl(V) is a vector subspace of g so that for all
X, Yesl(V)we have [X, Y] = XY — YXesl(V). Also for any Xeg,

1 1 1
X=-(tr X)I + [X——(trX)I} =-(tr X)I + ¥,
n n . n

where tr Y = 0. Consequently dim si(V) = n> — 1. Next note that exp re-
stricted to s/(V) is actually in SL(V'), since we have from exercise (3), Section
1.1 that

det(exp X) = e =1

if XeslV). Thus if we let F = exp|s/(V), we have from the proof of Propo-
sition 1,19 that DF(0) is the identity. Therefore by the inverse function
theorem there exists a neighborhood U, of 0 in si(V) and a neighborhood U,
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of Iin SL(V) such that F: Uy, — U;: X - exp X is a diffeomorphism of U,
onto Uy. Thus for ¢ in a sufficiently small interval (—4, §) of 0 € R and for X
fixed in s/(V) we see that the map

exp:si(V)-> SL(V):tX -sexptX
maps the line segment tX into a C®-curve segment in SL(V).

To coordinatize SL(V) by exp we proceed as follows. First as in the re-
marks following Proposition 1.19 we have the local C*-diffeomorphism

|0g : UI - Uo

and since U, is open in s/(V) we find that (U,, log) is a chart at I in SL(V)
[noting that tr(log exp X) = 0]. Now for any other point 4 € SL(V) we have
that

L(A): SL(V)— SL(V):B— AB
is a diffeomorphism of SL(V) and therefore the set

L(A)UI = AUI = {Au tU€E UI}
is an open neighborhood of A, using A = Al Let V= AU; and let
y =log o L(A)~'. Then (V, y) is a chart at 4 in SL(V) as shown in Fig. 2.9.
Finally we remark that G = GL(V) is not connected ; for if it were, then since
det is continuous, det(G) = R — {0} is connected, a contradiction. However,

SL(V) is connected and this follows from Proposition 2.15 and the following
result.

Fig. 2.9.
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Exercise (4) Let P(V)={A e GL(V):det A >0}. Then P(V) is path
connected.
Now to show SL(V) is connected we note that the map

6:P(V)—>SL(V): A—(det 4)~/"4

is a continuous surjection so that SL(V) is connected.

Example (7) Againlet V= R" and let
B:VxV->R:(X,Y)-B(,Y)
be a nondegenerate bilinear form (symmetric or skew-symmetric). Then the
adjoint 4* relative to B is uniquely given by
B(AX, Y)= B(X, A*Y)
for A € End(V). We have the usual rules
(aA + bB)* + aA* + bB* and (AB)* = B*A4*.
Let
K ={Be End(V): B* = B}.
Then K is a vector space and a manifold and the manifold dimension equals
the vector space dimension. Also for any 4 € G = GL(V) let
J:G—End(V): 44— AA* — L
Then f(A4) € K and let
H={AeG:B(AX, AY)=B(X,Y)all X, YeV}

={A€eG:AA* - I=0}

=f710).
Then H is clearly a subgroup of G and H is a closed submanifold of G of
dimension n? — dim K as follows.

To see this we shall use Proposition 2.13. Thus we must show for every

A € G such that f(4) = 0 that Df(A4) : End(V) - K is surjective. Forany A € G
and any Ye K, let X =1YA*"! € End(V). Then we shall show

Y = [Df(A))X)
so that Df(A) is surjective. Thus

(DRI = lim LA+ 00— f(A)]

= lim ;{[(A + 1X)(A + tX)* = I] - (44* = D]}

t—=0

= XA* + (XA%)* = Y.
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To coordinatize H we proceed as follows. Let g = gi(V) and let

h={Peg:B(PX,Y)=—B(X,PY)all X, YeV}

={Peg:P*=—P}.
Then 4 is a Lie subalgebra of g; that is, A is a vector subspace of g and for
P, Qeh we have [P, Q] =PQ — QPeh. Thus for P, Qe hand a,be R we
have
(aP + bQ)* =aP* + bQ* = —(aP + bQ)

so that & is a subspace and

[P, Q* = (POQ)* — (QP)* = —(PQ — QP)
so that [P, Q] € h as desired.
Now for any P e h we have for all X, Y e V that
B((exp P)X, (exp P)Y) = B(X, (exp P)*(exp P)Y)

= B(X, (exp P*)(exp P)Y)

= B(X, exp(— P)(exp P)Y) = B(X, Y).
Thus exp : # » H so that as in the preceding example there exist a neighbor-
hood U, of 0 in 4 and a neighborhood U, of I in H such that exp: Uy — U,
is an analytic diffeomorphism and (U,, log) is a chart at 7 in H which induces
the chart (AU, log o L(4) ") at A4 in H. Also if for any P € g we demand that
the C®-curve R — G : t — exp tP actually be in H for t in an interval about 0
in R, then by differentiating the formula B((exp tP)X, (exp tP)Y) = B(X, Y)
we obtain P € h using example (1), Section 1.2. Note that the manifold di-
mension of H equals the vector space dimension of A.

There are various subcases depending on B.

B Symmetric (1) (i) Let B be positive definite; that is, B(X, X) =0
implies X = 0. Thus there exists a basis e, , ..., e, of Vsuch thatif X = } x,¢,,
Y=Y ye, then B(X, Y)=)x;y;. In this case H is called the orthogonal
group and denoted by O(n). We also note that the vector space K={Be€
End (V) : B = B*} is just the set of symmetric matrices and has dimension
n(n + 1)/2. Thus the manifold dimension of H = O(n) is n* — n(n + 1)/2 =
n(n — 1)/2.

Now for 4 € O(n), AA* = I yields (det 4)? = 1 so that det A = +1. Thus
noting

-1

_ 1 o
A= 4 € O(n),
1

we have, since det : O(n) —» R — {0} is continuous, that O(n) is not connected.
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Let
SO(n)={Ae€On):det 4 =1}
= 0(n) n SL(n, R)

which is called the special orthogonal group. We know that SO(») is also a
manifold of dimension n(n — 1)/2 and we shall show later that SO(n) is con-
nected. In this case the Lie algebra s n sl(V) associated with SO(n) is denoted
by so(n).

(i) Now assume the general form for the nondegenerate form B; that is,
there exists a basis f;, ..., f, of ¥ such thatfor X =Yx, f;, Y =Yy, f;, then

P
BX,Y)= =) xiyi+ Y Xy
i=1 i=p+1
[Jacobson, 1953, Vol. I1]. In this case the group H n SL(n, R) is frequently
denoted by SO(p, q), where p + ¢ = n and the Lie algebra & n s/(n) is denoted

by so(p, q).
Next we shall consider ¥ = R" as column vectors with

relative to the basis f;, ..., f, so that we can write B(X, Y) in block form

— l-_Ip 0
B(X,Y)—X_ 0 I,,

] Y = X'BY,
where ¢ denotes transpose and 1, I, are the appropriate identity matrices.
Then for
Peso(p,q) ={Pesln): B(PX, Y) = —B(X, PY)}
we have
0=(PX)'BY + X'B(PY) = X'(P'B + BP)Y.

Thus P'B + BP = 0 and if we partition P into appropriate blocks

P, P
P=[ 11 12],
Py Py

then P\, = — P, Py, = —P;,, Py, = P}, ,and Py, arbitrary. Thus we obtain
the form of the Lie algebra so(p,q) and that it is of dimension

p(p— 1)/2 +q(g — 1)/2 + pg = n(n — 1)/2
using p + g =n.
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As before we can use (U;, log) to coordinatize SO(p,q) where log:
U;— U, = so(p, ). Thus we see that SO(p, q) is an n(n — 1)/2-dimensional
manifold.

Exercise (5) Show SO(p,q) is not connected (Hint: Investigate
matrices of the form
0 Azz ’

where A;, are orthogonal matrices of the appropriate size satisfying
det All det Azz = l).

B Skew-symmetric (2) Thus B(X, Y) = —B(Y, X) and there exists a
basis f,,...,f, of ¥ such that n=2p and using the preceding notation
B(X, Y) has the block form [Jacobson, 1953, Vol. 1I]

0 I P .
B(X, Y) =X'[_I Op] Y= 2 (X Yisp — X p Yi)-
P k=1

In this case we shall consider H n GL(2p, R) which is freqently denoted by
Sp(p, R), where n=2p, or Sp(p), or Sp(n, R) and is called the symplectic
group. The Lie algebra associated with Sp(p, R) equals A n gl(2p) and is de-
noted by sp(p, R). Next for P € sp(p, R) we put it into block form and find

P, P
p=|fu 12] ’

[Pzn I 29}
Whel‘e Pzz = _P'll ’ P’lz =P12, P;l =P21, and Pll al‘bitrary. Thus p2 +
p(p + 1)/2 + p(p + 1)/2 = 2p? + p = dim sp(p, R) which equals the manifold
dimension of Sp(p, R).

For future reference we present a short list of important Lie groups and
Lie algebras in Tables 2.1 and 2.2. We will describe the groups and algebras
entirely in terms of matrices. For convenience we include the groups and
algebras that have been previously discussed. First define I, , € GL(p + ¢, R)
and J, € GL(2n, R) by

_[-1, O [ o &
S S R )
In the definition of the unitary group U(n) the matrix X = () is the com-
plex conjugate matrix of X = (a,)).
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TABLE 2.1

Lie Grours

GL(n, C)
GL(n, R)
SL(n, C)
SL(n, R)
O(n, R)
SO(n, R)
o(p,q)
SO(p,q)
Sp(n, C)
Sp(n, R)
U(n)
SU(n)

nonsingular n X n complex matrices,
nonsingular #n X n real matrices,
{XeGL(n, C) : det(X) =1},
{Xe€GL(n, R) : det(X) =1},
{XeGL(n,R): X*= X1},

O(n, R) n SL(n, R),
{(XeGL(p+q,R): I, ¢ X'I; ;= X1},
O(p,q) n SL(p +q, R),

{XeGL2n, C):J, X'J,~ ' = X1},
Sp(n, C) n GL(n, R),

{XeGLn, C): X*'=X"1},

U(n) n SL(n, C).

TABLE 2.2

LIE ALGEBRAS

gl(n, C)
gl(n, R)
sl(n, C)
sl(n, R)
so(n, R)
so(p,q)
sp(n, C)
sp(n, R)
u(n)

su(n)

n X n complex matrices,

n X n real matrices,

{Xeglln, C):tr(X) =0},

sl(n, C) ngl(n, R),

{Xeglin,R): X'= —X},
{Xegllp+a,R): I, X'I; 3= — X},
{Xegl@n, C):J, XJ," = — X},
sp(n, C) N gl2n, R),

{Xegln,C): Xt = —-X),

u(n) N sl(n, C).

For more details on matrix groups the reader should consider the work of
Chevalley [1946, Chapter 1] and Helgason [1962, p. 339].

4. Tangents and Cotangents

Let M < R be a well-behaved surface given by the differentiable function
z = f(x, y) and going through the point p = (0, 0, 0). Then from calculus the
tangent plane to M at p is given by the equation

z = x 9f(0, 0)/ox + y 8f(0, 0)/dy for x,yeR.
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If this plane is cut by the plane x = 0, then the equation of the line of inter-
section is z = y 9f(0, 0)/0y and we obtain the vector (0, 1, 9f(0, 0)/dy) in the
tangent plane. Similarly (1, 0, 3f(0, 0)/0x) is in the tangent plane. These two
vectors which give the tangent plane are determined by the partial differentia-
tion of /. Thus we are led to study operators on real-valued functions which
have the properties of differentiation and we now abstract this situation to
manifolds. .

First recall that for a C*-manifold M and for p € M the set F(p) = C*(p)
of C*-functions at p e M is an associative algebra using the pointwise opera-
tions: Let U, V be open sets of M containing pand let f: U->R,g: V=R
be in F(p). Then define for a,be R

af +bg: UnV->R:q—af(q) + bglg) and fg:Un V- R:q-f(q)9(q)

Definition 2.16 A tangent at p € M is a mapping L : F(p) — R such that
for all f, g€ F(p) and a, b€ R,

(@) L(af + bg) = aL(f) + bL(g);
(b) L(f9) = L(Ng(p) + f(P)L(9).

That is, L is a derivation of F(p) into R. Let T,(M), or T(M, p), or M, denote
the set of tangents at pe M.

Example (1) For pe M = R™ and for fixed X € R™ the map

Ly:F(p)— R:f- [Df(PIX)
is a tangent at p using Proposition 1.3 concerning the product rule.

Proposition2.17 Let M be an m-dimensional C*-manifold and let p € M.

(a) Iff, g € F(p) and f(q) = g(q) for all g in a neighborhood U of p, then
L(f) = L(g) for all L e T(M, p).
(b) T(M, p) is a vector space over R.

ProoF (a) The function k defined on U by k(g) =1 for all ge U is in
F(p) and we have for any L € T(M, p) that

L(k) = L(k*), using 1=1?
= L(k)k(p) + k(p)L(k)
= 2L(k).
Thus L(k) = 0. Now we have f= kf = kg on U and therefore
L(f) = L(k)f(p) + k(p)L(f)
= L(kf) = L(kg)
= L(k)g(p) + k(p)L(g) = L(9).
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(Can the ““bump function” of exercise 6, Section 1.4 be used above?)

(b) For L, and L, in T(M, p) and for a, b € R we see that oL, + bL, is
a linear operator; that is, it satisfies (a) of the definition. Also for f, g € F(p)
we have

(aL, + bL,)(fg) = aL,(fg) + bL,(fg)
= a(L,(f)g(p) + AP)Li(9)) + B(L,(g(p) + f(P)L{ 9))
=(aLy + bL,))(Ng(p) + fip)aL, + bL,) g).

Thus aL, + bL, € T(M, p).

We shall now show that the vector space dimension of T(M, p) is m; that
is, equal to the manifold dimension of M. We shall do this by taking a chart
(U, x) of M at p such that for u; : x(U) = R where the u; are coordinate func-
tions of R™, the partial derivative operators D(x(p)) = 0/du(x(p)) in R™ for
i=1,..., meventually yield a basis d{p) for i= 1, ..., m of T(M, p).

Thus let (U, x) be a fixed chart at p in M and let f € F(p), where fis defined
on an open neighborhood V of p with f: V' — R of class C®. Now f'is of class
C® on the neighborhood U n V < U so that we can write f in terms of the
fixed coordinates x = (x,, ..., x,,) where x; = u; o x. Therefore for D = x(U)
an open set in R™ the function g=fox"!: D> R is C® on D. Thus f =
gox=g(x.,..., X, where we write g = g(u,, ..., 4,) on D. We now define
the maps

3, F(p) = F(p) : f = O(f o x™ 1)/ du; o x
which are called coordinate vector fields relative to (U, x); that is, we form the

real-valued C®-function h = 8(f o x~!)/0u; = 6g/du; defined on D to obtain
the function h o x which is in F(p). Sometimes the notations

0;=0/0x; and  9,f= offdx;
are used. The mapping ¢, has the following properties for f, g € F(p) and
a,beR,
(1) ofaf+bg)=ad,f+b0;g;
(2) 9(f9) =(0;/g + 1(0:9).

Note that for the coordinate functions x; = u; o x on U we have from the
above definition
3,~xj = auj/au" = 6”

and for the constant function f(q) = ¢ for g € U, we have 9, f = 0.
Next we define an element d(p) e T(M, p) as follows: For fe F(p) we
obtain é; f e F(p), then evaluate (J, f)(p) € R. Thus

odp)f = (0: f)(p)
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and from (1), (2) above we see d,(p) satisfies the definition of a tangent at p.

Proposition 2.18 Let (U, x) be a fixed chart at p e M where x = (x, ...,
X,,). Then the vector space T(M, p) has basis

01(p), ..., Om(p)

and any L € T(M, p) has the unique representation
L= ¥ a,2(p),

where a; = L(x;) € R. Thus the manifold dimension of M equals the vector
space dimension of T(M, p).

PROOF We can assume that x(p) =0 since ‘a translation x; =y, +t
yields d/0x; = 0/0y,. Now from Section 1.4 it is easy to see that any real-
valued C*-function g defined on D = x(U) has the Taylor’s formula expan-
sion about the point § =(0,...,0)e Dc R"

g =g(0) + izluigi,

where u; are coordinates on R™ and g; are C® at 8 € D. Thus for the real
valued function f = g o x € F(p) as previously discussed we obtain on U

f=gox=g(0)+ Z(“j o x)(g,° X)
=90) + 3%, /5
where f; = g; - x € F(p). We apply d,(p) to this equation
0dp)f = (9, f)(p)

=0+ Z 0(x; £)(p)

=, [(3:x)(p) f(P) + x,(p) 8; f{(P)] = fi(P)
using d; x; = 6;; and x;(p) = 0. Next we apply L to the same equation

L(f) = L(9(6)) + ¥ L(x; /)
=0+ ) [(Lx)fp) + x,(PLU)N = 3. a; 0,(p)f

using the preceding equation. Thus L = Y a;0,(p). The elements d,(p), ...,
0..(p) in T(M, p) are linearly independent. For if }_ a; 0;(p) = 0, then applying
to coordinate functions,

0=0(x;) = Z a;0/(p)(x)) = a;
using 3,(p)(x;) = 9;%,(p) = J;;.
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REMARK Let (U, x) and (V, y) be charts at pe M. Then on Un V we
have the coordinate functions x; and y; defined. Then 6/dx,(p) and 8/0y,(p) = L
are in T(M, p) and according to Proposition 2.18 we can represent L by

2foyp) = 3. xoy ) 00x.(p),

where the matrix ((0x;/dy,)(p)) is the nonsingular Jacobian matrix obtain by
writing x; = x(y;, ..., ¥m)- Thus we have the matrix for the change of basis
in T(M, p) when we change charts at pe M.

Examples (2) For pe M =R™ and XeR™ let Lye T(M, p) be the
tangent given in example (1) of this section. Then the map R™ - T(M, p) :
X - Ly is linear because L.y, (f) = Dfip)@aX + bY) = (aLyx + bL,)(f).
Also this map is an isomorphism. (Why ?) Thus at each point pe M = R™ we
can attach the tangent space which is isomorphic to M itself.

(3) Let N be a group with identity e and let (x, y) = xyx~ 'y~ ! be in N
and for A, B subsets of N let (A4, B) be the subgroup generated by all com-
mutators (x, y) with x € A, y € B. Then for N; = (N, N), Ny, = (N, N) we
have

NoN o> *DN>-+

and call N nilpotent if there exists k with N, ={e}. Now let N be the sub-
manifold of SL(V) consisting of the nilpotent subgroup given by the set of
triangular matrices

where * denotes arbitrary elements from R. We shall now show that the vector
space T{(N) is isomorphic to the vector space of all triangular (nilpotent)
matrices

0 *

0 "0
and denote this vector space of matrices by n. To show the isomorphism we
shall use the exp mapping by showing exp : n -» N is locally invertible. Now

for A € n we see that the associative products 42, 43, ..., A* are all in n and
since A is a nilpotent matrix A™ = 0, Thus we see that

expA=I+A+ -+ A" Ym - 1!
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is in N so that exp : n = N. Also D exp(0) is invertible. Thus as before, there
exist a neighborhood U, of 0 in n and a neighborhood of U, of Iin N so that
(Uy, log) is a chart in N at I. Consequently we have, since U, is open in n,

dim U; = dim Uy =dim n.
However dim T;(N) = dim U, and since the vector spaces T/(N) and n have

the same dimension, they are isomorphic.

Exercises (1) Show that n is a nilpotent Lie algebra. Thus first show
[n,n]={3 [4;, B)]: A;, B, € n} = n. Next define
nt=[nn and A**!'=[nk n]

and note thatno n' o -+ > n* > ---. So finally show n” = 0 for some p. This
will show that the nilpotent (Lie) group N is such that the tangent space
T,(N) is vector space isomorphic to a nilpotent Lie algebra n.

(2) Let M, N be C*-manifolds and let p e M, g € N. Then show

T(M x N, (p,q)) = T(M, p) x T(N, q) = T,(M) ® T,(N).

Recall that if ¥ is an m-dimensional vector space over R, then its dual
space V* = Hom(V, R). Elements of V* are called linear functionals and the
map

VxV*->R:(X,[f)-fIX)
is bilinear and is frequently written
AX)=<{X, /.

Now for any basis X,, ..., X,, of ¥ we have the dual basis f,*, ..., f,,* given
by

Fi¥(X) =KX, f;i*> =6y;.
From this we see any X € V can be written in the form

X =Y f*X)X;.

Definition 2.19 The cotangent space at p € M is the dual space of T,(M)
and is denoted by T,*(M), or T*(M, p), or M,*. The elements of T*(M, p)
are frequently called differentials at p and T*(M, p) is also called the space of
differentials at p.

Now let fe F(p) and define the element df € T*(M, p) by
df: (M, p)— R:L— L(f);
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that is, df(L) = (L, df> = L(f). Sometimes a more specific notation df(p) or
df, will be used. In particular if (U, x) is a chart with x; the coordinate func-
tions, then a basis for T(M, p) is given by d,(p), ..., 0,,(p) and a dual basis for
T*(M, p) is given by dx,(p), ..., dx,(p) because they satisfy
0(p), dx(p)) = 0(x;)/ox(p) = b;;.
Now for any L e T(M, p) and any fe F(p) we have from Proposition 2.18
that L =) L(x;) 0,(p) and therefore
dfil) = L(f) = Y, L(x))(: f)p)
= Z (0; S XPL(x)
=Y (3: f)(p) dx{L);
that is,
df(p) = 3. (3; f)(p) dx(p).

Combining various facts we have the following result.

Proposition 2.20 Let M be an m-dimensional manifold and let f;, ...,
/€ F(p) forpe M.

(a) Each fe F(p) equals g(f,,...,f,) on a suitable neighborhood
V = V(f)of p, where g : R" - R is of class C* if and only if dfy(p), ..., df.(p)

generate the cotangent space T*(M, p).
(b) The functions f;, ..., f,, (that is, r = m) are the coordinates of some

chart (U, f) at p where f = (f;, ..., f,) if and only if the set df;(p), ..., df,,(p)
is a basis of T*(M, p).

ProoF (a) Let (U, x) be a chart at p and suppose each f'e F(p) equals
g(fy,....[,)on V n U. Then each of the coordinate functions

xi=glfrs-s 00

and therefore dx;, = Y 0,g/(p) df, . However, since the dx’s generate T*(M, p),
the df’s also generate T*(M, p). Conversely, assume the df’s generate T*(M, p)
and represent f; in coordinates

fi=hixy, ..., x).
Then we obtain
df; = Z Oxh(p) dx,,

i=1,...,r. Now since the df’s generate T*(M, p) the m x r matrix (0, h(p))
has rank m < r. Thus we can assume that there exists a system of m functions

Ji,=hi(xes .00y Xm) for j=1,...,m
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which define a function F:R™ - R™:x =(xy, ..., X,) = (Fy(x), ..., Fy(x))
where Fj(x) = f; (x). Also DF (x(p)) is invertible so that by the inverse function
theorem we can write locally

xi=ki(fi1""’fi,,.’

where k;: R"—> R are C®. However, each fe F(p) equals G(x, ..., x,,)
locally, where G is C*, and using the above expression for x’s in terms of f;’s
we have the results.

To show (b) just note that for r = m we have df; , ..., df,, generate T,*(M)
if and only if they form a basis. Then we can use the above equations expres-
sing x; = k(fy,...,fw and f; = h(x,, ..., x,) to see f;, ..., f,, are coordin-
ates for some chart at pe M.

Exercise (3) Let U be open in R™ and let f: U— R be of class C®.
Compare Df(p) and df(p) forpe U.

5. Tangent Maps (Differentials)

In the preceding section we considered a C*-map g from the manifold M
into the manifold R and noted that the differential df(p) is a linear map from
the tangent space T(M, p) into the vector space R = T(R, f(p)); this isomor-
phism uses example (2) of Section 2.4. We shall generalize this situation by
showing that a C*-map f: M — N between two manifolds induces a linear
map df(p) : T(M, p) = T(N, f(p)). However, by means of coordinate functions
this generalized situation reduces to that of the preceding section.

Definition 2.21 Let M and N be C®-manifolds and let f: M — N be a
C®-mapping. The differential of / at p € M is the map
df(p) : T(M, p) - T(N, f(p))
given as follows. For L € T(M, p) and for g € F(f( p)), we define the action of
df(p)(L) on g by
[df(p L) g) = L(g ° f).

REMARKS (1) We shall frequently use the less specific notation df for
df(p) when there should be no confusion. Also we shall use the notation

Tf = Tf(p) = df(p)

and also call Tf(p) the tangent map of fat p. This notation is very useful in dis-
cussing certain functors on categories involving manifolds.
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(2) We note that for g € F(f(p)) the function g o f'is in F(p) so the opera-
tion L(g < f) is defined. We must next show Tf(L) is actually in T(N, f(p)) by
showing it is a derivation. Thus for g, h € C*(f(p)),

TA(L)ag + bh) = L(a(g ° f) + bh = f))
=al(gof) + bL(hf)
= a[TAL)I(g) + bITAL)I(h)
and the product rule is also easy.
The following result shows that df(p) is the correct generalization for

Df(p) of Section 1.2, where f: U - Wisa C®-map of an open set U in R™ and
W is some Euclidean space.

Proposition 2.22 Let f: M — N be a C*-map of C®-manifolds and let
p € M. Then the map
Tf(p) : T(M, p) - T(N, f(p))

is a linear transformation; that is, Tf(p) € Hom(T(M, p), T(N, f(p))). Further-
more if (U, x) is a chart at p and (V, y) is a chart at f(p), then Tf(p) has a matrix
which is the Jacobian matrix of f represented in these coordinates.

Proor Let X, Y e T(M, p). Then for a, b € R and g € F(f(p)) we have
[TflaX + bY))(g) = (aX + bY)(g > f)

=aX(gof)+bY(geof)
= [a T(X) + b TA(Y)I(g9)

so that Tf(aX + bY) =a Tf(X) + b Tf(Y). Next let x =(x,,..., x,) and

y=(,....y, be the given coordinate functions so that we can represent

f in terms of coordinates in the neighborhood V by

o= f=Lx, ..., X for k=1,...,n

Now let 9/dx, = dp) and 9/dy; = 8,(f(p)) determine a basis for T(M, p) and
T(N, f(p)), respectively. Thus to determine a matrix for Tf we compute its
action on the basis 8/dx; in T(M, p). Let

Tf(0/9x;) = 3. b;,0/0y;
be in T(N, f(p)). Then we evaluate the matrix (b;;) using the fact that y, €
F(f(p)) as follows
0fil0x(p) = 0 p)(yi o f)
= [T (2(P)I(ys)
= ; bji a(}’h)/aJ/j = by,

using 8(y,)/0y; = &;;. Thus (b;;) = (9f;/0x(p)) is the desired Jacobian matrix.
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Proposition 2.23 (Chain rule) Let M, N, and P be C®-manifolds and let
fiM->N and g:N->P
be C®-maps. Then for pe M,
T(g < f)(p) = Ty(f(p)) " Tf(p)

which is a composition of homomorphisms of tangent spaces.

ProoF Let X € T(M, p) and h € F((g » f)(p)). Then using definitions and
df(p)X € T(N, f(p)) we have

(T(g - /)D)X]I(h) = X((hog)f)
= [df(p)X1(h > 9)
= [dg(f(p)) (df(p))X ()
= [Ty(f(p)) - TAP)X1(h).

REMARKS (3) If U is open in a C®-manifold M, then U is a C®-sub-
manifold such that the inclusionmapi: U- M : x —» x is C*, Also foru e U,
Ti(w): T(U, u) > T(M, u) is an isomorphism and we identify these tangent
spaces by this isomorphism.

Many of the preceding results on submanifolds can be easily expressed in
terms of tangent maps and are usually taken as definitions. Thus let M and
N be C*-manifolds of dimension m and n, respectively, and let

f-M->N

be a C®-map. Then we have the following results.
The inverse function theorem can be stated as follows: If p € M is such that

Tf(p) : T(M, p) - T(N, f(p))

is an isomorphism, then m = n and fis a local diffeomorphism. Thus there
exists a neighborhood U of p in M such that

(1) f(U)is openin N;
(2) f:U->f(U)is injective;
(3) the inverse map f~1:f(U) - Uis C®.

We now consider separately the injective and surjective parts of the above
homomorphism Tf(p); this was discussed in Section 2.3.

We have fis an immersion if and only if Tf(p) is injective for all pe M. In
case f is injective, fis an embedding. Also f(M) is a submanifold of N if fis an
embedding and if f(M) has a C*-structure such that f: M — f(M) is a diffeo-
morphism. Thus from preceding results we have that the following are
equivalent:
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(1) Tf(p) is injective;
(2) there exists a chart (U, x) at p in M and a chart (V, y) at f(p) in N
suchthat m<nand x;=y,;offori=1,...,mand y;of=0forj=m+ 1,
Lo n;
(3) there exists a neighborhood U of p in M and a neighborhood V of
f(p) in N and there exists a C®-map g: V' — U such that f(lU)c Vand g f
is the identity| U.

A C®-function f: M — N satisfying (1) at pe M is called regular at p.
If fis regular at every p € M, then it is also called a regular function.

We have f is a submersion if and only if Tf(p) is surjective for all p e M.
Also the following are equivalent:

(1) Tf(p) is surjective;

(2) there exists a chart (U, x) at p in M and a chart (V, y) at f(p) in N
suchthat m>nand x;, =y;offori=1,...,n;

(3) there exists a neighborhood U of p in M and a neighborhood V of
f(p) in N and a C*-map g : V' — U such that f(U)> V and f - g is the iden-
tity | V.

Using the surjective nature of Tf(p) we reformulate Proposition 2.13 and
construct submanifolds using the following version of the implicit function
theorem: Let f: M — N be a C*-map of C®-manifolds and let m = dim M >
dim N = n. Let g € f(M) be a fixed element and let

S M) ={peM:f(p)=q}.

If for each p € f~'(g) we have Tf(p) : T(M, p) > T(N, f(p)) is surjective, then
£~ Y(g) has a manifold structure for which the inclusion map i:f~'(g) > M
is C*. Thus f~(q) is a submanifold of M. Furthermore the underlying
topology of the submanifold f ~!(q) is the relative topology and the dimension
of f~Ngq) is m — n.

Examples (1) We next consider the special case of f: M - N where
M =R or N = R. First let N = R; that is, fe C*(M). Then combining the
notation of Sections 2.4 and 2.5 we have Tf(p) = df(p) and for X e T(M, p)
we have Tf(p)(X) € T(R, f(p)) = R. Thus for u: R— R: t -t the coordinate
tunction on the manifold R, we have for some a € R

Tf(p)X = a(d/du)

and as before a = a(d(u)/du) = [Tf(p)XNu) = X(u o ) = X(f), using u(t) = 1.
Consequently the map

T(R,f(p)) — R :a(d/du)—a
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is the isomorphism which yields

Tf(p): T(M, p) > R;
that is, which yields the cotangent space.
(2) Next consider f: R - M formulated in terms of curves. Thus let
I=(a,b)andleta: I - M be a C*-curve which admits an extension & : (a — ¢,

b + ¢) » M (Definition 2.14). The tangent vector to « at t € / is denoted by
a(t) and defined by

a(t) = [Ta(D)](d/du),
where u: R — R is the coordinate function discussed above.

Now let X e T(M, p). Then there exists a curve o : I -+ M, where I is an
interval containing 0 € R such that «(0) = p and a(0) = X, for let (U, x) be a
coordinate system at p with x(p) = 0 and find a curve 8 : R - x(U) = R™ with
B(0) = 0 and £(0) = [Tx(p)I(X); that is, § a straight line. Then a = x ! o B is
the desired curve

&(0) = [T(x~" o BYO))(d/du)

= Tx"Y(x(p)) - f(0),  using the chain rule and x(p) =0

= Tx"(x(p) * [Tx(p)(X) = X
and

(0) = x~(B(0)) = p.
Also for fe F(p) we have
X(f) = a(0)(f)
= [(Tx(0))(d/dw))(f) = d[du(0)(f ° a).

Let (U, x) be a chart on M and let a: (a, b)) > Uc M be a C®-curve as

above. Then for t € (a, b) we can represent
i(t) = [Tu())(d/du) = Y. a, 3, (a()) € T(M, (1))

and evaluate the coefficients a, = a,(f) using the dual basis of differentials as
follows.

a;=dx (3 a, &)
= dx(d)
= dx,[do(d/du)], notation
= d(x; - a)(d|du), chain rule
=dfdu(x; - a),
where we use the definition of differential of a function applied to a tangent

(note paragraph following Definition 2.19). Thus as in calculus the tangent
vector to a curve « is obtained by differentiating its coordinate representation.
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(3) Consider the special case when M = G =GL(n, R). We shall con-
struct an explicit vector space isomorphism of g = gl(n, R) onto T;(G). Thus
for any fixed X € g let

a:R-G:t—-exptX.
Then « = d and define an element X € T,(G) by
X(f) = a(0)(f)

for any fe F(I). From the preceding example we actually have X € T;(G)
since «(0) = /. Next note that

X(f) = (T O))(d/dw)](f)
= d/du(0)(f > o)
= lim [f(exp tX) — f(D)]/t

t—0
= [DAU)I(X). (%)
Now define the mapping
9:9-T(G): X~ X,
where ¢ is well defined and for X, Y € g and a, b € R we use Eq. (x) to obtain,
for any fe F(I),
eaX +bY)f)=aX + bY(f)
= [DfiI)|aX + bY)
= aDf(I)(X) + bDfUIXY)
=aX(f) + bY(f)
= [ap(X) + bo(Y))(f)

so that ¢ is a vector space homomorphism. Next suppose X =0 and let

Uy, ..., U, (m=n? be coordinates in g (=R™) corresponding to a basis
Xy ,..., X, of g. Let X=) x,X,eg with ¢(X)=X =0 and let f;=
u, o log € F(I) as previously discussed. Then fi(/) = 0 and since X = 0,
0=Xf;
=lim [f(exp 1X) — fUDl/t,  Eq. (%)
t=0
= xi

so that X = 0 and ¢ is an isomorphism. We frequently omit this isomorphism
and just use the most convenient identification for a given problem.
(49 Let f:G— G be a C®-automorphism of G = GL(V). Then from
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Section 1.6 we see that the “tangent map” Df(I) is an automorphism of the
Lie algebra g = gl(V). Thus relations on the Lie group are translated to
relations on the Lie algebra by the tangent map.

6. Tangent Bundle

In this section we shall show how to make the collection of tangent spaces
of a manifold into a manifold. We also discuss mappings of such manifolds
and use them to define vector fields in the next section.

Definition 2.24 Let M be a C*-manifold of dimension m and let
T(M) = | J{T(M,p): pe M}
which is a disjoint union. We call T(M) the tangent bundle of M.

We now make T(M) into a manifold (Fig. 2.10). We shall frequently
denote the points of T(M) by the pairs (p, Y) where pe M and Y e T(M, p);
the p is unnecessary in this notation but convenient. First T(M) is a Hausdorff
space as follows. Let

n:TM)->M:(p, Y)-p

be the projection map. For (p, Y) € T(M) let (U, x) be a chart at p in the atlas
o of M. Then n~'(U) ={(g, X) e T(M) : g€ U}. Now if (g, X) en”}(U),
then in terms of coordinates x(q) = (x,(q), ..., x.(q)) and X =) a; 8/0x/(q),
where a, = af{q). The map

Gy (U)>R*™:(q, X) > (x(q), - .., Xulq@)s 0y, ..., Gy

is injective and there isa unique topology on T(M) such that for all (U, x) e &,
the maps ¢, are homeomorphisms (why ?). This topology defined by the sets
n~1(U) can easily be seen to be Hausdorff using the fact that M and R™ are
Hausdorff. Also note that since M has a countable basis of neighborhoods,
then so does T(M).

Next we define a C™-atlas on T(M) so that the projection map
n: T(M)— M is a C®-map. Thus for each (p, Y)e T(M) let = (U) be a
neighborhood of (p, Y) where (U, x) is a chart at p and let ¢(U) = ¢ :
7~ Y(U) - R*™ be the above homeomorphism. We claim that (™ '(U), ¢(U)) is
a chart at (p, Y). Thus we must show any two such coordinate neighborhoods
are compatible. Therefore, let (U, x), (V, y) be charts at p where the x and y
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are C®-related by x =f(y) on U V; that is, f=x-y~'. Now in terms
of coordinates let x, = fi(y1, ... Vm)s

SU) =215 vy Zms Zmtrsoees Zam)s Q) =Wy oy W s W g5 ooy W)
where
z{(q, X) = x(q) for i=1,...,m,
Zivm(@, X) = a; for j=1,...,m,
and similarly wi{g, X) =y{q) for i=1,...,m and w;,,(g, X) = b, where
X= Z b; 0/dy{q).
Now for (g, X) e n (U) n n~ (V) we have first fori=1,...,m

zi(q’ X) = xi(q) =f.(}’1(q), s ym(q)) =.fi(w1(qs X), ey wm(q9 X))
so that the first m coordinate functions are C®-related. Next forj=1,..., m
and for X =Y a; 0/0x,(g) we note that

zj+m(q’ X) = aj(q) = X(x.i) = de(X)

and similarly dy;(X) = w;, (¢, X) for j =1, ..., m. Thus by the transforma-
tion law for differentials (note remark following Proposition 2.18),

Zirm(g, X) = dxj(X) = ; 6xj/ayk(q) dy(X)
= ;fju(yl(q), v s Vul@)) Ayl X)
= ;f_'ik(wl(q’ X)’ ceey Wm(‘], X))wm+k(q’ X)

which is a C®-relationship where f;, = éf;/0y, recalling x;, =fi(y1s s Vm)-
Thus all the coordinates are compatible. The Hausdorff space T(M) with the
maximal atlas determined by the above charts is a C*-manifold and we shall
always consider the tangent bundle with this C®-structure.

Finally we note that the projection map n: T(M)—> M : (p, Y) - pis C*.
For let (U, x) be a chart at p and let ¢(U) = (2, ..., Z5,,) be a coordinate
system at (p, Y) as above. Then in terms of coordinates, x; o (g, X) = z,(q, X)
for i = 1, ..., m which shows that the coordinate expressions x; o & = z; are
C™ (see Fig. 2.10).

7 (M)

(p,X)
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We now discuss real vector bundles [Lang, 1962; Loos, 1969].

Definition 2.25 A vector bundle E over a C*-manifold M is given by the
following.

(a) E is a C*-manifold.

(b) There is a C*-surjection n: E — M called the projection map.

(c) Each fiber E, = n~!(p) has the structure of a vector space over R.

(d) E is locally trivial; that is, there is a fixed integer n so that for each
p € M there exists an open neighborhood U of p such that U x R" is diffeo-
morphic to 7~ }(U) by a diffeomorphism ¢ so that the accompanying diagram
is commutative, where pr, is the projection onto the first factor; specifically,

¢ -
UxR —— 2 '(U)
NS
U

7 o ¢(q, X) = q. Furthermore we require for each g € U that ¢(g, )is avector
space isomorphism of R" onto E, = n~!(g).

Examples (1) E = T(M) the tangent bundle where n=m and
R"=TM,p)=E,.
(2) Let M be a C®-manifold and let

T (M) ={J{T*(M, p)} : p e M},

which is called the cotangent bundle. Then analogous to the construction of
T(M) we make T*(M) into a C*-manifold. Thus for E = T*(M) we see that
T*(M) is a vector bundle and E, = 1~ Y(p) = T*(M, p).

Definition 2.26 Let M and N be C*-manifolds and let E and E’ be vector
bundles over M and N, respectively. A bundle homomorphism is a pair of
(surjective) maps (F, f) such that:

(a) F:E—-E' andf: M — N are C*-maps;

(b) the accompanying diagram is commutative; that is, n’ o F = fo 7.

E —, F

M_f"N



6. TANGENT BUNDLE 77

Thus for each pe M, F(r™(p)) < (=) '(f(p)).

(¢) Foreach p € M, the restriction F: E, — E’,, of the fibers is a linear
transformation of the corresponding vector space structures. Also (F, f) is a
bundle isomorphism of E onto E’ if it is a bundle homomorphism such that
the maps F and f are surjective diffeomorphisms. It is easy to see that in this
case the pair (F !, f7!) is a bundle isomorphism of E’ onto E.

Examples (3) Letg: M — N be a C®-map. Then we define the map

T(g) : T(M) > T(N) : (p, X) = (g(p), [T(g}(P)I(X))

where X e T(M, p) and therefore [T(g)(p)I(X) € T(N, g(p)). Then (Tg, g) is a
bundle homomorphism of T(M) into T(N) because the diagram

Tq
(M) —— T(N)

4

is commutative and T(g)(p) : T(M, p) — T(N, g(p)) is a vector space homo-
morphism.

Next note if we also have another C*-map 4 : L - M of manifolds, then
geh:L— Nisa C®map and

T(g -~ h) = T(g) » T(h) : T(L) - T(N),

so that (T(g  h), g © h) is a bundle homomorphism. Thus T can be regarded
as a covariant functor from the category whose objects are manifolds and
morphisms are C®-maps into the category whose objects are vector bundles
and morphisms are bundle homomorphisms [Loos, 1969].

It will be easy to see later that if G is a Lie group, then the tangent bundle
T(G) is a Lie group and is isomorphic as a vector bundle and as a Lie group
to the Lie group g x G (semi-direct product) where g is the Lie algebra of G.
Thus the tangent bundles which we want to consider are of a relatively
simple nature.

Exercise (1) Let M and N be C®-manifolds and let M x N be the
corresponding product manifold. Show the tangent bundle T(M x N) is
bundle isomorphic to T(M) x T(N).
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7. Vector Fields

We have previously discussed the coordinate vector fields d; = 9/0x; and
saw that they were functions defined on a neighborhood U of p e M which
assigns to each g € U a tangent vector 0,(q) e T(M, q).

Definition 2.27 Let M be a C®-manifold and let T(M) be the correspon-
ding tangent bundle. A vector field on a subset A — M is a map X : 4 - T(M)
such that 7 « X = idy| 4. Thus X assigns to each p € 4 a tangent vector X(gq),
where X(q) € T(M, q), but such that p =idy(p) = (n o X)(p) = n(X(g)) = g.
That is, the tangent vector assigned to p by X is actually in T(M, p). Also X
is a C*-vector field on 4 if 4 is open and if for each fe C*(A) the function
Xfis in C*(A) where we define Xf by the action of the corresponding tangent
vector: (Xf)(p) = [X(P)I(f). Thus X is C* on M if and only if X : M - T(M)
is a C®-mapping of manifolds.

Example (1) Let M = R* and let 4 = B(0, r) the open ball of radius r
and center 0. Then with coordinates u; , ¥, on A a C*-vector field X on A4 can
be written

X = ay(uy, u3) 0/0uy + ay(uy, u;) 0/0u,

where the g, and a, are C®-functions on A as shown below. Thus a C®-vector
field is a well-behaved variable tangent vector.

REMARKS We now consider a vector field on M locally in terms of co-
ordinates. Thus let (U, x) be a chart on M with U open in M, then we have
the following.

(1) The coordinate vector fields 9, = d/dx; are C®-vector fields on U.
This follows from the previous discussion: d,(p)e T(M,p) so that
(m 0 0;) (p) = p. Next if fe C®(U), then g =fox~!:x(U)— R is C® on the
open set x(U) = R™. Also 0,(f) = dg/du; o x is C* on U where u,,...,u,
are coordinates on R™.

(2) If Xis a C®-vector field on U, then there exist functions a; € C*(U)
such that X =) a; 9, on U. Furthermore the a; = X(x;). Thus the functions
a;: U— R exist because for each g € U, the tangents 8,(g),i =1, ..., m, form
a basis of T(M, ¢) and X(q) = . a|(q) 0/(q) for some a(q) € R. The a;are C*
since d,(x;) = &; and a; = ) a; O,(x;) = X(x;) which is in C*(U). Also note
that if X is a C*-vector field on M, then the restriction X|U is a C*-vector
field on U and has the above expression in coordinates. Thus summarizing
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we sec that a vector field X is C* on M if and only if for every chart (U, x) the
corresponding component functions @; = X(x;) are in C*(U).

The following result is frequently taken as a definition [Helgason, 1962].

Proposition 2.28 We have that X is a C®-vector field on M if and only
if X is a derivation of the algebra C*(M) into C*(M).

PrOOF For each f, g e C*(M) and a, b € R the properties

X(af + bg) = aX(f)+ bX(g) and  X(fg) =(Xf)g + f(Xg)

follow from the corresponding properties for tangents (Definition 2.16). Also
by definition X is C® if and only if Xfe C*(M).

We have seen that a C®-vector field X on M restricts to a tangent X(p)
and we now consider the converse of extending a tangent to a vector field.

Proposition 2.29 Let M be a C®-manifold and let X' e T(M, p). Then
there exists a vector field X which is C® on M such that X(p) = X.

ProoF We can choose a chart (U, x) at p such that X =Y b, 0,(p). Thus
defining the constant functions a;: U~ R:q—b; we see that Y =) a; 0,
is a C™-vector field on U such that X = Y(p). Now let ¢ : M > R be a C*®
“bump function™ at p; that is, from exercise (6), Section 1.4 we have
pe Dc U, where D is an open neighborhood of p and the C®-function ¢
satisfies 0 < p(x) <1 for all xe M and ¢(¢g)=1if ge D and ¢(x) =0 #f
x e M — U. Then we define

_ QY on U,

X 0 on M-U.

Thus X(p) = ¢(p) Y(p) = X and by construction X is a C®-vector field on M.

Example (2) For the manifold G = GL(V) we identified in Section 2.5,
T,(G) with g = gl(V) and for X € g we define a C®-vector field X on G by its
actionon fe C*(G)atpe G

XN(p) = X(f= L(p)) = [TL(P)U) - X)(S)

where L(p) : G - G : ¢ — pq. Then X is C* since the right side of the equality
consists of C®-operations and note (Xf)(/) = X(f) so that X(/) = X. Also
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X(p) = [TL(p)I)) X € T(G, p) so that [ro X}(p) =p which shows X is a
vector field. Using (») of example (3), Section 2.5 we have

(XN)(p) = X(f - L(p))
—lim [fe L(p))(exp tX) — [fo L(p)I(J)

t=0 t
_ i [P exp tif) —f(p)
t=0

d
= Ef(l’ exp tX)|=0-

We shall let D(M) denote the set of all C®-vector fields on M. Then we
have the following algebraic results concerning these derivations

Proposition 2.30 (a) D(M) is a Lie algebra over R relative to the
bracket multiplication [X, Y] = XY — YX.
(b) D(M) is a left F-module over the ring F = C*(M).

Proor (a) Clearlyif X, Ye D(M)and a,be R, then aX + bY € D(M)
by just checking the properties of a derivation. Next we shall show
[X, Y]= XY — YXis a derivation

(X, YI(fg) = X[(Yf)g + f(Yg)] - YI(Xf)g + f(Xg)]
=(XYf)g + (Yf)Xg) + (Xf)(Yg) + f(XYg)
— (YXf)g — (Xf)(Yg) — (Yf)(Xg) — f(YXg)
= ([X, Y1f)g + f([X, Y]g).

The multiplication [X, Y]is bilinear and satisfies [X, Y] = —[Y, X]. Also the
Jacobi identity

[x. [y, Z1]+ [V, [Z, X]]+ [Z, [X, Y]] =0

is a straightforward computation which is always satisfied for the bracket of
endomorphisms,

(b) It is easy to see that the various defining properties of a left module
are satisfied; for example, (f + @)X =fX + gX or (f9)X =f(gX) forf,ge F
and X € D(M). However, note that D(M) is not a * Lie algebra” over F since
for “scalars™ f, g € F we do not obtain the correct action relative to the
product

[fX, gY]=/glX, Y] + (Xg)Y — g(Y/) X # fgl X, Y].
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ReMArk  If for a chart (U, x) on M we let X =Y a;0;and Y=Y b, 0;
be in D(U), then for any fe C*(U), (XY)Xf) = X(Yf)e C®(U) and

(XY)f) = ; X (bi 0(1))

b, o 02
_Z('axak +bia Lox a)(f)

which shows XY is not a tangent vector. However because the order of
differentiation can be interchanged, the second-order derivatives vanish in
[x, Y]

Example (3) Letu,,u,, u, be coordinate functions on M = R? and let
X=u203—u362, Y=u3al—u153, Z=u152——u251.

Then X, Y, Z are linearly independent (over R) C®-vector fields and the
vector space L spanned by X, Y, Z is a Lie algebra because the products

[X,Yl=-2, [V, Z]=-X, [Z,X]=-

are all in L.

Next we consider the action of a C®-map f: M — N on vector fields. First
we note that finduces a map Tf(p) : (M, p) - T(N, f(p)) which maps tangent
vectors into tangent vectors. However, in general, it is not possible to map
vector fields on M into vector fields on N by Tf. Thus for any X e D(M)
define the map

Tf(X) : M > T(N) : p - [Tf(p)] X(p)

noting that [Tf(p)1X(p) € T(N, f(p)).

One would like to use (Tf)X to define a vector field over N or even over
f(M) by taking a point r = f{p) € N and defining [(Tf)X](r) to be [TAp)] X(p).
However, this is not always possible as shown by the following. Suppose
p#q but f(p)=fg). Let Xe D(M) be a C%-vector field such that
Tf(p) X(p) # Tf(q) X(¢) both of which are in T(N, f(p)). Then we can not assign
a unique value to (Tf)X at r € N by the desired process.

Exercise (1) Iff: M — N is a diffeomorphism, then show that a vector
field can be defined on N by the formula [(Tf)X]of ! : N— T(N).

Definition 2.31 Let f: M — N be a C*-map and let X € D(M), Y € D(N)
be vector fields. Then X and Y are f-related if (Tf)X = Y o f; that is, for all

peM, Tfip)- X(p) = Y(f(p)).
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Thus if X and Y are f-related, then for every g € C*(N)

(Yg)of=X(g-~f),
for if pe M, then
[(Yg) o fp) = (Yg)(f(p)) = Y(f(p))g
= [Tf(p) - X(p)lg = X(p)(g °f) = [X(g - N)(p).

Definition 2.32 Let f/: M - M be a C*-map and let Xe D(M) be a
vector field on M. Then X is f~invariant if X is f~related to X. Thus X “com-
mutes” with the action of f by means of the formula TfX = X o f; that is

T(p) X(p) = X(f(p)).

Another way of viewing the f~invariance of X is by noting that Tf(p) X(p)
and X(f(p)) are bothin T(M, f(p)) so that the f~invariance of X means they
are equal.

Example (4) For G =GL(V) and Xegl(V) we defined the vector
field X on G by (Xg)(p) = X(g ° L(p)) where g € C*(G). Now for any a € G,
X is L(a)-invariant. Thus let f = L(a), then for any g € C*(G)

(TP X(D))g) = X(p)g -f)
= [R(g-Np)
= X((g f) ° L(p)), definition of X
= X(goL(a)> L(p)), usingf=L(a)
= X(g ° L(ap)) = (Xg)(ap) = [X(ap)}( 9).

Thus Tf(p)X(p) = X(f(p)); that is, TL(a)X = X o L(a). The vector field X is
called left invariant or G-invariant and will be used in yet another definition of
the Lie algebra of G,

Proposition 2.33 Let X, and Y,, X, and Y, be f-related. Then [X,, X,]
is f-related to [ Y, ¥,].

ProOF Since the X’s and Y’s are f-related we have using the paragraph
following Definition 2.31 for any g € C®(N) that

Y,(Y,9)f(p) = Xo(Y g o f)(p)
= Xy(X1(g - N)(p) = [X; X, (g - NP
Thus since a similar formula holds for Y, Y, we have
(Y1, Y2lo)f(p) = ([X,, X;)(g > /))p)
so that [Y,, Y,]is f-related to [X;, X,].
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Proposition 2.34 Let f: M — N be a C®-map.

(a) If fis an immersion, then for every Y e D(N) there is at most one
X € D(M) such that X and Y are f-related. In this case the X € D(M) exists
if and only if for every p e M we have Y(f(p)) € Tf(p)T(M, p).

(b) If fis a surjection, then for every X € D(M) there is at most one
Y e D(N) such that X and Y are f-related.

Proor (a) Let Ye D(N) and let X,Ze D(M) with Tf(p)X(p) =
Y(f(p)) = Tf(p)Z(p). Then since Tf(p) is injective X(p) = Z(p); thatis, X = Z.
Now if X exists, then by definition Y(f(p)) = Tf(p)X(p) € Tf(p)T(M, p) and
conversely one can define X by X(p) = Tf(ip) ' Y(f(p)) and this defines a
vector field on M.

All that remains to show is that X is C®. Now since Tf(p) is injective we
have from Section 2.5 that for p € M there is a chart (V, y) at f(p) in N so that
(U, x) is a chart at p where x; =y, o ffori=1, ..., m. Now with these co-
ordinates we let X =) a; d; on U, then for g € U we have

alq) = X(x))(q) = [X(y: )]q)
= (TX)(yollg) =T XN DNy)
= [Y(f@)y) = [(Yy) - f1q)
which shows a; is C* because Yy, and fare C*.

The proof of (b) is a straightforward exercise.

Exercises (2) Let f: M —> M be a C®-map. Show that the set of f-
invariant vector fields in D(M) is a Lie subalgebra of D(M).
(3) Let G = GL(V) and let u be an analytic multiplication on G; that is,

p:GxG-G:(x,p) - pulx,p)
is an analytic mapping of manifolds. Now form the differential
Tu: T(G, x) x T(G, y) - T(G, u(x, y));
that is, for X e T(G, x) and Y € T(G, y) we have
(T, NIX, Y) € T(G, ulx, ).
(i) For X e T;(G) = gl(V) show the map
Ky, X): G- T(G) : x - [(Tu)(x, DO, X)
is an analytic vector field on G if and only if u(x, I) = x for all x € G;
(ii) Similarly discuss the function
r(u, X) : G- T(G) : x - [(Tw, x)I(X, 0);
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(iii) In case yu is the usual associative multiplication on G, compare the
vector fields I(u, X), r(u, X), and X of example (2).

(4) What can be said about a function f'e C*(R™) such that [fX, Y] =
SIX, Y] for all C*-vector fields X, Y € D(R™) (note Proposition 2.30)?

8. Integral Curves

Let o« be a C®-curve defined on (a, b) into M as discussed in Section 2.5.
Then the tangent vector d(f) is given by a(f) = [T a(d/du)](t) e T(M, «(1)).
Thus & : (a, b) » T(M) is a C*-map such that the accompanying diagram is
commutative.

M

Definition 2.35 Let M be an m-dimensional C*-manifold and let X be
a C®-vector field on M. An integral curve of X is a C®-curve «: (a, b) -~ M
such that the tangent vector to « at each t € (@, b) equals the value of X at
a(t); that is, &(f) = X(«(t)) all t € (a, b). Thus the accompanying diagram is
commutative.

(ab) —— T

~_ |
M

In terms of a chart (U, x) of M we have from Section 2.5,
a‘ = Z d(x, o a)/dt 5!
and writing X in coordinates on U

X=zaiai
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we obtain a as an integral curve of X if and only if
dx;oa)dt =a xy 00, ..., X,00) for i=1,...,m.

We now summarize the facts we shall need concerning the solutions of
such differential equations and the proofs can be found in the work of
Dieudonné [1960] and Lang [1968].

Proposition 2.36 Let U be an open subset of R™, let pe U, and let
ag;eC*(U)fori=1,...,m. Then

(a) there exists an open neighborhood D of p with D < U,

(b) there exists an open interval (—¢, g) < R;

(c) thereexistsa C*-mapf:(—s, &) x D> U: (1, w) - f(t, w) such that
for each w e D the function a,, : (—¢, &) > U t - f(t, w) with a; = u; © a,, for
i=1,..., msatisfy

(i) dafdu(t) = afoy (1), ..., ay(D)all te(~¢, ¢), and
(ii)) a,0) = w; where w; = u;(w).

Moreover if &, : (— ¢, &) - U with (=&, §) = (—¢, &) satisfies (i) and (ii), then
a, =a,|(—g &.

Thus the unique solutions to the above differential equations depend in a
C*-manner on the initial conditions. We now translate these facts to mani-
folds [Bishop and Goldberg, 1968; Singer and Thorpe, 1967].

Theorem 2.37 (a) Let M be a C*-manifold and X e D(M) a C®-vector
field on M and let p € M. Then there exists an open neighborhood D of p
in M and an open interval (—¢, e)c Rand a C*-map f: (—¢,e) x D> M
such that for each w e D the curve

a,:(—¢& )= M:t>f(t,w)

is the unique local integral curve of X defined on (—e¢, &) with «,(0) = w. In
particular a, is a local integral curve through pe M.

(b) For each te(—e¢, ¢) the C®-map ¢(z) given by ¢(t) : D> M : w—
Sf(t, w) satisfies:

(i) if s,t and s+ 1 are in (—¢, &), then @(s+1) = (s)o d(t) on
()~ '(D) n D;
(ii) ifte(—e¢, ¢), then ¢(t) " exists on D n ¢(1)(D) and ¢(1) ! = $(—1).
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A map ¢ :(—¢,€) x D M such that ¢(t) satisfies (i) and (ii) above is
called a local one-parameter group on M.

Proor (a) Let (U, x) be a chart at p in M and let U = x(U) = R™.
Then on U’ we have X =) a; 0, where a,e C*(U’). By Proposition 2.36,
there exist D'c U’ and (—¢,e)=R and f':(—¢, &) x D' > U’ with the
desired properties which can be translated back to M by x ™%,

(b) We use the uniqueness part of Proposition 2.36 as follows. For fixed
te(—¢, &) the curves u(s) = f(s + t, w) and v(s) = f(s, p(£)(w)) are integral
curves of X defined on a subinterval of (— ¢, &) which contains 0 and by the
initial conditions we have u(0) = v(0) = f(t, w). Thus by the uniqueness

u = v; that is, @(s + 1) = @(s) o ¢(1). Also ¢(t) ™' = ¢(—1).

The preceding results on differential equations are also true when C® is
replaced by “analytic.” Furthermore, if the vector field depends analytically
upon a parameter, then the integral curve does also as follows.

Definition 2.38 Let M be an analytic manifold and let ¥ be a Euclidean
vector space over R. Let A denote an element in V and let X(A) be an analytic
vector field which is a function of 4 € V. Then X(A) depends analytically on
the parameter 4 € V if for any p € M and any function f analytic at p, the
mapping Dom(f) x V' — R : (g, 4) - [X(A)(f))(g) is analytic.

Using the results of Dieudonné [1960] and Lang [1968] on this dependence
we have the following.

Theorem 2.39 Let M be an analytic manifold, ¥ a Euclidean vector space
over R, and X(4) an analytic vector field which depends analytically upon
the parameter 4 € V. Then for any p € M, there exist an open interval (— ¢, &)
< R and an open convex neighborhood U of 0 in ¥ and an analytic map
u:(—e € x U>M:(t, A) — u(t, A) which is the unique local integral curve
of X(A) through pe M,

PrOOF Since this is a local result, we can assume M is an open set in
R™ so that the vector field X(A4) can be represented by analytic functions
afx,A) on MxV for i=1,...,m; that is, X(4)=) a;0 where
a;: M x V— R are analytic. Thus we now have as before a system of (para-
meterized) differential equations for the integral curve, and the results follow
from Dieudonné [1960, Theorem 10.7.5], for example.

Exercise (1) Show that the vector fields X, /(u, X), and r(y, X) in
exercise (3), Section 2.7 depend analytically on the parameter X € gl(V).
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Example (1) Let p=(0,0)e R* =M with coordinates (u,, u,) and
let X = 0, + exp(—u,) 0, be a vector field on all of M. Then the equation for
the integral curve « is

doy/dt = 1 and do,/dt = exp(—ay).

Let D ={(x,y)e R*: —1 <y < 1} be an open neighborhood of p and let
¢ =e" 1. Then for t e (—¢, €) and for w = (w;, w,) € D, the C*-map

Si(—¢ 8 x DM :(1,w) > (t + wy, log(t + exp wy))

is such that
a,(t) = (a1(t), az(t))
with
o, () =t +w and o, (1) = log(t + exp w,)

is a solution to the above equation with a,,(0) = w.

ReMARK Theorem 2.37 gives only local existence and uniqueness of
integral curves and it is not always possible to find global curves; that is, it is
not always possible to extend the domain (—¢, ¢) to all of R. Thus, for ex-
ample, let M = R* —{(0, 0)} with coordinates (u, , u,) and let X = d,. Then
the integral curve a(t) of X through (1, 0) is a(t) = (¢ + 1, 0) which cannot be
extended to a curve in M defined on all of R because (0, 0) is not in M.

Let M = R* and let X = —u, 0, + u, 0, be a vector field on M. Then the
general form for the integral curve (1) is

a,(t) = (w,cost —w,sint, w,cost+ w, sint)

and «,(0) = w. Note that «,(?) is defined for all t € R.

Definition 2.40 A vector field is complete if all its integral curves have
domains all of R.

Exercise (2) Show X = —u,d, +u, 0, is complete on R% Is X =
exp (—u;) 8, + 8, complete on R*?

Examples (2) Let G=GL(V) and let g=glV) be identified with
T{(G). For X € g we have defined the G-invariant vector field X by (Xf)(a) =
X(f ° L(a)) for all ae G and f'e C*(G). Let E;, be the usual matrix basis of
End(V) which gives coordinate functions v;; on G; that is, u;(a) = (a;;). We
write X = Y X;; 0/0u;; so that X,; = X(u;,) are in C*(G) and we now compute
the coordinate functions X;.

For a, x e G we have

"

(uyy ° L@)(x) = uy(ax) =k2 U @uy(x),
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using matrix multiplication. Thus applying X to this formula for u;; - L(a) we
have

X(u,'j ° L(a)) = X(; uik(a)ukj)
= Zk: uula) X(u) = ; upla)xy;,
where we write X = x;; 0/0u(I) € g and have x,, = X(u,,) = X,,(I). Thus
letting f = u;; in the definition of X we obtain
Xij(a) = ()?uij)(a)
= X(“ij ° L(a)) = Z ugla@)x;, (*)
k

so that the equation for an integral curve « of X is
d(uijoa)/ds=zk:(uikoa)xkj for i=1,...,m

From example (2) in Section 2.7 on X we have
(X/)p) = df(p exp tX)/dt] o
50 that for p = g exp sX we have
(Xf)q exp sX) = df[g - exp(s + )X1/dt| o
= df(q * exp uX)/du|,-, = df(q - exp sX)/ds,

where associativity is used in the first equality. Thus for g = I and = u;; we
have

duy(exp sX)/ds = (Xu,)(exp sX) = Y. ug(exp sX)x,;
k

using (%) above tor the last equality. This shows that a(s) = exp sX is the
solution of the equation for the integral curve of X

doyyfds = ) oy and a(0) =1,
k

where a;; = u;; o a. In terms of the given matrix X = (X)) this equation can
be written: da/ds = X which yields a(s) = exp sX which is a one-parameter
group defined on all of R. If the initial condition is changed to «(0) = A, then
for X we obtain the integral curve o (s) = A4 - exp sX and «4(0) = 4. From
this we see X is a complete vector field on G.

(3) We now consider a Taylor’s series expansion for a real-valued an-
alytic function f on the analytic manifold G = GL(V). Thus let X e g and X
be as in the preceding example and let f be analytic at p € G. Then from this
example we have

df(p exp sX)/ds = (Xf)(p exp sX) = [X(p exp sX){f)
and by induction
df(p exp sX)/ds" = [X(p exp sX)) (X"~ (/) = (X"f)(p exp sX).
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Thus if we write g(s) = f(p exp sX), we have, since g is the composition of
analytic functions, the power series in a suitable interval containing 0 € R

9 =% % 5"

where the a, € R are computed by differentiation as usual

a, = d'f(p exp sX)/ds"| -, = (X'f X(p).

Thus if we define the operator formula

- o oM X~"
exp sDYNIP) = 5 27

n=0 n!

(p),

we obtain the following version of Taylor’s formula for GL(V)

f(p exp sX) = [(exp sX)(N]p).

Exercise (3) (i) Consider the C®-vector field on R? defined by

X(p) = p; (8/0x,)(p) + p3 (8/0x,)(p) + p1 (8/0x3)(p)

where p =(p,, p2, p;). Find the integral curve a(t) of X so that «(0) =
(-1,1,1).

(i) Let the C®-vector field on R® be given by Y(p) = p,p, (8/0x;)(p).
Compute [X, Y](p).



CHAPTER 3

TOPOLOGICAL GROUPS

In our previous discussion of some matrix groups it was observed that we
were studying not only the group operations but also the continuity of these
operations. Thus in this chapter we abstract the situation and consider groups
which are topological spaces so that the group operations are continuous
relative to the topology of the space. We then prove facts for these topological
groups which indicate that much information can be obtained from a neigh-
borhood of the identity element; this leads to local groups and local iso-
morphisms. Next we consider topological subgroups, coset spaces, and normal
subgroups. Finally, for connected topological groups, we show that any
neighborhood of the identity actually generates the group as an abstract
group.

1. Basics

In the next chapter, we shall apply the results of the preceding chapters to
obtain elementary results on Lie groups. However, since a Lie group is a
topological group, we shall briefly discuss this more general situation.

Definition 3.1 A topological group is a set G such that:

(a) G is a Hausdorff topological space;

(b) G is a group;

(c) the mappings Gx G- G:(x,y)—»xy and G->G:x—>x"! are
continuous, where G x G has the product topology.

90
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Thus the set G has two structures—topological and algebraic—and they
are related by property (c); that is, the group structure is compatible with the
topological structure.

The compatibility conditions in (c) are equivalent to the following single
condition:

(c) the mapping G x G— G : (x, y) = xy~ ! is continuous.

This condition holds for if (¢) holds, then we have that G x G- G x G :
(x, )~ (x, y~1) is continuous. Consequently the map G x G- G : (x, y) —»
(x, y Y > xp~!is continuous. Conversely if (¢') holds, then set x = e (the
identity) to obtain y —» (e, ) - ey~! = y~!is a continuous map. Also from
xy = x(y~ 1)~ 'the map (x, y) = xy is continuous.

We can express (c) in terms of neighborhoods as follows. Forany x, y e G
and for any neighborhood W of xy in G, there exist neighborhoods U of x and
V of y with UV = W. Also for any neighborhood U of x™1, we have U™! =
{a~':ae U}is aneighborhood of x. Thus replacing x by x~?, we have if V is

a neighborhood of x, then ¥~ is a neighborhood of x~!.

Definition 3.2 Let G be a topological group and let a € G. Then the map
Lia@):G-G:x—>ax

is called a left translation. Similarly the map R(@): G - G : x — xa is called a
right translation.

It should be noted that the maps L(a) and R(a) for a € G are homeo-
morphisms of G. Furthermore given any two points x, y € G, then the homeo-
morphism L(yx~') maps x onto y. In particular, there always exists a homeo-
morphism which maps e € G onto any other element @ € G and using this, we
shall see many of the local properties of @ € G are determined by those of e.
Thus, for example, Uis a neighborhood of a € Gifand onlyif U = L(a@)V = aV
where V is a neighborhood of e € G.

Proposition 3.3 Let G be a topological space which is also a group. Then
G is a topological group relative to these two structures if and only if:

(a) the set {e} is closed;

(b) for ail g € G the translations R(a) and L(a) are continuous;

(c) the mapping G x G— G:(x,y)—xy~! is continuous at the point
(e, e).

PrROOF Leta, be G witha # b. Then we shall find disjoint neighborhoods
of a and b as follows. Since L(a)~! = L(a™!) is continuous, L(a) is a homeo-
morphism. Thus {a} = L(a){e} and {b} = L(b){e} are closed, and there exists a
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neighborhood U of b such that U n {a} is empty. Otherwise if U n {a} is not
empty for every neighborhood U of b, then since {a} is closed, b = a. Now
using (b) the neighborhood U = bV where V is a neighborhood of e. Thus
from (c) and using e = ee” ! we can find a neighborhood W of e with Wi ™! <
V. We shall now show that aWW n bW is empty, and therefore G is Hausdorff.
Thus suppose x € aW n bW. Then x = aw, = bw, with w; € W and therefore

a=bwwile WBW\W chbVclU

which contradicts U n {a} being empty.

Next we shall show that the topology and group operations are compatible
by showing the map G x G— G : (x,y) > xy~! is continuous at any point
(a, b) e G x G. First we note that R(a)"! = R(a™?!) is continuous, and there-
fore R(a) is a homeomorphism. Now let W be a neighborhood of ab™!. Then
a~'Wb = R(b)L(a)~'W is a neighborhood of e. Using the fact that (x, y) —
xy~! is continuous at (e, €), we let U and V be neighborhoods of e so that
UV~! < a”'Wb. Then we have for the neighborhoods aU and bV of a and b
that

@U)V) ' =aUV~'b"  ca(@ 'Whb™' = W,

and this shows continuity. The converse follows from various preceding
remarks and is left as an exercise.

Lemma 3.4 Let U be a neighborhood of e in a topological group G.
Then there exists a neighborhood V of e such that Vc U, V=V"!
(={v™':veV¥V})and VV = VV~! c U. We shall call such a neighborhood ¥V
of e symmetric. Furthermore, in this case ¥ = U where V is the closure of V.

PROOF  Since multiplication G x G — G is continuous, there exists neigh-
borhoods P and Q of e in G such that PQc U. Now let W=P n Q and
V=Wn W' Then V is a neighborhood of e with V= V"' and also
VV e PQ < U. Next let x € V. Then xV is a neighborhood of x and conse-
quently ¥ n xV is not empty. Thus for some v, v; € V we have xv = v, and
therefore x =v,0 e V¥V~ 1 c U.

Exercise (1) Show in detail that the neighborhoods U and V in the
above proof are such that V < U.

Definition 3.5 A subset of a topological group G which contains an
(open) neighborhood of the identity e is called a nucleus of G.

Now since the topology of a topological group G is determined by the
family of neighborhoods at each of its points, we see by using the left or
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right translations that the topology is determined by the family of nuclei of G
as follows [Chevalley, 1946, Cohn, 1957]:

Proposition 3.6 Let ¥” be the family of all nuclei of a topological group
G. Then ¥ satisfies:

(a) Vi, Vo,e¥ impliess Vin V,e¥;

(b) Vie¥ and V, « Wc G implies We ¥;

(c) forany V, € ¥, there exists ¥ € ¥ such that VV~1 c V,;
(d) if Ve¥ andaeG,thenaVa 'e v ;

(&) ({V:Ve¥}={e}.

Conversely, given a group G and a family of subsets ¥~ of G satisfying
(a)-(e), then there exists a unique topology for G relative to which G becomes
a topological group and ¥ is exactly the family of nuclei for this topological

group.

PrROOF  Properties (a)—(e) are immediate and the converse can be regarded
as a straightforward exercise. For example, define the topology on G by
saying that W is open if x € W implies there exists } € ¥" and xV < W. The
family of such sets W satisfies the axioms of a topology which makes
Gx G- G:(x,y)-xy ! continuous. This topology is Hausdorff since {e}
is closed: If a # e, then a~* # e and by (e) there exists Ve ¥ with a™! =
a"'-e¢ V. Thus e¢ al so that a is not in the closure of {e}; that is, {e} is
closed.

Examples (1) The matrix groups of the preceding chapters are topo-
logical groups, as are discrete groups: Let G be any group and let the topology
be such that every subset of G is open; that is, the discrete topology. Then G
is a Hausdorfl space, and since G x G has the product topology (which is
discrete), any map G x G — G is continuous.

(2) The additive group of R with the usual metric topology is a topo-
logical group. However, if the topology is changed to another topology where
the half-open intervals [a, a + ¢) with ¢ > 0 are taken to be a neighborhood
basis at a € R, then the operation R - R: x — —x is not continuous at 0 € R
so R, with this topology, is not a topological group.

(3) Let G, and G, be topological groups. Then the product space
G, x G, with the product topology and the pointwise operations
(15 X)W1 ¥2) " = (e y1 7Y, x2 ¥, 1) becomes a topological group called the
product group of G, and G, . This example can be generalized to the semidirect
product of G, and G, as follows [Hochschild, 1965]. Let ¢ be a homomorphism
of G, into the automorphism group of G, denoted by Aut(G,). On the product
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space G, x Gy, put the product topology and require that the map G, x G, —
Gy 1 (¥, x) = ¢(y)x be continuous. Then G, x G, with the product topology
and product defined by

(x, Y)(x1, y1) = (x[d’()’)xl], YJ’1)

¢

is a topological group called the “‘semidirect product” and denoted by
G, x4G,. When the homomorphism ¢ : G, - Aut(G,) is such that ¢(y) is
the identity, then we obtain the direct product.

As an example of a product group we note that the unit circle §* =
{e?™*: x € R} is a topological group relative to multiplication in the complex
numbers. Then the torus 7" = S* x -+ x §! as given in Section 2.1 can be
regarded as a topological product group.

Exercise (2) Let G=G, x,G, be the semidirect product as in the
above example (3).

(a) Show the multiplication of G is associative.

(b) What is the inverse of (x, y) in G?

(c) Show H, = G, x4{e} ={(x, e): x € G} is a normal subgroup of G.
(d) Is H, ={e} x 4G, necessarily a normal subgroup of G?

Definition 3.7 A local group is a Hausdorff space N such that:

(a) there is a binary operation in N, (x, y) = xy which is defined for
certain pairs (x, y) e N x N;

(b) the operation is associative when defined. Thus if x, y, ze N and
(xy)z, x(yz) € N, then (xy)z = x(yz);

(c) there exists an identity element ¢ € N. Thus for all x € N, xe and ex
are defined and xe = ex = x;

(d) there exists an inverse operation in N, x — x~! which is defined for
certain elements x € N such that if x~! is defined, then xx~! and x !x are
defined and xx ' =x"!x =e¢;

(e) the maps (x, ) » xy and x —» x~! are continuous where defined.

Thus if xy = z is defined in N, then for any neighborhood U of z in N
there exist neighborhoods ¥ of x and W of y in N such that VW =
{ow:veV and we W} is defined and VW < U. Similarly for the map
x—x"1

ReMarRK (1) Any open nucleus of a topological group is a local group,
and we use local groups later in discussing Lie groups.

Analogous to the proof of Lemma 3.4, we have the following result:
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Proposition 3.8 Let N be a local group. Then there exists a neighborhood
U of e in N such that:

(a) (w)z=x(yz)allx,y,ze U,
b)) xx'=x"x=eallxeU;
(c) ex=xe=xall xeU;

(d) forall xe U we have x™' e U;

where all the above products and inverses actually exist in N. A neighborhood
U satisfying these conditions is called a germ of the local group N.

Definitions 3.9 (a) The local groups N and N’ are topologically iso-
morphic if there exists a homeomorphism f: N - N’ : x — f(x) such that the
product xy is defined in N if and only if the product f(x)f(y) is defined in N’
and in this case f(xy) = f(x)f(y).

(b) The topological groups G and G’ are locally isomorphic if they have
open nuclei which as local groups are topologically isomorphic.

Example (4) The topological groups R and the torus T have neighbor-
hoods N and N! of the respective identities which are topologically isomorphic
as local groups. Thus R and T' are locally isomorphic but not isomorphic
as groups.

REMARK (2) In the definition of a topological group, we assumed the
topological space G to be Hausdorff. However, using the group structure of
G, we can start with weaker separation axioms for G and obtain stronger
separation theorems than being Hausdorff. Good accounts of these theorems
can be found in the work of Hewitt and Ross [1963] and Montgomery and
Zippin [1955], and we now summarize some of the results.

Definitions (a) A topological space M is a T,-space if for any given pair
of distinct points x, y € M, there exists an open set U of M which contains
one of these points but not the other. A T,-topological group is a group G
which is a Ty-space and such that the map G x G- G: (x, y) »xy~! is
continuous.

(b) A metric (or pseudo-metric) d on a group G is left invariant (respec-
tively right invariant) if for all a, x, y € G we have d(ax, ay) = d(x, y) [respec-
tively d(xa, ya) = d(x, y)]. If d is both left and right invariant, then d is called
two-sided invariant or just invariant.

Theorem Let G be a Ty-topological group. Then G is metrizable if and
only if there is a countable (open) basis at the identity e € G. If this is the case,
then the metric can be taken to be left invariant.
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Corollary Let G be a T,-topological group such that every point of G
has a neighborhood U so that U is countably compact; that is, every countable
open covering admits a finite subcovering. Then G has a left invariant metric
which yields the original topology if and only if {e} equals the intersection of a
countable family of open sets.

Corollary Let G be a Ty-topological group which is compact and such
that {e} equals the intersection of a countable family of open sets. Then G has
an invariant metric which yields the original topology of G.

Definition A topological space M is a T,-space if for distinct points
x # y in M, there exists an open set U with x € U but y ¢ U, and there exists
an open set V with ye Vbut x ¢ V.

Exercise (3) Show that a T,-topological group is a T;-space.

Definitions Let M be a T,-space. Then:

(a) M is regular if for every closed set Fin M and every x ¢ F, there
exist disjoint open sets U and V such that xe U and Fc V;

(b) M is completely regular if given any x € M and given any closed set F
with x ¢ F, there exists a continuous function g: M — [0, 1] such that
g(x) =0and g(F) = 1;

(c) M is normal if for every pair of disjoint closed sets F, and F, in M,
there exist disjoint open sets U; and U, of M suchthat F, =« U, and F, < U, ;

(d) M is paracompact if every open covering of M has a locally finite
refinement. Recall that an open covering % is locally finite if for each x ¢ M,
there exists an open set ¥V(x) which contains x and such that
{Ue% :Un V(x)# ¢} is a finite set. Also recall that a locally finite refine-
ment means that if % is any open covering, then there exists a locally finite
open covering ¥~ such that V e ¥ implies there exists U e % with V < U.

We have (d) implies (c) implies (b) implies (a).

Theorem Let G be a Ty-topological group. Then G is completely regular
and consequently Hausdorff.

Theorem Let G be a locally compact Ty-topological group. Then G is
paracompact and consequently normal.

There exist T-topological groups which are not normal topological spaces
[Husain, 1966].
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2. Subgroups and Homogeneous Spaces

We shall consider subgroups H of a topological group G and the cor-
responding space of left cosets G/H = {aH : a € G}. Then we eventually con-
sider the case when H is a normal subgroup so that G/H becomes a topological
group.

Definition 3.10 Let G be a topological group and let H be a subset of G
such that HH ™' < H. Then H is a subgroup of G (in the abstract sense). The
topology of G induces a topology on the subgroup H by requiring U = H to
be open if and only if U = H n V where V' is open in G. If with this induced
topology, the subgroup H becomes a topological group we call H a topological
subgroup.

ReEMARK (1) We shall be interested in closed subgroups H of G; that is,
H is closed as a subset of G. However, we note that if H is an open subgroup of
G, then H is closed. For, since H is open, so is aH for all a € G. Therefore
K=|J{aH : a ¢ H} is open so that the complement of K, which is H, is
closed.

Exercise (1) If H is a subgroup of the topological group G, then show
its closure H is also a subgroup of G. More generally, one can show that for
subsets A, B of a topological group G that 4 B < 4B, (A)™' = (4~ ') and
aAb=aAb forall a, beG.

Theorem 3.11 Let H be a topological subgroup of the topological
group G and let n: G — G/H : a » aH be the natural projection. Then

(a) G/H can be made into a topological space such that:

(i) the projection n : G — G/H is continuous, and
(ii) if N is a topological space and if f: G/H— N is such that fon:
G — N is continuous, then fis continuous.

The topology defined on G/H is uniquely determined by (i) and (ii) and is
called the quotient topology.

(b) G/H with the quotient topology is such that z is an open map; that is,
U is open in G implies n(U) is open in G/H.

(c) The quotient topology is Hausdorff if and only if H is a closed subset
of G.

Proor We define the topology on G/H by requiring a subset U of G/H
to be open in G/H if and only if the inverse image n~'(U) is open in G. Then
the axioms for open sets of a topology in G/H are satisfied. Furthermore, if U
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is open in G/H, then by definition 2~ !(U) is open in G so that = is continuous.
To prove (ii), let fo n: G — N be continuous and let W be open in N. Then
(fem)"'(W)=n"Y(f"!(W))is open in G. Thus by definition of the quotient
topology, f ~}(W) is open in G/H so that f is continuous.

Let  be the topology given above on G/H and let 7 be any other topo-
logy on G/H satisfying (i) and (ii). Let f be the identity map of G/H with
topology 4 onto G/H with topology . Then fo = is continuous since
fen(a) =aH = n(a) and 7’ satisfies (i) for n: G — G/H. Thus since G/H
with topology J satisfies (ii) where N = (G/H, '), we see that f'is contin-
uous. Interchanging the roles of  and ', we obtain f~! is continuous so
that the identity map f is a homeomorphism; that is, 7 = 7.

Next, to show that = is an open map, we note that if U is open in G, then
Ua is open for all a€ G. Consequently UH = | J{Ua:ae H} is open in G.
However, since UH = n~![n(U)], we have by the definition of the quotient
topology that n(U) is open in G/H.

For (c), we note that G/H being Hausdorff yields the fact that {eH} is
closed in G/H. This implies H = n~!{eH} is closed in G because 7 is contin-
uous. Conversely, suppose H is closed in G and let aH # bH in G/H. Then
a ¢ bH. Thus since bH is closed, there exists a neighborhood U of e in G such
that Ua is a neighborhood of ¢ in G and Ua n bH is empty. From Lemma 3.4,
there is a neighborhood ¥ of e such that ¥ 'V < U and consequently (Va)H =
V(aH) and V(bH) are neighborhoods of aH and bH, respectively. This uses
n: G — G/H as an open map and Va and Vb as neighborhoods of a and b in
G. These neighborhoods are disjoint, for if pe V(aH) n V(bH), then p =
vah = v,bh, for v, v, € V and h, h, € H. Therefore q = v;'va = bh,h~! is in
Ua n bH, a contradiction.

Definition 3,12 A subgroup H is a normal subgroup of G if aHa ' <« H
all a e G and then G/H is a group relative to aH - bH = abH which is called
the quotient group.

Corollary 3.13 Let H be a closed normal subgroup of the topological
group G and let G/H be the quotient group. Then relative to the quotient
topology, G/H becomes a topological group such that the projection n: G —
G/H is an open continuous homomorphism.

Proor It suffices to show that

G/H x G/H - G/H : (aH,bH) > ab™*H

is continuous. Let U be a neighborhood of ab™'H = n(ab™!) in G/H. Then
7~ !(U)is a neighborhood of ab~! in G. Now there exist neighborhoods ¥ of a
and W of b in G such that VW ™! < n~!(U). However, since = is open, n(V)
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and n(W) are neighborhoods of aH = n(a) and bH = n(b), respectively. Thus
(V)[n(W)]™! = »(VW ') = U which proves continuity.

Corollary 3.14 If H is an open normal subgroup of the topological group
G, then G/H is discrete.

PrOOF Since H is open, the cosets aH for a € G are open in G. Thus since
7 is an open map, the sets {aH} in G/H are open. Therefore G/H is discrete.

Corollary 3.15 Let f: G — G be a homomorphism of topological groups.
Then f'is continuous if and only if fis continuous at the identity e € G.

PrOOF Assume fis continuous at the identity. Let a € G and let f(a)U be
a neighborhood of f(a) in G where U is a neighborhood of € in G. Since f is
continuous at e € G and since € = f(e), there exists a neighborhood U of e in
G such that f(U) = U which proves continuity at a since aU is a neighborhood
of a in G with f(aU) = f(a)U.

Using the preceding results with the isomorphism theorem for groups, we
have the following result which we leave as an exercise [Cohn, 1957].

Theorem 3.16 Let f: G— G be a continuous homomorphism of the
topological groups G and G and let H = {x € G : f(x) = &} be the kernel of f
where ¢ is the identity of G. Then:

(a) His aclosed normal subgroup of G and 7 : G —» G/H is a continuous
homomorphism;

(b) thereis a continuous monomorphism g : G/H — Gsuchthatf'=g o n;

(¢) let Hand N be closed normal topological subgroups of G such that
N < H. Then G/H is topologically isomorphic to (G/N)/(H|N).

Example (1) Let R be the additive group of the reals with the usual
metric topology and let Z be the additive subgroup of the integers. Then Z is
closed in R and the quotient group is topologically isomorphic to the multi-
plicative group of complex numbers of absolute value 1 denoted by 7 or S*;
that is, the one-dimensional torus. Then R/Z is frequently called the (one-
dimensional) torus group or the group of reals modulo 1. The above iso-
morphism uses the fact that the map f: R — S : x —» e?"™* is a continuous
epimorphism with kernel Z. Thus, from Theorem 3.16, S* is topologically
isomorphic to R/Z.

Exercise (2) Generalize the above example by finding an explicit homo-
morphism f: R" - T" of the topological groups. What is the kernel of this
map ?
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Definition 3.17 Let M be a Hausdorff topological space and let G be a
topological group. Then:

(a) G operates on M if there is a surjection
GxM->M:(g,p)—>g p

such that (g,9,) ' p=¢,° (9, 'p)ande-p=pforallg, g,eGand pe M
where e is the identity of G.

(b) G operates transitively on M if for every p, g e M, there exists g€ G
such thatg - p =g4.

(c) G operates continuously on M if the mapGx M > M:(g,p)—>g"p
is continuous.

(d) G is called a topological transformation group on M if G operates
continuously on M, [Note that foreach g € G,themapt(g): M>M:p—>g-p
is a homeomorphism.]

(e) G is effective if a- p = p for all pe M implies a = e.

(f) Let pbefixed in M. Then G(p) ={ge G: g p= p}isagroup called
the isotropy subgroup of G at p or fixed point subgroup at p. Theset G p =
{g - pe M:geG}is called an orbit under G.

Exercise (3) If G acts transitively on M, then for given p, g e M the
isotropy subgroups G(p) and G(g) are conjugate in G.

Example (2) Let G be a topological group and let H be a closed sub-
group. Then the space M = G/H is a Hausdorff space according to Theorem
3.11 and G operates continuously on M by the map G x M - M : (g, xH) —
(gx)H. For each g € G the map 1(g9) : M - M : xH — gxH is a homeomorph-
ism, and using this, we see G acts transitively on M. The coset space M = G/H
is called a homogeneous space.

Exercise (4) Show that G is effective on G/H if and only if H contains
no proper normal subgroup of G.

Theorem 3.18 Let M be a Hausdorff space and let G be a transitive
topological transformation group operating on M. Let p be some (fixed)
point in M and let G(p) be the isotropy group at p. Then G(p) is a closed
subgroup of G, and the map f: G— G- p:a—a- p induces a continuous
bijection f: G/G(p) — M such that fo n = f; that is, the accompanying dia-
gram is commutative.
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S

G _— A‘/[
N A
G/G(p)

ProoOF  First, since G is transitive, the orbit G - p equals M. Next, since
the map f: G— M :a—a- pis continuous and {p} is closed in the Hausdorff
space M, we have G(p) = f ~!(p) is closed.

Now note that forae Gand h e G(p) wehavef(ah) =ah-p=a-(h'p) =
a - p = f(a). Thus the map

F:GlG(p) — M : aG(p) ~ f(a)

is actually a well-defined function, for if aG(p) = bG(p), then b = ah for some
h € G(p) and therefore f(b) = f(ah) = f(a). Next f is bijective since f(a) = f(b)
implies a~'b-p=p and therefore a~'be G(p); that is, aG(p) = bG(p).
Finally, since we clearly have f'= fo n and since f: G — M is continuous, we
have from Theorem 3.11 that f is continuous.

Corollary 3.19 If f: G/G(p) - M is open or if G/G(p) is compact, then [
is a homeomorphism; that is, M is a homogeneous space.

Proor If f is open, then by definition of continuity f~! is continuous.
If G/G(p) is compact, then we use the following general results: Let S be a
compact space and let 7 be a Hausdorff space. Then any continuous bijection
g : S—Tis a homeomorphism [Singer and Thorpe, 1967, p. 24].

Remark (2) If G is compact, then M is a homogeneous space, for in
this case G/G(p) is compact since 7 : G — G/G(p) is continuous. Note there is
almost a converse statement: If [ is a closed compact subgroup of G such that
G/H is compact, then G is compact [Chevalley, 1946, p. 31; Hochschild, 1965,

p. 8]

Corollary 3.20 If G is a locally compact group with countable basis and
if M is a locally compact Hausdorff space, then f is a homeomorphism of
G/G(p) onto M.

The proof of this can be found in the work of Helgason [1962, p. 111].
Example (3) Forn>2let $" ! ={xe R": x| = 1} be the unit sphere

where |x|? = B(x, x) is the usual inner product on R". Let G = O(n) =
{A e GL(n, R): B(Ax, Ax) = B(x, x)allx e R"}andlet p = (1,0,...,0)e S"~ 1.
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Then O(n) operates continuously and transitively on S"~! by the map
O(n) x S*" 1> 8""1:(4, x) > Ax.

From this we see that Ap = p if and only if

1 0
4=[o 3
where Be O(n — 1) so that we obtain G(p) = O(n — 1). Thus using O(n) is
compact [exercise (5) below], its continuous image O(n)/O(n — 1) is compact
and therefore O(n)/O(n — 1) is homeomorphic to S"~!.

In the work of Chevalley [1946, p. 32] it is similarly shown that some of
the other groups discussed in Section 2.3 also yield homogeneous spaces
which are homeomorphic to spheres. For example, if n > 2, then we also have
SO(n)!SO(n — 1) is homeomorphic to S~ 1.

Exercise (5) Show O(n) is compact possibly as follows. First using the
above representation of O(n) in terms of B, show O(n) is a closed subset of
End(R"). Next using A4* = I, show O(n) is bounded; thus it is compact.

3. Connected Groups

In this section we shall show that much of the topology and many other
relations are determined by the connected component of the identity element
of a topological group.

Definition 3.21 Let M be a topological space and let pe M. Then p is
contained in a unique maximal connected subset C(p). This set C(p) is closed
and is called the connected component of p. For M = G a topological group,
the connected component of the identity e € G is called the identity component
of G and is denoted by G, .

Theorem 3.22 Let G be a topological group, and let G, be the identity
component. Then:

(a) G, is a closed normal topological subgroup of G and the connected
component C(a) of a € G equals aG, ;

(b) If G is locally connected (that is, if every point @ € G has a connected
neighborhood), then G/G, is discrete.
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~ Proor First, since G, is the component C(e), we have G, is closed. Next
let a € G,. Then since multiplication is continuous, a~!G, is connected and
contains e. Thus a~'G, is a connected set containing e, and since G, is the
maximal connected set containing e, we have a G, c G, so that G is a
subgroup. Also for any x € G we see x 'G, x contains e and is connected.
Therefore x™!Gy x = G, so that G, is normal.

Next since x — ax is a homeomorphism of G, then aG, is connected and
contains a so that aG, = C(a). Also a~'C(a) is connected and contains e so
that a~'C(a) c G, ; that is, C(a) = aG,.

For (b), let G be locally connected so that there is a connected neighborhood
U of e in G. Then since 7 is an open map, n(U) is a neighborhood of G, in
G/G, . However, since U is connected we have U < G, so that n(U) = {eG,}.
Thus {eG,} is open so that G/G, is discrete.

Proposition 3.23 Let G be a topological group, let G, be the identity
component, and let U be any open neighborhood of e€ G.

(a) If Uis a symmetric neighborhood, then H = ( )i, U*is an open and
closed subgroup of G. If U is connected, so is H.

® Go=(Ur: UY N Go.

(c) If G is connected, then G = ( J2, U*. Thus any open neighborhood
of eis a set of generators of a connected topological group as an abstract group.

Proor (a) If Uissymmetric,then for x € U™, y € U", we have xy € U™*"
and x~'e(U™Y)™ = U™ so that H is a subgroup. Next since U is open,
U? =|){aU: ae U}is open and by induction U*is open. Thus H is an open
subgroup. However, from remark (1) of Section 3.2, H is also closed. If U is
connected, then so is each U* and therefore H is connected (using e € U*).

(b) Let V be a symmetric neighborhood of e such that ¥ < U and let
W=VnG,. Then W is a symmetric neighborhood of e in G, and H =
\J W*< ) V¥ G,. However, H is a nonempty open and closed subgroup
of G, and since G, is connected we have G, = H. Since () V* < | ) U*, we
obtain the result.

(c) Part (c) follows from (b) since G = G, .

Definition 3.24 Let G be a topological group. Then the center C of G
equals {x € G : xa = ax for all a € G}. The center is a normal subgroup of G
and is also denoted by Z(G).

Proposition 3.25 Let G be a connected topological group and let H be a
discrete normal topological subgroup of G. Then H c C, the center of G.
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Proor Let ae H. Then the map G— H:x—x 'ax is continuous.
However, since G is connected and H is discrete, the image is a single point
p € H. In particular p = e 'ae = a so that x~'ax = a for all x € G; that is,
HcC.

Proposition 3.26 Let G be a topological group and let A be a closed
topological subgroup such that H is connected and G/H is connected. Then G
is connected.

ProoF Let Hand G/H be connected and assume G = U v V where U and
V are nonempty open sets. The open map = : G —» G/H maps U and V onto
open sets U; = UH and V, = VH in G/H. Since G = U u V, we have G/H =
U, v Vi, and since G/H is connected, thereexistsaH e Uy n V, = UH n VH.
Thus aH € UH yields he H with ah =ue U. Thus aH n U is not empty.
Similarly aH n V is not empty. However, since G = U v V, we have aH =
(aH n U) v (aH n V), and since H is connected and aH is homeomorphic to
H, we have aH is connected. Thus (aH n U) n (aH n V) is not empty. This
implies U n V is not empty so that G is connected.

Definition 3.27 A topological space M is locally Euclidean of dimension
m if each point p € M has a neighborhood which is homeomorphic to an open
set in R™. Note that an open subset of R™ cannot be homeomorphic to an open
subset of R" if m # n.

Examples (1) The torus T = R/Z is connected and R is connected, but
Z is not connected. Thus the connectedness of a subgroup H cannot be
deduced from that of G and G/H. Also note T is locally Euclidean of dimen-
sion 1.

(2) Using the result that the sphere S"~! is connected and from Section
3.2 that SO(n)/SO(n — 1) is homeomorphic to S"~*, we shall show SO(n) is
connected. Consequently, since SO(n) is actually a C*-manifold, we have
from Proposition 2.15 that SO(n) is path connected. First note that SO(1) is
just the identity linear transformation 7. Assume SO(n — 1) is connected. Then
since SO(n)/SO(n — 1) is connected (because it is homeomorphic to S"~!) we
have by Proposition 3.26 that SO(n) is connected. Also we previously noted
that O(n) is not connected, but note that SO(n) is the identity component of
O(n) and the order of O(n)/SO(n) is 2. Thus O(n) has two components, one
which consists of matrices of determinant —1 and the other is SO(n). In a
similar manner, it is shown by Chevalley [1946, p. 36] that various other
matrix groups are connected.



CHAPTER 4

LIE GROUPS

We now discuss some elementary results of Lie groups which can be easily
done without introducing the Lie algebra. First we see that a Lie group is a
topological group which is an analytic manifold so that there is compatibility
between the topological, manifold, and group structures. Next we give results
which tell when a topological group is a Lie group and when a local group
generates a Lie group. Finally we discuss Lie subgroups and when an abstract
subgroup can be considered as a Lie subgroup.

1. Basic Structures

In this section we give the basic definitions for a Lie group and show how
the analytic structure of a Lie group is uniquely determined.

Definition 4.1 A Lie group is a set G such that:

(a) G is a group;
(b) G is an analytic manifold;
(¢) the group multiplication in (a) of the product manifold
U:GxG-oG:(x, y)—>xy
and the group inversion operation in (a)
1:G-G:x—-x"!

are analytic functions relative to the structure in (b).
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ReMArRKS (1) A Lie group is, in particular, a topological group relative
to the topology induced by its analytic structure, and the question arises
when is a topological group actually a Lie group. This is discussed by
Montgomery and Zippin [1955, p. 184], and among the many results is the
following: A connected locally Euclidean topological group is isomorphic to
a Lie group.

(2) The fact that 1: G—>G:x— x~! is analytic follows from (a) and
(b) and y: G x G- G is analytic by using the implicit function theorem.
Briefly, let (U, x) be an analytic chart at e in G and for , v in a suitable open
nucleus V < U, we have that x; o u(u, v) = u,(u, v) defines an analytic function
with pi(v, €) = py(e, v) = v;. Thus D(x o p)(e, €) = (Op,;/0x(e, €)) = (J;;). By a
variation of the implicit function theorem, the equation x o u(z, v) = x(e) has
a solution z = 6(v) in some neighborhood of e where 0 is actually analytic;
that is, 8, = x; o § are analytic. However, zv = e has the solution z = v™! so
that the map v — v ™! is analytic at e. Now by using the analyticity of the left
and right translations (from u: G x G = G is analytic), we have 1 is analytic
on all of G.

Examples (1) The matrix groups GL(V), SO(n, R), etc. previously con-
sidered are Lie groups. Also the torus 7' and more generally T"is a Lie group.
For this, we use x— e*** is analytic and so is the multiplication
u(e*™=, ") = ¢2i**y) Next use the fact that if G,, ..., G, are Lie groups,
then G, x -+ x G, with the product group and analytic structure is again a
Lie group which we leave as an exercise.

(2) If Gis a discrete topological group, then e has the open neighborhood
{e} which is homeomorphic to R® = {0}; that is, a discrete topological group
can be considered as a zero-dimensional Lie group and conversely.

(3) Let R denote the manifold of the real numbers with the usual co-
ordinate u: R— R : t—t and define

B:RX R-R:(x,y)- x>+ y3)'3,
Then (R, p) is a topological group but not a Lie group, since y is not analytic
at (0, 0) relative to the above coordinate.

Exercise (1) Show that R with the above multiplication u becomes a
Lie group relative to the analytic structure on R given by v: R— R: t— 13,

We now consider the existence and uniqueness of an analytic structure
determined by a nucleus.

Proposition 4.2 Let G be a connected topological group with multiplica-
tion u(s, t) = st, let (U, x) be a chart at e in G, and let V < U be an open
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nucleus such that u(V, V) < U. If the function x o u is analytic on ¥ x V, then
there exists a unique analytic structure & on G which makes G into a Lie
group ¥ such that (W, x) € o where W is a suitable open nucleus contained
in U. In this case the topology induced by the analytic structure on ¥ equals
the original topology of G.

ProoFr First we define the analytic structure & on G. Let the nucleus V
be as above and let W be an open nucleus such that WW ™! < V. Then since
ec Wwenote W< V< Uand for any a € G we have aW is a neighborhood of
a in G. Now (W, x) defines an analytic chart at e € G and we now define
coordinates on the neighborhood aW by

y:aW - x(W) : au— x(u).

Thus since x(W) is open in R™, we obtain a chart (aW, y), where for p e aW
we have y(p) = x o L(a)”'(p). Furthermore since x : W — R™ is analytic so is
y:aW - R".

We shall next show that these charts a with a € G are actually analytical-
ly related. Thus they form an analytic atlas # which covers G, and we obtain
an analytic structure by taking the maximal atlas o/ which contains #. So
suppose (aW, y) and (bW, y) are charts, and let p € aW n bW. Then we must
show yo 57! and jo y~! are analytic. We have from p = u(a, u) = au € aW
and p=bvebW that b 'a=vu"'e WW™' < V. Therefore the map
L™ 'a): V- U:z- u(b™'a, z) is analytic on V by hypothesis. Next we have
from y =xoL@) ! and y = x o L(b)~* that

Joy l=xoL®B) teL@ox=xoL(b 'a)ox}
is an analytic function from x(W) < R™ into x(U) = R™. Similarly yo 37! is
analytic.

By definition, the chart (W, x) is in the analytic structure &/ defined above.
Let ¢ denote the analytic manifold G with the analytic structure /. Then by
definition of &/ the map L(a™"') is an analytic diffeomorphism which maps a
neighborhood of a € % onto a neighborhood of e € 4. Consequently, since the
multiplication p is analytic at (e, )€ ¥ x &, it is analytic on all of ¥ x ¢;
that is, % is a Lie group; (see exercise (2) below).

The analytic structure & on the Lie group % is unique, since it is completely
determined by the given chart (U, x) at e € G. Thus if another open nucleus
W, < U determines an analytic structure &/, on G using the coordinate map
x; then by considering W n W,, we see that the identity i : ¥ - %, and its
inverse i : 4, — % are both analytic, where ¥, is the group corresponding to
the analytic structure &/, on G. Finally the map i : G — ¥ is a homeomorphism
at e and therefore everywhere; that is, the topology induced by the analytic
structure on ¥ equals the original topology on G.
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Definition 4.3 Let G and G, be Lie groups. Then the map ¢ : G- G, is
an analytic homomorphism if ¢ is an analytic mapping which is a homo-
morphism of the groups. Thus ¢ is an analytic isomorphism if ¢ is an analytic
homomorphism such that ¢! exists and ¢ and ¢~ ' are both analytic
(diffeomorphisms).

ReMARKS (3) From Proposition 4.2, we see that in a topological group
a chart at e € G with local analytic multiplication determines a unique Lie
group structure. Now suppose that two charts at e are given such that the
multiplication u is analytic relative to these charts. Then possibly two distinct
analytic structures &/, and &/, can be determined which give rise to two Lie
groups %, and 4, . However, we shall show that this is not possible by eventual-
ly showing continuous isomorphisms of Lie groups are analytic isomorphisms.
Thus the analytic structure is completely determined by the topology.

Exercise (2) Show in detail that the multiplication p in the proof of
Proposition 4.2 is analytic at any point (a, b) € 4 x % possibly as follows. First
show inversion 1: % — % : x - x~! is analytic at e. Using this and ¥ is con-
nected, show for any a € & that R(a) = 1o L(a™") o 1 is analytic at e. Next
observethemapa x f: 9 x 4> % x 4 : (x, y) - (a"'x, yb~!)is analytic and
use the factorization u = R(b) o L(@) o o (x x B) and u is analytic at (e, e)
to show p is analytic at (a, b).

2. Local Lie Groups

We now consider local groups which are manifolds and use these to also
determine Lie groups. Since we are considering locally Euclidean groups, we
shall henceforth assume nuclei to be connected.

Definition 4.4 A local Lie group is a set B such that:

(a) B is a connected analytic manifold;

(b) B s a local group relative to the topology induced from the analytic
structure in (a);

(c) there is an open germ U of the local group B such that for the multi-
plication function p in B,themap u: U x U— B: (x, y) = u(x, y) is analytic.

ReMark (1) As discussed for Lie groups, a local Lie group defines an
analytic inverse operation 1: W— W:x— x~! defined on a suitable open
neighborhood W of e in U.
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(2) An analytic vector field yields a local one-parameter group ¢ on an
analytic manifold M and ¢ is a local Lie group.
(3) An open nucleus of a Lie group is a local Lie group.

Definition 4.5 (a) Two local Lie groups, B, and B, , are locally analyti-
cally isomorphic if there exists a local isomorphism f: B, — B, such that f
and f~! are analytic.

(b) Two Lie groups G and G’ are locally isomorphic if they have open
nuclei which as local Lie groups are locally analytically isomorphic.

Example (1) An open neighborhood B, of e in the torus 7" and an open
neighborhood B, of 0 € R yield locally analytically isomorphic local Lie
groups, but 7' and R are not isomorphic Lie groups.

Related to Proposition 4.2 is the following result [Cohn, 1957]:

Proposition 4.6 Let G be an abstract group and let B be a subset of G
such that:

(a) B generates G as a group;
(b) Bis a (connected) local Lie group relative to the multiplication in G.

Then there is defined on G exactly one analytic structure & which makes G
into a connected Lie group ¢ so that:

(i) the group structure of ¢ is the group structure of G;
(ii) for some open nucleus U of B with coordinate map x, the chart
(U, x)e .

Corollary 4.7 Let G be a connected topological group which is a (top-
ological) manifold andlet ¢ : G x G = G : (x, y) = xy~ ' [= u(x, y™")]. Let U
be an open neighborhood of e which has a given analytic structure so that the
map ¢~ (U)n (U x U)- U:(x, y) - xy~! is analytic. Then there exists a
unique analytic structure ./ on G relative to which G becomes a Lie group ¢
such that the topology of G equals the topology of % and the analytic structure
of ¢ restricted to a suitable open nucleus V « U is equivalent to the given
analytic structure on U.

ProofF (of Proposition 4.6) First we define the topology on G as follows.
Let ¥ be the family of nuclei of B, andlet #" ={W c G: Wn Be¥’}. Then
W is nonempty, since ¥~ < # and #  satisfies the conditions of Proposition
3.6 as follows. Conditions (a) and (b) are clear. For (c), let W, € #" so that
W, n Be v . Thenthereexists Ve ¥ < # with V¥V~ ' <« W, n Bc W,. For
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(d), let W e # and a e G. Then since B generates G as a group, we can write
a=a, - a,wherea;ora; ! isin B. Nowsince a; 'ea; = eand W is a neighbor-
hood of e, we have by continuity of the multiplication that there exists V', € ¥~
with a;'V,a,< W. Similarly there exists V,.;€¥ such that
a 'V, 1a,_, < V,, and by induction, there exists V,€¥ such that
a*Via, &V, fork=1,...,n—1 Thus

a‘Via=a;'af'Vya, - a,

C:a,._l"'a;IVzaz"'an

ca'V,a,c W.

Thus ¥, = aWa™", and since ¥; € ¥" = #", we have by condition (b) applied
to % that aWa ™! € % . Condition (e) holds for #”, since it holds for ¥". Thus
by Proposition 3.6, G becomes a topological group with ¥ as a family of
of nuclei.

Now the topology defined on G by #” restricts to the original manifold
topology given on B. For ¥ <= #  and, conversely, any W e #  contains a set
W ~ B which is in ¥". Therefore W is a nucleus of G. Thus the topological
group operations on (G, #") are actually analytic near e so that by Proposition
4.2, G can now be defined to be a Lie group % [noting by Proposition 3.23(a),
B generates G so that G is connected].

3. Lie Subgroups

We shall now define the concept of a Lie subgroup of a Lie group G and
note that this concept differs from a topological subgroup because a Lie
subgroup need not have the induced topology.

Definition 4.8 Let G be a Lie group and let H be a Lie group. Then Hisa

Lie subgroup of G if H is an analytic submanifold of G and if H is a subgroup
of G.

Examples (1) The torus T? is a Lie group when regarded as a product
group T! x T? and has as a submanifold the ‘“irrational wrap around ”’ curve
as discussed in Section 2.3 (see Fig. 4.1). This curve is given by f(f) =
(exp 2riat, exp 2nibt), where a/b = a is irrational. As we saw, this curve is a
one-dimensional submanifold which is dense in T2, and since f(s + t) =
f(s)f(¢) in T?, it is therefore a Lie subgroup which is not closed. This Lie
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Fig. 4.1.

subgroup does not have the induced topology since there are points on the
curve which are arbitrarily close in the topology induced from T? but are
arbitrarily far apart in the topology of the curve.

(2) The integers Z are a zero-dimensional Lie subgroup of R.

Exercise (1) Every discrete subgroup of a Lie group is a closed Lie
subgroup (Hint: {e} is a neighborhood of e.)

We shall now give various criterion for a subgroup to be a Lie subgroup
and we need the following result [Helgason, 1962, p. 78].

Lemma 4.9 Let M and N be C* (analytic) manifolds, and let f: M > N
be a C* (analytic) mapping such that /(M) is contained in a submanifold P.
If the map f: M — P is continuous, then this map is also C* (analytic).

ProoF We shall show this as follows. Let the accompanying diagram be

M—f-bN

N/

commutative, where fis C®, F continuous, and / an immersion (since P is a
submanifold). Then by the remarks following Proposition 2.23, for each pe P
there is a neighborhood U of p, and a neighborhood ¥ of i(p) e N and a
C®-map g: V - U so that g o i = identity| U. Thus since f =i F, we have
locally that

F=identityc F=go(ic F)=gof,

and since the right side is a composition of C®-functions, F is C*. In partic-
ular, letting F = fand / be the identity; that is, letting P be a submanifold, we
obtain the result.
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Proposition 4.10 Let G be a Lie group and let H be a submanifold of G
which is also an abstract subgroup of G. If H is also a topological group
(relative to the topology induced from its analytic structure), then H is a Lie
subgroup of G.

Proor It suffices to show H is a Lie group and this follows from the
preceding lemma. The mapping f: G x G- G : (x, y) = xy~! is analytic and
its restriction f; : H x H— G is also analytic. Now since H is a topological
group, the map fy : H x H— H is continuous. Thus by Lemma 4.9, fy is
analytic so that H is a Lie group.

The next result follows from previous facts.

Proposition 4,11 Let G be a Lie group and let H be a connected topo-
logical subgroup of G. Then there is at most one analytic structure &/(H) on H
which makes H into a Lie subgroup of G.

We now give some computational results which determine Lie subgroups.

Proposition 4.12 Let H be a Lie group which is an abstract subgroup of
the Lie group G. Assume at the identity e € G there exist an analytic chart
(U, x) in G and an analytic chart (¥, y) at e in H such that x;,| H = y, and
(9y:/ox j(e)) has rank equal to the dimension of H. Then H is a Lie subgroup
of G.

ProoF We first translate the charts at e to any point ae H bythe analytic
diffeomorphisms L(a) (of H and G) so that we can now apply Corollary 2.12
to obtain H is a submanifold.

This result can also be stated in terms of local Lie groups which generate
a subgroup.

Corollary 4.13 Let G be a Lie group and let B be a local Lie group relative
to the group operations in G. If there exist charts (U, x) at e in G and (V, y) at
ein Bsuch that x,| B = y; and rank (dy,/0x(e)) = dim B, then the subgroup H
generated by B is a connected Lie subgroup of G.

We now note that the topological and manifold structure is mostly in the
identity component. This will also become more evident when the Lie algebras
are also taken into consideration.
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Proposition 4.14 Let G be a Lie group and let G, be the identity compo-
nent of G (as a topological group). Then:

(@) G, is an open normal Lie subgroup of G;
(b) T(G, ¢) = T(G,, ¢) and therefore dim G = dim G, ;
(¢) G/G, is a Lie group which is discrete.

Proor Since G is locally Euclidean, it has a connected open neighborhood
U of e in G and from Proposition 3.23, U generates a connected subgroup H of
G. Since G, is the identity component, we have by maximality that G, o H.
However, H contains the neighborhood U of e in G, and G, is connected.
Therefore G, = H. Now G, contains the neighborhood U of e and U is open
in G so that any a € G, is in the open neighborhood aU. Thus G, is open in G.
This means G, is an open submanifold of G so that dim G = dim G, and
T(G, ) = T(G,, e). Also by Theorem 3.22, G/G, is discrete.

ReMarks (1) If G is a connected Lie group and H a proper Lie sub-
group, then dim H < dim G for otherwise H contains an open nucleus of G
which generates G; that is, G = H.

(2) We shall show later that if G is a Lie group and if H is a closed sub-
group of G, then H is a Lie subgroup of G. Thus the previously discussed
subgroups O(n), SL(n), and Sp(n) are all closed Lie subgroups of GL(n, R).

(3) We shall consider later normal Lie subgroups when we discuss homo-
morphisms.



CHAPTER 5

THE LIE ALGEBRA OF A LIE GROUP

We have seen from previous examples that the tangent space 7(G, e) of a
Lie group G can be used to give local information about G. In this chapter we
formalize this situation by introducing the set of G-invariant vector fields
Z(G) and seeing that it is a vector space which is isomorphic to T(G, e). Also
Z(G) is a Lie algebra over R and induces a Lie algebra structure on T(G, e).
Using this we define the exponential map exp : £(G) — G in terms of homo-
morphisms of R into G. The exponential map is a local diffeomorphism
exp : Uy — U, of a suitable neighborhood U, of 0 in #(G) onto a neighbor-
hood U, of e in G. Using the inverse function log : U, = U, we define canoni-
cal coordinates (U, , log) at ein G. Thus by the action of L(@) : G —» G : x -~ ax
we obtain coordinates at any point a € G.

The exponential map is used to obtain a local representation of the multi-
plication in G analogous to the results of Section 1.6. Thus for X and Y
sufficiently near 0 in £(G) we can write exp X exp Y = exp F(X, Y) where
F: Z(G) x Z(G) -» Z(G) is analytic at (0, 0) € L(G) x £L(G). We show that
the terms F*(0, 0)(X, Y)® of the Taylor’s series for F are in the subalgebra of
Z(G) generated by X and Y. We briefly discuss the actual formula for F(X, Y)
which is known as the Campbell-Hausdorff formula. Finally we show that a
continuous homomorphism of Lie groups is analytic. This yields the fact that
the analytic structure of a Lie group is uniquely determined by its topology.

114
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1. The Lie Algebra

We now introduce the Lie algebra of a Lie group G in terms of invariant
vector fields. Thus the Lie algebra will be determined by the tangent space
T(G, €) and the action of G determines the values of the vector fields at any
other point in G.

Definition 5.1 An analytic vector field X € D(G) defined on a Lie group
G is called invariant if for allae G

(TL(@))©)]X(e) = X(a)-

Thus as in Section 2.7 we have that since (TL(a))e) : T(G, e) = T(G, a), then
the value [(TL(a))(e)] X(e) actually equals X(a).

Next we note that if X is invariant, then X is L(a)-invariant for alla e G;
that is, X is actually G-invariant or left invariant according to Section 2.7. For
let p € G, then

X(L(a)p) = X(ap) = [(TL(ap))(e)] X(e)
= [T(L(a) > L(p))(€)]1X(e)
= [TL@@)(P)] " (TL(p)(e))(X(e))
= TL(a)(p) - X(p)

which gives the result.

Proposition 5.2 Let G be a Lie group, let X € T(G, e), and let
X:6-TG):p- X(p),

where T(G) is the tangent bundle of G with projection map 7 and X(p) is given
by

X)) = X(f> L(p))

where f'is any real-valued analytic function on G. Then X is a G-invariant ana-
Iytic vector field on G such that X(e) = X. Furthermore X is the unique
G-invariant vector field on G such that X(¢) = X. Thus any G-invariant
vector field is of the form X.

PrOOF Letting TL(p) = TL(p)(e) we first note that (X £)(p) = (TL(p) X)(f)
so that X(p) € T(G, p) and therefore (n o X)(p) = p. Thus X is a vector field
on G. Since X(p) = TL(p)X we have X(e) = X and the above computations
show X is G-invariant. For the uniqueness we use Proposition 2.34 with
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f= L(a) for any a € G or directly as follows. Let Z be a G-invariant vector
field with Z(e) = X. Then Z(p) = TL(p)(e)Z(e) = TL(p)(e)X = X(p). Finally
we shall show X is analytic and derive another formula for it. Thus let
a:]—- G:t—at) be an analytic curve on an interval I containing 0 € R so
that &(0) = X [= X(e)] and a(0) = e. Then analogous to the resuits in Section
2.7 we use the results on curves in Section 2.5 to obtain

X)) = X(f- L(p))
= d[d{0)(f > L(p) - &) = d/dt[f(po(1)));=0 (%)

where pa(t) is the analytic product in G. Thus since f, a, and the multiplication
in G are analytic we have X fis an analytic function; that is, X is analytic.

Let #(G) denote the set of G-invariant vector fields on G. Then from the
above result we see that #(G) consists of all vectors of the form X for
X e T(G, e). From X(p) = TL(p)(e)X and TL(p)(e) being injective we obtain
the following.

Corollary 5.3 The map ¢ : £(G) - T(G, e): X » X is a vector space
isomorphism. In particular, the dimension of £(G) over R equals the dimen-
sion of G and is finite.

Corollary 5.4 :Q’(G) is a Lie algebra relative to the bracket operation
X, 7)=XY-7X.

Proor This follows from Proposition 2.33.

Definition 5.5 (a) The Lie algebra of a Lie group G is the Lie algebra
P(G) of G-invariant vector fields on G.

(b) The Lie algebra g with product [ ], is homomorphic to the Lie algebra
h with product [ ], if there is a vector space homomorphism ¢ : g — A such that
¢lXY), = [pX¢Y],forall X, Y e g. If ¢ is a vector space isomorphism, then
g and h are isomorphic Lie algebras.

By means of Corollary 5.4 we can make T(G, e) into a Lie algebra as
follows. Let X, Y e T(G, e) and let X, ¥ € #(G) as above. Then define the
product [XY] = [X, Y1(e) which is in T(G, €) and makes T(G, e) into a Lie
algebra. This yields the following.

Corollary 5.6 The map ¢ : Z(G)—>T(G, ¢): X - X is a Lie algebra
isomorphism.

Frequently the Lie algebra T(G, e) is also called the *‘ Li¢ algebra of G.”
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Example (1) Let G = GL(V). Then from Corollary 5.6 we have the map
¢ L(G)—> TG, I) is a Lie algebra isomorphism using the product [XY] =
[X, Y)())in T(G, I). However, we also have the Lie algebra gl(}) attached to G
and we now show that .#(G) is isomorphic to g/(V') as Lie algebras. Recall
from example (3), Section 2.5 that for each A4 € gl(V') we defined an element
AeT(G, )by

(Ah) = [Dh(1)]4,

hanalytic at /. The map gl(V) - T(G,I) : A — Ais a vector space isomorphism.
Thus we obtain a vector field 4 in #(G) and consequently a vector space
isomorphism gli(V)— £(G): Aj. We now show this is a Lie algebra
isomorphism; that is, [4> E] = [4, B]. Usually T(G, I) and g/(V') are considered
the same and the overbar is omitted as done before but we shall not do this
now. Let pe G, and A4, Be gl(V). Then using L(p)4 = pA, the product in
End(V'), we have for f analytic on G

ABY () = ABU)P)

= A(B(f) - L(p)). definition of X
= [D(B(f) - L(p))(D]A, definition of A
= [D(B(N))(p) - D(L(P))(D)]4,  chain rule
= [D(B(NH)(P)XpA), L(p) linear

= tim 3 B/ P + 1pA) — BY )
~lim - [B(/ L(p + 1pA)) — B(/* L)
= lim LD/« L(p + tpA)DIB — [D(F= L))

~lim } ([Df(p + tpA))(pB + tpAB)
— LD/ (pB)). chain rule

= liml [Df(p + tpA)(pB) — Df(p)pB)]

10l
|
+ lim 7 [Df(p + tpA)XtpAB)
t—=0

= D*f(p)pB, pA) + Df(p)(pAB).
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Interchanging 4 and B, subtracting the equations, and using the fact that
D*f(p) is symmetric we obtain

(4B - BA)(/)p) = Df(pXpAB — pBA)
= Df(p)(pl4, B))
= [D(f> LD))DIA4, Bl
=[4, BY(f- L(p))
= ([4, B)(N»

which proves the result.

Exercises (1) Let G be a Lie group with group multiplication pu:
G x G — G and consider the tangent map (Tu)(a, b) : T(G, a) X T(G, b) » T(G,
@(a, b)) as in exercise (3), Section 2.7. From that exercise we obtain vector
fields given by /(u, X)(a) = [(Tu)a, €))(0, X)and r(u, X)(a) = [(Tu)e, a)}(X, 0)
for X e T (G, e) and 0 € T(G, a).

(i) Are the vector fields I(u, X) or r(u, X) left invariant or right invariant
under the action of G; that is, invariant under the set of functions L(G) or
R(G)?

(if) If they are invariant, how do they compare with the vector field X
given in this section?

(2) Let G and H be Lie groups with Lie algebras g and A. Then as in
Section 4.1, the product group G x H is a Lie group. Show g x h with the
pointwise operations is the Lie algebra of G x H; that is, use the product
[(X), (X2, Vo)l =([X,X,], [Y, ;D).

(3) Let #(G) be the set of vector fields which are R(G)-invariant. Show
R(G)is a Lie algebra. How is it related to £(G)? [Possibly consider R(a) 1 =
1o L(@™") and [Tu(a™ H]1X(a™ "))

(4) Show the vector field X € #(G) depends analytically on the para-
meter X € T(G, e) (see Section 2.8).

2. The Exponential Map

In this section we generalize the map exp: gl/(V) — GL(V) to the map
exp : £(G) - G which allows us to coordinatize G so that the multiplicative
properties of G are nicely translated into properties of the Lie algebra £(G).
First let us recall the function exp : gli(V) - GL(V) as discussed in Chapter 1.
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We saw that there exist neighborhoods U, of 0 in g/(V) and U, of Iin GL(V)
so that exp : Uy — Uj is an analytic diffeomorphism. Also for any X e gi(V)
and s, t, s+t near enough 0 e R we have exp sX, exp tX defined, and
exp(s + )X =exp sX -exp tX in GL(V). Thus identifying X with X in
Z(GL(V)) we have the fact that ¢(t) = exp tX is a local one-parameter group
on GL(V) determined by X (see Section 2.8). Furthermore we saw that ¢ is
actually defined on all of R; that is, ¢ : R—> GL(V) is an analytic homo-
morphism of Lie groups.

Now for an arbitrary Lie group G we would like to start with an arbitrary
G-invariant vector field X € #(G), form the local one-parameter group ¢(1)
determined by X, and then extend ¢(t) to a global one-parameter group
¢ : R—> G. Using this we define exp X = ¢(1) which is consistent with the
results for GL(V). Thus in this section we shall first consider the extension
problem so that the exponential map can be defined as described. It should be
noted that there are many other possible approaches to this definition depend-
ing on the properties one wants to assume [Chevalley, 1946; Helgason, 1962;
Loos, 1969].

Lemma 5.7 Let V= R"™ be the m-dimensional vector space with the
usual Euclidean topology and let B be an open ball with center 0 € V. Let G be
a topological group and let ¢ : B — G be a continuous local homomorphism
of the additive group structure of V; thatis, if x, y, x + y € B, then ¢(x + y) =
¢(x)¢(y) in G. Then there exists a unique continuous homomorphismf: V -+ G
such that f|B = ¢.

PROOF Let x € V and let p be a positive integer such that x/n € B for all
n > p. Then we set f(x) = ¢(x/p)?. We now show f'is well defined; that is, fis
a function. Thus let ¢ be a positive integer such that x/n € Bfor all n > q. Then
¢(x/pg)™ = [¢(y/q)'),  where y=x/peB
ol (O 7C) R0 70))
= [p(y/g + -+ + y/@)F = ¢(x/p)’,
so that interchanging p and ¢ we obtain ¢(x/p)? = ¢(x/q)". Thus the definition
of fis independent of the choice of p so that fis a function. Next, for x, y € V,
let p be such that x/p, y/p, and (x + y)/p € B. Then since ¢(x/p)d(y/p) =
¢((x + »)/p) = $((y + x)/p) = $(y/p)$(x/p) e obtain
Sx + )= [¢((x + y)/p)l
= [¢(x/p)¢(y/p)V
= ¢(x/p)*o(y/pY = f(x) [ ().

Thus f: V -G is a homomorphism.
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We now show f| B = ¢. Thus let x € B with p as above so that x/p € Band
x=x/p+ -+ x/pin B. Then using ¢ as a local homomorphism, we obtain

f(x) = ¢(x/p)*
= ¢(x/p) -+ Pp(x/p)
= ¢(x/p+ " x/p) = ¢(x).

Finally f'is unique, for if g : ¥ — G is another continuous homomorphism
with g| B = ¢, then if x € V and p such that x/n € B for all n > p, we have

g(x) = g(p(x/p)) = g(x/p)’ = ¢(x/p)’ = f(x).

Corollary 5.8 An analytic local homomorphism « of an interval I about
0 € Rinto a Lie group G can be extended uniquely to an analytic homomorph-
ism fof Rinto G.

PrOOF Just note that / contains an open interval with center 0 and that
the above definition of f'is given in terms of analytic operations in R and G.

Theorem 5.9 Let G be a Lie group, let X € T(G, ¢), and let X € £(G) be
the corresponding G-invariant vector field. Then there exists exactly one
analytic homomorphism f: R — G such that f(0) = X. Thus fis the maximal
integral curve of X through e € G; that is, f(t) = X(f(¢)) for all t e R.

PrOOF Let I =(—¢, ¢) and a : I - G be the integral curve of X such that
a(0) = e as discussed in Theorem 2.37. We shall now show that « is an analytic
local homomorphism. Let J be a suitable subinterval of / containing 0 € R
such that for ¢ fixed in I the analytic maps

u:J-oG:s-a(t+s) and v:iJ oG5 a(Das)

are defined. Then u(s) = [o o 7(1))(s), where 7(f) : R»> R: x >t + x and v(s) =
[L(a(1)) ° «](s). Using the results on curves we have

i(s) = [Ta = w(O)d/du))(s)
= (To)(r(1)(s)) o (TT(O)(s))(d/dlu)
= (T2)(t + s)(d/du)
=a(t + 5) = X(a(t + 5)) = X(u(s)),

where we use the chain rule for the second equality, [Tt(2)](s) is the identity
for the third equality, and « is an integral curve for the fifth equality.
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Next we have

5(s) = [T(L{«(?)) o )(d/du))(s)

= [TL(())((s)) o (Tot)(s)(d/dlu)

= [(TL(())(a(s))(6(s))

= [TL(())(()1 X (a(s)

= [TL(2()X]((s))

= [X o L(«()[((s))

= X(a(na(9)) = X(v(5)),
where we use the chain rule for the second equality and X is G-invariant for
the sixth equality. Thus we see that u(s) and u(s) are solutions to the dif-
ferential equation Zz(s) = X(z(s)) and satisfy u(0) = v(0) = a(t). Thus by
Theorem 2.37 there is a neighborhood J’ of 0 € R where u(s) = v(s); that is,
there is a suitable neighborhood N of 0 € R so that o : N — G is an analytic
local homomorphism. The theorem now follows from Corollary 5.8 and the
following which shows f(f) = X(f(t)) for all te R. Thus let t =t, + t, € R,
where t;, t; € N which is a neighborhood of 0 € R such that fis an integral
curve; that is, f = . In particular, f(t,) = X(f(t,)) and f(t; + t,) = f(1,)) f(¢).
Now since X is defined on G, we have from various definitions and the G-
invariance of X

X(f() = X(f(ty + 1))
= X(L(f(1))(12))
= [TL(f)1f (1) X(f(12))
= [TL(f IS )12
= [TL(f NI (t2) - (TS )dldu)](t2)
= [T(L(f(t) o f)d/du)X(12)
= [T(f o t(t))d|du)](t)
= (T )ty + t3) o (Te(t,))(t2)(d/du)
= (T )e)(d/du) = (1)
Noting that any € R can be written as t = Y 7_, t,, where t; € N, we use f as

a homomorphism and induction on » to obtain the result. Also because the
domain of fequals R, fis the unique maximal integral curve through e€ G.

Exercise (1) How can the results of Theorem 2.37(b) be formulated in
the present context to give the above result directly?
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Definition 5.10 Let G be a Lie group and let X € #(G) be the vector
field corresponding to X € T(G, e). Let f; denote the unique analytic homo-
morphism of R into G of Theorem 5.9 such that f3(f) = X(f(¢)). Then we
define the exponential map exp or expg to be the map with domain £(G)
given by

exp: Z(G) - G: X - fy(1).

We first note that for all t € R,

exp tX = fiz(1) = f3(1). (*)
The first equality is the definition. To see the second let ¢t be fixed (but
arbitrary) and let

g: R- G:s- fi(ts).
Then g is an analytic homomorphism and if t*(tf) : R > R : x = tx we have
g(s) = [fz = *(1))(s). Consequently

4(0) = [T(f o T™*(1))(d/du)}(0)
= (TfR)(T*(1)(0)) o [Tr*()])(0)(d/du)
= (TfR)O)(1(d/du)) = tX
using 7*(#) as a linear transformation of R for the third equality. However,
the homomorphism f,z : R — G is also such that f,0) =X so that by the

uniqueness part of Theorem 5.9 we obtain f;z(s) =f3(st) which gives the
result.

RemARK (1) From formula () we see that the curve R > G : t » exp tX
can be characterized as the curve f: R - G such that:

(i) fis an analytic homomorphism,

(i) fO=X(f®)allteR.
We also have for all 5, t € R and X € #(G) that
expis + DX =expsX -exptX, [exptX]™! =exp(—tX)

since f3 is a homomorphism.

Theorem 5.11 Let G be a Lie group with Lie algebra £(G). Then the
exponential map exp : £(G) —» G is analytic and T(exp)(0) : T(£(G), 0) —
T(G, e) is a nonsingular linear transformation.

PrOOF Since the vector field X depends analytically on the parameter
X e T(G, e) we have from Theorem 2.39 that there exist an open interval
(—¢, €) of 0 e R, an open convex neighborhood U of 0 in T(G, €), and an
analytic mapping v : (—¢, &) x U — G such that for each t € (—¢, €) and each
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X e U we have u(t, X) = f3(1). Now let a € (—¢, &) be a fixed number such that
0O<a<landlet U=aUc U. Thenthe map U' > G: X s u(a,a 'X)isa
well-defined analytic function since ae(—¢, &) and a 'Xea U = U.
However, we have

u(a, a ' X)=f,-15(a) = fila™'a) = exp X.
Thus using the isomorphism ¢ : £(G) - T(G, e) : X - X of Corollary 5.3 we
see exp o ¢~ ' is analytic on U’ since ¢ is a linear transformation which is
analytic; that is, exp o ¢ ~! is analytic at 0 e T(G, e).

Next we shall show exp o ¢ ™! is analytic on all of T(G, e), for let X be any
element in T(G, e). Then there is a neighborhood D of X and an integer p > 0
so that 1/pD < U’. However, since [exp(1/pX)]? = exp X and exp is analytic
on U’, we see that exp X is the (analytic) product of analytic functions so that
exp is analytic on D. Finally, T(G, e) is isomorphic to .£(G) by the analytic
linear transformation ¢ ~'. Thus exp = (exp ° ¢ ~!) o ¢ is analytic on £(G).

Next, to show T(exp)(0) is nonsingular we recall from Section 2.4 that the
tangent space of the finite-dimensional vector space #(G) at the point
0 € Z(G) equals the vector space of all directional derivatives evaluated at O;
that is, T(£(G), 0) = { Dx(0) : X ¢ #(G)} and y : T(Z(G), 0) =+ 2(G) : Dg(0) —
X is a vector space isomorphism. Now let fx(f) = exp tX and let k be any
function which is analytic at e € G. Then

[(Texp)O)PxO)](k) = (D3(0))(k - exp)

=yg}we&m—koﬁmn

= & e f50)limo = (RRO) = X,

where the fourth equality uses formula (*) in Section 5.1 and the fifth equality
uses X(e) = X. Thus

T(exp)(0) - Dx(0) =

However, the isomorphisms ¢ and y above give $X = X and y(Dz(0)) = X
so that T(exp)(0) = ¢ o  which is nonsingular.

NotaTioN In the above proof we kept track of the various vector spaces
by the isomorphisms ¢ and y. However, to simplify notation, these vector
spaces (and Lie algebras) are usually identified and the isomorphisms are
ignored—it all depends on which space one takes as the definition of the Lie
algebra. We shall identify as much as possible and use the Lie algebra which is
most convenient. Thus we shall write £(G) = T(G, ¢) = g or equal to any
other useful isomorphic characterization; for example, Z(GL(V))=
T(GL(V), I) = gl(V). We can now consider the exponential map as defined on
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T(G, e) =g and note that, using ¢ = = I, Theorem 5.11 is frequently
stated as follows.

Corollary 5.12 Let G be a Lie group with Lie algebra g. Then the expo-
nential map exp : g — G is analytic and T(exp)}(0) = J, the identity in End(g).

Example (1) For the Lie group G = GL(V) we have identified its Lie
algebra Z(G) with gl(V). Thus for X € gl(V) we have f(t) = exp t X as defined
in this section is characterized by (i) and (ii) of remark (1) preceding Theorem
5.11. However, we have previously seen that the matrix function ¥ =
Y. t"X"/n! satisfies the same conditions. Thus by the uniqueness we obtain the
consistent result exp tX = e'*.

Proposition 5.13 Let G be a Lie group with Lie algebra g. Then there
exist a bounded open connected neighborhood U, of 0 e g and an open
neighborhood U, of e € G such that exp: Uy — U, : X — exp X is an analytic
diffeomorphism.

ProoF We use the inverse function theorem as stated in Section 2.5 for
analytic functions.

Definition 5.14 Let log: U,— U, denote the analytic inverse of
exp: U, — U, given above and let  : g = R™ be a vector space isomorphism.
Then Dy, = n(Uy) is open in R™ and the pair (U,, nolog)isachartatee G
called a canonical or normal chart at e€ G and U, is called a canonical or
normal neighborhood of e.

The isomorphism # is frequently omitted and we just consider the pair
(U,, log) as a canonical chart. Thus if X, ..., X,, is a basis of g, then D, =
{(x15 ..., xm) € R™: Y x, X, € Uy} and the explicit coordinate map is

log: U,— Dy :exp(), x; X)) = (xy, ..., x,).
i=1

As discussed for the Lie group GL(V), we see in general that any pointaina
Lie group G has an (analytic) chart given by (aU,, log ° L(a)™").

REMARK (2) The image exp: g — G is contained in the connected com-
ponent of the identity G,. However, exp need not be surjective, for let
G = SL(2, R) which is the Lie group of 2 x 2 matrices of determinant 1. We
shall now briefly show there exists an element A not of the form exp X = e*.

Thus let
r 0
4= [0 1 /r]
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where r < —1. Then if 4 = e*, the characteristic roots of A are of the form e”
and e” where a, b are characteristic roots of X. Suppose r = ¢ and 1/r = €®.

Then a = —b + 2kni. However, since r < 0, a is actually complex and there-
fore its conjugate is also a characteristic root; that is, b = a. This gives a as
pure imaginary. Thus we obtain a contradiction 1 = |e”| = |r| > 1, by the

assumption r < — 1. This contradicts 4 = e*.

3. Exponential Formulas

In this section we use the exponential function to develop a Taylor’s
series expansion for a real-valued analytic function defined on a Lie group
(see Section 2.8). Then using this we obtain the first few terms in the expansion
of the analytic function F given by

exp Xexp Y =exp F(X, Y)

for X and Y in a suitable neighborhood of 0 in T(G, ¢) = g. Thus for 8 = (0, 0)
in g x g we obtain the local approximation for the multiplication in G by

FX,Y)=X+ Y+ [XY]+ F3(0)(XY)‘3’

analogous to the results in Section 1.6. We shall show that the higher-order
terms FX0)(X, Y)* are all contained in the subalgebra of g generated by X
and Y. Finally we discuss the Campbell-Hausdorff formula for F(X, Y).

Proposition 5.15 Let G be a Lie group, let f be a real-valued function
analytic at p € G, and let X € £(G) with X € T(G, e). Then there exists ¢ > 0
such that, for |t| <e¢,

Xf)p)-

o gt
f(pexptX) =Z n_

We shall refer to this formula as a Taylor’s series expansion for f.

ProoF From formula (x) in Proposition 5.2, we have for a(t) = exp tX
that

(Xf)(p) = [(d]d1) f(p exp tX)]; =0

which proves the formula

(X)p) = [(d[a)"f (p exp tX)],=o
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for n = 1, and we now continue by induction. Thus

X" f)p) = [X(XN)Kp)
= [(d/dr)"(Rf)p exp tX)],=o
= [(d/dt)"(d/ds)f(p exp 1 X exp 5X)];=0, 1=0
= [(d/du)"(d/du)f(p exp uX)],=o
= [(d/duy"* 'f(p exp uX)],=o
where the fourth equality uses exp tXexp sX =exp(t + s)Xand u =1+ .
Now since fis analytic at p, then for some ¢ > 0 and for |t| < & we have

the fact that f(p exp tX) is an analytic function of ¢ at 0 € R. Thus we can
write the power series

f(pexp tX) = 20 & 1*/n!

for |t| < ¢, where the a, equal the nth derivative of f(p exp tX) at t = 0; that
is, a, = (X"f)(p), which proves the Taylor’s series expansion.

Theorem 5.16 Let G be a Lie group and let X, Y € T(G, e). Then there
exists € > 0 such that for |t} < &:

(@) exptXexptY =exp(tX +tY + 32[XY] + o(t));

(b) exptXexptYexp(—tX)=exp(tY + t2[XY] + o(t?));

(c) exp(—tX)exp(—tY)exp tXexptY = exp(t2[XY] + o(t?));
where in each case o(t%) is a vector in T(G, ) such that for || < &, (1/t3)o(t?)
is bounded and analytic.

PrROOF (a) Let fbe analytic at p e G. Then using the formula

(X"f)(p) = [(d/d1y'f (p exp tX)];-o
twice we obtain for a function g analytic at ee G
(X¥"g)(e) = [(d/dr)'(d]ds)"g(exp tX exp 5Y)],=o, 1=0-
Therefore we obtain the Taylor’s series expansion
" 5" n{ym
g(exp tX exp sY) —m,nZZO i [(X"Y™g1(e)

for s, t sufficiently near 0 € R. Thus for s = ¢ we obtain

tm+n

[X"Y"g)(e), (1

glexp tX exp tY) =m'n2;0 T
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where the coefficient of ' is (Xg)(e) + (Yg)(e) and the coefficient of 2 is
1(X%g)(e) + [X T g)(e) + (T?g)(e).
However, by Proposition 5.13 and the analyticity of the multiplication in G
exp tXexp tY = exp F(t)

where F:I—- T(G, e) is an analytic map of an open interval I < R which
contains 0 € R. Since e = exp 0 = exp 0 exp 0, we see that F(0) = 0. Thus for
t € I, F has the Taylor’s series expansion

F(t) =tF, + *F, + o(t?)

for fixed Fy, F, e T(G, e).
Since we are working near e € G, we can assume the operations take place
in a normal neighborhood U,, and we now have for g analytic at e € G that
glexp tX exp tY) = glexp F(1)]
= glexp(1F, + 1*F, + o(r*))]
= glexp(tF, + t2F,)] + o'(t%)

|
= ZO n! [(tF1 + IZFZ)"g](e) + o’(t3), )

where the last equality uses Taylor’s formula for tF, + t*F, and where o'(¢?®)
denotes a real number such that for some & > 0, (1/t3)0’(t?) is analytic and
bounded for |t| < e. From the expression in the last equality we see that the
coeflicient of 1' is [F,g](e) and the coefficient of 2 is [F, gl(e) + [F,?g](e).

Thus comparing the coefficients of ¢ and t? in formulas (1) and (2) we
obtain

(Fige) = (Xg)e) + (Yg)e)  and  (Frg)(e) = LXK, Tlg)(e).

Since g is an arbitrary analytic function at e € G we obtain F, = X + Y and
F, =4[ X Y] which shows

exp tX exp tY = exp F(1) = exp(tX + tY + [ X Y] + o(t3)).
For ¢ small enough, we use (a) to compute (b) as follows.
[exp tX exp t Y] exp(—tX) = [exp(tX + t Y + $12[X Y] + o(t3))] exp(—tX)
= exp S(1),
where from (a)
S =X + 1Y + 42[XYD + (—tX)+ 4[tX + 1Y + 32[X Y], —tX]+ o(t?)
=tY+ 2[XY] + o(t®)

which proves (b).
(c) Part (c) is proven similarly.
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REMARKS (1) With the conditions and formulas of Theorem 5.16 we
can show

(d) expt(X+ Y)=exptX exptY-expo(t?);
(e) exp(t*[XY]) =exp(—tX)exp(—tY)exp tX exptY - exp o(t?).

Also we have the following formulas which we shall use later. For any t € R,
(f) exp X 4+ Y)=lim,_  [exp (¢t/n) X exp (¢t/n) Y]";

(&) exp(t’[XY]) = lim,. ,{exp[ — (t/m) X] exp[—(1/n) Y]
exp(t/m) X exp(t/n) Y™,

For example, to see (f), let ¢ be fixed in R and let n be sufficiently large. Then
from Theorem 5.16,

t t t 12 1
-Xexp-Y = - X+ N+— —
exp - Xexp- exp[n( + ¥)+ 7 [XY]+ 0(;13)]
and consequently
[ tXx tY]” X t(X+Y)+t2[XY] 1)
Xp — - = — =
exp- Xexp- exp 2n +0(n2]

which yields the result.
(2) Let G be a Lie group with Lie algebra g. Then the above formulas

are frequently expressed as follows.

(@) There exists a neighborhood U of 0 in g such that for all X, Ye U
we have exp X exp ¥ =exp(X + Y + 4[X Y] + &(X, Y)) where

lim (X, Y)/|X|*|Y|*>=0.
X, Y0
(@) For any X, Y € g and for s, ¢ sufficiently near 0 € R, exp sX exp tY
= exp(sX + tY + 4st[XY] + &(s, t)) where lim, ., &(s, t)/st = 0.

(3) Now let u: G x G: (x, y) - u(x, y) = xy denote the analytic multi-
plication on G. Then

(Tu)e,e):T(G,e) x T(G,e) » T(G,e): (X, Y)> X + ¥,

for let t be near 0 € R. Let pu(exp tX, exp tY) =exp F(t) where F(t) =tX +
tY + o(t?). Then using the chain rule, T(exp)(0) = I, and d/du(0)(F)= X+ Y
we obtain the formula.

Proposition 5.17 Let G be a Lie group and let g,, ..., g; be subspaces of
the Lie algebra g such that g is the subspace direct sum g; + -+ + g,. Then
the analytic map

¢:gi+ g —G X+ + X~ (exp Xy) o (exp X))
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is such that T¢(0) = I. Thus there exist bounded open connected neighbor-
hoods of U; of 0 in g; and U, of e in G such that the map

¢:U + -+ U—>U:: Xy + 0+ X > (exp Xy) - (exp X)

is an analytic diffeomorphism.

Proor Using induction and the inverse function theorem it suffices to
show T¢(0) = I for the case g = g, + g, - Thus let exp; = expg|¢g;. Then since
g; =g we see T(exp,)0) is the identity map on g;. Therefore identifying
gi + g, with g, x g, we have for X; e g; that X; + X, = (X1, X,) and there-
fore, with u the multiplication in G,

(TH)O0) X, + X3) = [(T9)O, OI(X,, X2)
= [T (i o exp; x exp,)(0, 0)}(X, X>)
= (Tu)(e, e)((T expy)(0) Xy, (Texp,)(0)X>)
= Xl + Xz,

using ¢ = p o (exp; X exp,), the chain rule, and remark (3) above. This proves
the result.

REMARKS (4) Using this result we can introduce coordinates as follows.
Let X,,..., X, be a basis of g so that X, ..., X, is a basis of g;, X,(;)+}>
..y X,z Is a basis of g,, etc., for g=g, + - + g, as above. Let U, =
¢(U, + -+ + Uy be as in Proposition 5.17 so that elements of U, are of
the form
r(1) rik)

¢(inXi)=(exP Z x; X;)(exp Z x; X3).
Let Do = {(xy, ..., x) € R":Yx; X, € U + **+ + U, < g}. Then the map
Ue—>D0:¢(Zx,-X,-)—*(xl,...,xm)

yields a coordinate system called a canonical or normal coordinate system of
the second kind.

(5) From formula (c) of Theorem 5.16 we see that [XY] is the tangent
vector to the *‘ commutator curve”

s—exp(—s'2X)exp(—s'2Y) exp(s'2 X) exp(s'/?Y), 520

at s = 0. Thus frequently the operation [X Y] in g is referred to as the ‘“com-
mutator operation in the Lie algebra.” In the work of Pontryagin [1946] this
is actually used as the definition of a bilinear multiplication on 7(G, e) which
makes it into a Lie algebra.

(6) Let U, be the open neighborhood of 0 € g as given in Theorem 5.13.
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Then since exp: Uy — U, is a diffeomorphism we can define a composition
F: Uo X UO_’g by

F(X, Y)=log(exp Xexp Y)
for X, Ye U, provided exp Xexp Ye U,. Thus U, with this composition

becomes a local Lie group with 0 as the identity and — X as the inverse of X.
Now for any X, Y € g and 1 sufficiently near 0 € R we have from formula (a),

F(X,tY)=tX + tY +3*[XY] + o(t®),

where the error term o(t3) is also a function of X, Y € g. Actually, o(t*) can
be expressed quite nicely by a series which is contained in the Lie algebra
generated by X and Y; that is, looking ahead to Chapter 6, we define a Lie
subalgebra 4 of the Lie algebra g to be a subvector space of g such that for
all X, Y € h we have [XY] € h. In particular if L(X, Y)denotes the subalgebra
of g generated by X and Y; that is,

L(X, Y)=(\{h: his a Lie subalgebra of g and X, Y € h},

then L(X, Y)is spanned as a vector space by X, Y, [XY], [X[XY]], [Y[YX]],
etc. Thus we shall show that the above formula has the form

F(tX,tY)= Y F(X, 1Y)
i=1

where each F{tX,tY)e L(X, Y). This result is known as the *“ Campbell-
Hausdorff theorem.” Note that since a subvector space is closed we also
have F(tX, tY)e L(X, Y). Consequently the multiplication in the neighbor-
hood of U, is completely determined by the Lie algebra. We shall express this
more accurately later by noting that two Lie groups are locally isomorphic
if their corresponding Lie algebras are isomorphic.

Exercises (1) As in the proof of Theorem 5.16 we can write exp tX -
exp tY = exp F(t), where

F(f) = tF, + t*F, + 3F; + o(t*).
Show that the third-order term is
Fy=&{[x[xY]+ [¥Y[YXx]]}
(2) Let G be a Lie group with Lie algebra g = T(G, e).

(i) If X, Y € g are such that [XY] =0, then show exp X exp Y =
exp(X + Y). A Lie algebra is called commutative or Abelian if [XY] = 0 for
all X, Yeg.

(ii) Let G be a connected Lie group with Lie algebra g. Then G is
commutative if and only if g is commutative.



3. EXPONENTIAL FORMULAS 131

We shall now prove that Campbell-Hausdorff theorem as mentioned in
remark (6); this proof is essentially that given by Eichler [1968]. Following
his notation we shall call an expression G(X, Y, ..., Z) a Lie polynomial if
G(X, Y, ....Z)eL(X, Y, ..., Z) which is the Lie subalgebra of g generated
by X, Y,...,Z ing. Thus G(X, Y) is a Lie polynomial if it is a linear com-
bination of X, Y, [XY], etc. An expression G(X, Y, ..., Z) is homogeneous
of degree k if for any se R, G(sX, sY,...,sZ)=s*G(X, Y, ..., Z). By pre-
vious results of this section we have for X, Y eg and s near enough 0 e R
that

exp sX rexpsY =exp F(sX, sY),
where F is analytic at 0 = (0, 0) e g x g and has the series expansion

© k rk
F(sX,sY)= ) sFO)

Py a (X, Y)(k).

Thus F'O)X, Y)= X + Y and F*(0)(X, Y)® = [XY] are Lie polynomials
which are homogeneous of degree | and 2, respectively. We can now state
the result as follows.

Theorem 5.18 (Campbell-Hausdorff theorem) Let G be a Lie group
with Lie algebra g. Let X, Y € g and let s be sufficiently near O in R so that
the multiplication is represented locally by

exp sXexpsY =exp F(sX, sY)

where the analytic function F is given by the above series. Then each
FY0)(X, Y)® is a Lie polynomial in X and Y and is homogeneous of degree k.

ProoF We first note the following facts which we leave as brief exercises.
(a) For X, Yeg and s near enough 0 € R,
FYO)(SX + o(s?), sY)® = s*FHO)(X, V)™ + o(s**1).

[Just use the multilinearity of F*() and write (sX + o(s?), sY) = (s X, sY) +
(0(s?), 0).]

(b) ¥G(X,Y,....Z),HX,Y,....Z),....K(X,Y,...,Z)e L(X, Y, ..., Z);
that is, Lie polynomials in X, Y,...,Z, then G(H(X,Y,...,2Z),..., K
(X, Y,...2))is also a Lie polynomial in X, ¥, ..., Z.

(¢ If G(X,Y,...,Z) is a Lie polynomial and G(X, Y, ..., Z) =
Zk G(X, Y, ...,2Z), where the Gi(X, Y, ..., Z) are the homogeneous com-
ponents of degree k into which G decomposes, then each G(X, Y, ..., Z)
is a Lie polynomial.
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We shall now use the notation
sk

F(sX,sY)= T

Fo)x, n)®

and show by induction that each F(sX, sY)is a Lie polynomial in X and Y.
For k = 1, 2 this has already been done and we assume for all k < n that each
F,(sX,sY)is a Lie polynomial in X and Y. From the associative law

(exp sX exp sY) exp sZ = exp sX(exp sY exp sZ)
we obtain
flp,.( il F(sX, sY), sZ) = i F(sX, _iF,.(s Y, sZ)). M)
= S is i<
Expanding the left side of (1) we see [using (a) and Fy(X, Y) = X + Y] that
the homogeneous term of degree 7 is
sSYF(X, V) + 3[F,_ (X, Y)Z] + - + F(X + Y, Z)}.

Thus by the induction hypothesis, the only possible term in this expression
which might not be a Lie polynomial is

(X, Y)+ F(X + Y, Z)}.

Similarly expanding the right side of (1) we see that the only possible homo-
geneous term of degree n which might not be a Lie polynomial is

s"{F(X, Y + Z) + F(Y, Z)}.

This relation can be expressed as follows: We write U ~ V if U — Vis a Lie
polynomial. Thus we have

FX, )+ F(X+ Y, Z)~F(X,Y+2Z)+ F(Y,2) )
and using (2) we will show
F(X, Y)~0;

that is, F, (X, Y)is a Lie polynomial in X and Y.
We now compute. First from exp aXexpbX =exp(a+ b)X we see
F(asX, bsX) = (a + b)sX so that for k > 1,

F(aX,bX)=0 3
and using exp X exp 0 = exp X we also have for k > 1

F(X,0) = F(0, X) =0. “4)
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We now omit the s near 0 € R for the following computations andlet Z = — Y
in (2) to obtain

F(X, )+ F(X+Y, -Y)~F(X,Y-Y)+ F(Y,-Y)
so that by (3) and (4),
F(X,Y)~ —F(X+ Y,-Y) (5)

Let XY= —Yin(2)toobtain 0~ F (=Y, Y+ Z)+ F(Y, Z). Thus replacing
Y by X and Z by Y we obtain

F(X,Y)~ —F(-X, X+ Y). ()
This yields
F(X,Y)~ —F(-X, X+ Y), using (6)
~—(F(-X+(X+ YY), —(X+7Y)), using(5)
=F(—(-Y), —(X+ Y))
=(-D)'F(-Y, X+ Y), homogeneity
~ — (= 1)'F(Y, X), using (6). @)
Next Let Z = —1Y in (2) to obtain
FX, Y)~ -F(X+Y, —-1Y)+ F(X, }Y). (8)

Similarly let X= —4Y in (2) to obtain F,(3Y,Z)~ F,(—-31Y, Y+ 2Z)+
F,(Y, Z) so that replacing Y by X and Z by Y we obtain
F(X,Y)~F(3X,Y)-F(—-1X, X+ 7). 9

We now use (8) on the two terms on the right of (9) to obtain
F(X, )~ —-F(3X+Y, -{Y)+ F3X, i)+ F3X+ Y, —X-1Y)

- F(—3X, 41X+ 1Y)

=WFX, Y)-B'F(-X, X+ Y)-F(lX+ 7Y, -1Y)

+F(3X+Y, —+X—-1Y). (10)

Next
F3X+Y, -1Y)~ —F(3X+ Y+ (-1Y), 1Y), using (5)

-F(3(X+ Y), 1Y)
-F(X+7Y,Y) 11

and

FAX+Y,—4X 1Y)~ —F(3X + Y +(—1X - 1Y), 41X + 1Y)
= -@FY, X+ 7) (12)
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where we again use (5). Thus, since from (6) we have —F,(— X, X+ Y) ~
F,(X, Y), we substitute (11) and (12) into (10) to obtain
F(X, )~ @ 'FX, V) + D'F(X+ Y, Y) - QPF(Y, X+ Y). (13)
Thus, using (7) we have from (13)
[ =@ 'FX V)~ @0+ (-D))F(X + Y, Y). (14
In case n > 1 is odd we obtain the desired result F,(X, Y) ~ 0. In case n is
even we replace X by X — Y in (5) and use (14) to obtain
- "(X, _Y)~Fn(X_ Y) Y)
~@(+ (=T =-@TIRQ Y). (15)
We apply (15) twice to obtain
Fn(Xa Y) = —(—Fn(X’ - (_ Y)))
~ =@+ D)L= @R, - Y)
~ @1+ (=D - @R, Y.
Since the coefficient on the right in (16) equals 1/(2"~! — 1) # 1, we again

obtain F,(X, Y) ~ 0. This completes the proof of the Campbell-Hausdorff
theorem.

ReMARKS (6) The above proof is a relatively straightforward computa-
tion not involving much machinery. However, with more development the
proofs in Jacobson [1962] and Serre [1965] give the following explicit for-
mula (Campbell-Hausdorff formula): For a suitable neighborhood U, of 0
in g we have for X, Y € U, that

_1)"-1 [ (XP, Y9, XP Y%, XP an)]
C(ph ql’ "'7pn’ qn) ’

where the second sum runs over the integers p;,q; =0 with p; + ¢, > 1 for
i=1,...,nand

FX, Y) =§1 ( 2

n
C(p1, Gy, - Pas q..)=‘;(p.~ +q)p\a ! AL,

t(X"‘, Y4, . .., X, an) = [[ .. [[[X”‘ anlsz] Yqz] . Xpn] an]
where we use the notation
v =[-[uuvl--- Uyl v]
| S

N e’
r s

for k>1 and (X)) =X, (Y) =Y.
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If we let ad(X):g—g: Y— [XY], then the above expression for t is
o(XP, Y9, ..., XPn, Y = (ad X)P'(ad Y)* ---(ad Y)*""'Y
ifg,>1and
(X7, YU, .., XP) = (ad X)*(ad Y)* - (ad X)X

if g, = 0. From these formulas observe that if g, > 2, or if g, = 0 and p, > 2,
then 7(XP!, ..., XP, Y*) is 0. Thus possible nonzero terms occur only when
qg,=1orwheng,=0andp,=1.

Exercise (3) Compute the term F*(0)(X, Y)*)/4! using the Campbell-
Hausdorff formula.

4. Homomorphisms and Analytic Structure

We use previous results of this chapter to discuss elementary facts on
homomorphisms from which we obtain the fact that the topology of a Lie
group uniquely determines its analytic structure.

Proposition 5.19 Let G and H be Lie groups with Lie algebras g and A,
respectively, and let f: G— H be a group homomorphism which is an
analytic map of manifolds; that is, an analytic homomorphism. Then
Tf(e) : g — h is a Lie algebra homomorphism and for X eg

flexpg X) = expu[(Tf(€))(X)].

Thus for ¢ the identity in H, the accompanying diagram is commutative.

T(G, ) (L) > T(H, €)
expG eXpH
¥
G 7 - H

ProoF For X € g the map
¢:R>H:t-f(exp tX)
is an analytic homomorphism and for a(f) = exp tX we see

$(0) = [T(f ° &)(d/du))(0)
= (TfXe)a(0) = (Tf)(e)X.
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However f: R— H:t—expy t(Tf(e)X) is an analytic homomorphism and
£(0) = Tf(e)X. Thus by the uniqueness of Theorem 5.9 we obtain f(exp tX) =
exp {(Tf(e)X). Next, since Tf(e) : g — h is a vector space homomorphism, we
must show Tf(e)[X Y] = [Tf(e)X Tf(e) Y] for all X, Y e g. Notice that the two
maps p: GxG->H:(x,y)>f(x 'y 'xy) and g:Gx G- H:(x,y)—>
X)) f(x)f(y) are equal. Thus for t near 0 e R we apply this to
x=exptX, y=exptY and use Theorem 5.16(c) together with the formula
of the preceding paragraph to obtain Tf(e) as a Lie algebra homomorphism.

Exercises (1) Let f: G— H be an analytic homomorphism of Lie
groups. Then Tf(e):g— h is surjective (injective) if and only if Tf(a):
T(G, a) > T(H, f(a)) is surjective (injective) for all a € G. Thus f'is an immer-
sion or submersion depending only upon the value Tf(p) at the single point
p=e.

(2) If in (1) the map f: G — H is injective, then f is regular; that is,
Tf(a) is injective for all a e G. (Note Proposition 5.19.)

(3) If G is a commutative connected Lie group with Lie algebra g, then
exp : g — G is surjective. (See exercises in Section 5.3 and regard exp as a
homomorphism of a commutative groups.)

REMARK (1) From the preceding results we see that an analytic iso-
morphism of Lie groups implies an isomorphism of the corresponding Lie
algebras. The converse is true locally, and globally if the groups are simply
connected. Consider the locally isomorphic groups R and T! for a counter-
example. It is this converse which allows a classification of certain Lie groups
by classifying their Lie algebras.

Proposition 5.20 Let «, f be two analytic homomorphisms of the Lie
group G into the Lie group H. If Tu(e) = Tf(e), then there exists an open
neighborhood U of e in G on which « and f§ are equal. Furthermore, if G is
connected, then « = f on G.

ProoF Let (U,, log) be a canonical chart at ee G and set U=U,.
Then from Proposition 5.19 we have for a = exp X € U, that

a(a) = a(exp(X))
= exp[(Ta(e))(X)]
= exp[(TB(e))(X)] = B(a)

which proves part of the result. The other part follows from the fact that U
generates G and a, § are homomorphisms.
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The first fact needed to prove that the topology of a Lie group determines
is analytic structure is the following result.

Lemma 5.21 Let G be a Lie group with Lie algebra g, let f: R—- G be a
homomorphism of the additive group R into the group G, and let f be a
continuous map of the corresponding topological spaces. Then these exists
X € g such that f(1) = exp tX. Thus a continuous homomorphism f: R - G is
actually analytic.

ProOF Let (U, log) be a canonical chart at e € G and let V be a neigh-
borhood of e in G with V'V < U. We shall now show that the map V- U :
a— a?is injective. For if a€ V, then a* € U so that log a and log a? are de-
fined. Thus ¢: R>G:t—-exp(tloga) is a homomorphism such that
a* = exp(2 log a). However, since a*> € U, a* = exp(log a*) and since exp|U
is injective, 2loga =loga®. Thus a = exp(loga) = exp(} loga®) so that
a* € U uniquely determines a € V. Thus *‘ square roots”’ exist and are unique.

Next since the given homomorphism f: R — G is continuous, there exists
e > 0 such that f(¢f) e V if |t| <& Now we can assume ¢ = 1 otherwise we
can make a change of parameter to s = At where now f(s) is defined for
|s| < 1. Using this let

a=f()eV  and X=logaeg.

From the preceding paragraph exp 41X is the unique square root of ae V.
Thus since f(3) is also a square root of a = f(1) we obtain by uniqueness
f(3) =exp 3 X. Applying this argument to f(3) and taking its unique square
root we obtain f(}) = exp 3 X and therefore log f(3) = 1 X. Using induction
one obtains f(1/2") = exp(1/2"X) and for any integer p we have since fis a
homomorphism

F(p2") = (12" = exp((1/2") X)? = exp((p/2")X).
Thus for every dyadic rational number ¢ we have f(g) = expgX and by
continuity f(f) = exp tX for all t € R.

Analogous to Corollary 3.15 we have the following result.

Exercise (4) Letf: G — H be an (algebraic) homomorphism of the Lie
groups G and H. If fis analytic at e € G, then f'is analytic on all of G.

Theorem 5.22 Let G, H be Lie groups and let f: G — H be a continuous
homomorphism of the corresponding topological groups. Then fis an analytic
homomorphism of the Lie groups.
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PrROOF Let g be the Lie algebra of G and let g =g, + *** + g,, be a sub-
space direct sum of the one-dimensional spaces g; = RX; where Xj, ..., X,
is some basis of g. Let exp; = exp|g; and let

¢:9g>G: A+ +A,—>exp A - exp A,

be the map which gives the canonical coordinates of the second kind where
A;=1;X,eg, [see remark (4), Section 5.3]. Then, since

fod(Ay + -+ + A,) =f(exp, Ay """ eXPn Ay) = f(expy Ay)** [(eXPm Am),

we have an expression for fo¢:g— H in terms of analytic functions,
applying Lemma 5.21 to each foexp;fori=1,...,m Thusfoe ¢ :g—> His
analytic. However ¢ is a local analytic diffeomorphism of a neighborhood
U, of 0 in g into a neighborhood U, of e in G. Therefore, since ¢ ™' : U, = U,
is analytic, f= (f> ¢) o ¢! is analytic on U,; that is, f is analytic at e € G,
and by the preceding exercise fis analytic on all of G.

Corollary 5.23 Two real Lie groups which are isomorphic as topological
groups are actually isomorphic as Lie groups.

REMARK (2) Let G be a Lie group with analytic structures &/, and &,
which give topologies 7, and J ,. Let ¢, denote the Lie groups (G, &) and
let G; denote the topological groups (G, ;). Then G, = G, as topological
groups implies ¥, = ¥, as Lie groups; that is, the continuous isomorphism
which expresses G, = G, is actually analytic and therefore an analytic iso-
morphism which expresses %, =~ ¢, . Thus the analytic structures are uniquely
determined. In particular, if we say G, = G, via the continuous identity
isomorphism, then 4, = ¥, as Lie groups.



CHAPTER 6

LIE SUBGROUPS AND SUBALGEBRAS

In this chapter we consider Lie subalgebras of a Lie algebra and show their
basic relationships with Lie subgroups. Thus each Lie subgroup yields a Lie
subalgebra and conversely each Lie subalgebra is the Lie algebra of a Lie sub-
group. Next we show that two Lie groups are locally isomorphic if and only
if their Lie algebras are isomorphic; in Chapter 8 we extend this to a global
result. In the third section we prove the very useful result that an abstract
subgroup of a Lie group, which is a closed subset, is actually a Lie subgroup.
Next we discuss homogeneous spaces G/H where H is a closed subgroup of
the Lie group G and show how to coordinatize G/H using the exponential
mapping, Then we apply these results to quotient groups. Finally we show
that a commutative connected Lie group is isomorphic to R? x T? where R?
is a g-dimensional Euclidean space and T? is a p-dimensional torus.

1. Lie Subalgebra and Uniqueness of Analytic Structure

From the various characterizations of a Lie subgroup H of a Lie group G,
we see that the Lie subgroup H c G must satisfy:

(1) His a Lie group;
(2) the injection f: H— G : x — x is an analytic immersion.

Thus (Tf)(b) : T(H, b) - T(G, b) is injective for every b e H. We use Tf(e) to
identify the Lie algebra of H with a subalgebra of the Lie algebra of G and
show how a Lie subalgebra can be used to generate a Lie subgroup of G.

139
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Definition 6.1 Let g be an (abstract) Lie algebra; that is, g has an
anticommutative bilinear multiplication [XY] such that the Jacobi identity
holds (Section 1.6). Then a subvector space h = g is a Lie subalgebra if for all
X, Ye h we have [XY] e h.

Proposition 6.2 Let H be a Lie subgroup of the Lie group G given by
f: H— G as above. Then Tf(e) : T(H, e) - T(G, ¢) is an injective homomor-
phism. Thus we can consider the Lie algebra of H as a Lie subalgebra of the
Lie algebra of G.

PrROOF We just note that the identity map f: H— G : x — x is a homo-
morphism and therefore Tf(e) is a Lie algebra homomorphism. Also, by
definition of immersion. Tf{(e) is injective.

Corollary 6.3 Let H be a Lie subgroup of a Lie group G and let 4, g be
the corresponding Lie algebras and regard h c g. Then expy = expg|h.

ProoF Let f: H— G : x— x, Then from Proposition 5.19 we have for
XeT(H, e),

expy X = flexpy X) = expg(Tf(e)X).

Thus after the above identifications, we obtain the result.

Proposition 6.4 Let G be a Lie group with Lie algebra g and let H be a
Lie subgroup of G with Lie algebra 2. Thenh={Xeg:allte R, exptXe H
and R — G : t - exp tX is continuous}.

ProoF For Xeh, we have from Lemma 5.21 that a:R—>H:t—
expy tX = expg t X is analytic which gives one inclusion. Conversely, suppose
for X e G that the map a: R— H:t—>expgtX is continuous. Then from
Lemma 4.9 (with f = expg, M = R, N = G, and P = H), we see that « is ana-
Iytic. Thus since a(t) € H with «(0) = e € H, we obtain X = d(0) e T(H, e) = h.

Exercise (1) Let H, and H, be connected Lie subgroups of a Lie group
G, and let #; and h, be the corresponding Lie subalgebras. If b, = h,, then
H, = H, as Lie groups.

From the above results or from Corollary 5.23, we have the following:
Corollary 6.5 If H, and H, are two Lie subgroups of the Lie group G

such that H; and H, are equal as topological groups. then they are equal as
Lie groups.
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Theorem 6.6 Let G be a Lie group with Lie algebra g. If H is a Lie sub-
group of G with Lie algebra A, then h is a Lie subalgebra of g. Conversely,
for each Lie subalgebra 4 of g, there exists a unique connected Lie subgroup
H of G which has h as its Lie algebra. This Lie subgroup H is the smallest
Lie subgroup of G containing exp A.

ProorF From the previous results, it suffices to prove the converse. First,
the uniqueness follows from the above exercise. We now use the Campbell-
Hausdorff theorem to obtain a local Lie group B of G as follows. Let m be a
subspace of g such that g = m + h (subspace direct sum). Then using can-
onical coordinates of the second kind [Section 5.3, remark (4)], there exist
open, connected, symmetric neighborhoods V (respectively W) of 0 in &
(respectively m) and a neighborhood U of e in G such that the map

¢ W+ V-oU: X+ YoexpX-expV

is an analytic diffeomorphism. Now let B = exp V where V < 4. Then since
h is a subalgebra, we have for all Y and Z in a suitable neighborhood of 0 in
h, F(Y,Z)=log(exp YexpZ)eh which uses the Campbell-Hausdorff
theorem. Thus using Theorem 5.16 we see that B is a local Lie group relative
to the operations in G (brief exercise). Note that the topology on B is given
by prescribing as a family of neighborhoods of e e B the system of sets
exp S where S ranges over the neighborhoods of 0 in V.

Next, using the canonical coordinates of the second kind as given above,
we see (U, ¢~ ') is a chart at e in G. Also defining y: B— V:exp ¥ — Y for
Y € h, we obtain a chart (B, y) of e in B such that ¢ ™' | B = y and the Jacobian
matrix (6(¢ ~');/dy,(e)) has rank equal to dim B (= dim h). Thus by Corollary
4.13, B generates a connected Lie subgroup H of G.

Let #(H) denote the Lie algebra of H. Then from Proposition 6,4 we see
h < Z(H). However, since dim A = dim B = dim H = dim #(H), we have
equality.

REMARK (1) We can use Theorem 6.6 to show that an (abstract) finite-
dimensional Lie algebra L over R occurs (up to an isomorphism) as the Lie
algebra of some Lie group. First we state Ado’s theorem (see Jacobson’s proof
(1962]).

Ado’s Theorem Let L be a finite-dimensional Lie algebra over a field XK.
Then there exists some finite-dimensional vector space V over K such that L
is isomorphic to a Lie subalgebra 4 of gi(V).

Now gi(V) is the Lie algebra of GL(V), so that the connected subgroup
H of GL(V) generated by exp A is a Lie group with Lie algebra 4 isomorphic
to L. Note that this does not give much information on L but just says that
gl(V) and GL(V) are rather complicated.
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2. Local Isomorphisms

We now determine what type of information about a Lie group can be
obtained from its Lie algebra—roughly those properties preserved by a Lie
algebra isomorphism.

Proposition 6.7 Let f: G— H be a local homomorphism of the Lie
groups G and H. Let g and A be the corresponding Lie algebras and assume
the Lie algebra homomorphism (Tf)(e) : g — h is bijective. Then fis a local
isomorphism.

ProoF Since Tf{e) is bijective, we have by the inverse function theorem
neighborhoods U of e in G and V of € in H such that f: U — V is an analytic
diffeomorphism. However, since f is a local homomorphism, we have on
suitable neighborhoods that the analytic inverse of f is also a local homo-
morphism; that is, f'is a local isomorphism.

Theorem 6.8 Let G and H be Lie groups with Lie algebras g and A.

(a) Iff:g— hisa Lie algebra homomorphism, then there exists a local
Lie group homomorphism ¢ : G —» H such that (Tg)(e) = f.

(b) G and H are locally isomorphic as Lie groups if and only if g and &
are isomorphic as Lie algebras.

ProOF Part (b) follows from (a), Proposition 6.7, and the obvious
modification of Proposition 5.19. For (a) we follow the proof of Chevalley
(1946, p. 112] and note that k = {(X, f(X)): Xeg} is a Lie subalgebra of
g x h as in exercise (2) in Section 5.1. Let X be the connected subgroup of
G x H with Lie algebra k (Theorem 6.6), and let n:Gx H-> G : (x,y) - x
be the analytic projection map. Now the map r = n| K: K — G is a Lie group
homomorphism and

(Tr)e, &) k>g: (X, (X)) X

is actually a Lie algebra isomorphism since X = 0 implies (X, f(X)) = (0, 0)
and the map is clearly surjective. Thus by Proposition 6.7, r is a local iso-
morphism with local inverse s : ¥ —» W where V' = G and W < X are suitable
neighborhoods of the corresponding identity elements. Also we have
(Ts)(e) : g — k and

Ts(e) X = (Ts)(e)[(Tr)(e, &)X, f(X))]
= T(s o r)(e, &)X, f(X)) = (X, f(X)).
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Now let p: G x H— H be the natural analytic projection. Then p is a
Lie group homomorphism. Thus if we let

¢=pos:G-H,
we obtain the desired local homomorphism because

(Te)e) X = T(p - s)(e) X
= (Tp)e, &(X, f(X)) = f(X).

REMARKS (1) As previously stated, we shall use simple connectivity to
obtain the following result: Let G be a connected and simply connected Lie
group, and let f: G — H be a local homomorphism of G into a Lie group H.
Then there exists a unique extension of f to a (global) homomorphism of G
into H.

(2) The proof of Theorem 6.8 uses indirectly the Campbell-Hausdorff
theorem, and we now sketch a more direct approach. Using the notation of
Section 5.3, let U, be a neighborhood of 0 € g and U, a neighborhood of e € G
such that we have the composition for X, Ye U,,

exp Xexp Y =exp F(JX, Y),

where F(X,Y)= X+ Y+ 4[XY]+ - + l/k! FKO(X, Y)® + -+ is given
by the Campbell-Hausdorff theorem. From this theorem each term
F*O)(X, Y)® is a Lie polynomial in X and Y. Therefore, for the homo-
morphism f: g — h we have f[F*0)(X, Y)*] = FXO)(f(X), f(Y))™, using the
definition of a Lie polynomial. Because f'is linear (and continuous) this gives

JIF(X, Y)] = F(f(X), A(Y)).

We can assume that U, is small enough in g so similar results hold in some
neighborhood of 0 € # which contains f(U,). Now for x = exp X € U,, define

¢ by
$(x) = expy f(X)
and note that for x =exp X, y=exp Ye U,
d(xy) = (exp F(X, Y))

= expy f[F(X, Y)]

= expy F(f(X), A(Y))

= expy f(X) - expy f(Y) = ¢(x) - $(y).
Also we see To(e) X = f(X).
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3. Closed Subgroups

We have previously given criterion for a subgroup H of a Lie group G to
be a Lie subgroup, and we now give an extremely useful criterion concerning
a closed subgroup.

Theorem 6.9 Let G be a Lie group, and let H be an (abstract) subgroup
of G which is a closed subset of the topological space G. Then there exists a
unique analytic structure on H such that H is a Lie subgroup of G and the
topology on H induced by this analytic structure is the topology induced by
G: that is, H is a topological subgroup of G. Furthermore the Lie algebra of
H equals {X e g:expgtX e H for all teR}.

Proor First note that the uniqueness of this analytic structure follows
from Corollary 6.5. From the definition of a Lie subgroup, it suffices to show
H is an analytic submanifold of G. We shall use the various group properties
and closure, and separate the proof into several parts.

(3 Leth={Xeg:exptXe Hforall te R}. Then kis a Lie subalgebra
of g. For X € himplies sX € h for any s € R. Next, for X, Y € h, we have from
the formulas (f) and (g) of remark (1) following Theorem 5.16 that for any
teR, expt(X+ Y)e H since H is closed. Thus X+ Yeh and similarly
[XY] € h so that & is a Lie subalgebra of g.

(b) Let m be a subspace of g such that g = m + h (subspace direct sum).
Then there is a neighborhood D of 0 in m such that 0 # X € D implies
exp X ¢ H. Suppose this is false. Then there is a sequence { ¥;} < m such that
lim Y; =0 and exp Y; € H. Now we can regard m as a Euclidean space with
norm | || and let k={Xem:1 <|X]| <2}. Then we can choose integers
n; such that X, =n; Y;e k. Thus since k is compact, we can assume that
0# X=1im X, exists in k cm (passing to a subsequence if necessary).
Furthermore, since lim Y; = 0, we see that lim 1/n; =0 and exp(l/n; X;) =
exp Y; e H.

We shall now show that the above X is in 4 and obtain the contradic-
tion Xemn h={0}. Thus let ¢t,=1/n; so that limt;=0. Then since
exp(—t; X)) =(expt; X;)"' € H, we can assume t;> 0. Similar reasoning
shows that X e h if exp tX € H for all t > 0. Now for each ¢ > 0, let

k() = largest integer < t/t;.
Then since (t/t;)) — 1 <k,(t) <t/t; and lim ¢t; = 0, we see

lim k,(t)t‘ =1.
i
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Since exp t; X; € H, we see exp k()t; X; = [exp t; X;]¥” € H. However, since
exp is continuous and lim k,(£)t; X = tX, we obtain

exp tX =limexp k()t; X, € H.

Thus by definition of 4 in (a) we have the contradiction X € A.
(¢) For some neighborhood U in G with e € U, we have

UnH=Unexph=expV

for some neighborhood V of 0 in 4. For using the coordinates of the second
kind relative to g = k + m, we can find neighborhoods V (respectively V') of
0 in A (respectively m) and U of e in G such that for W=V + V' the map

¢ WoU:X+X —expXexp X'

is a diffeomorphism. Now for x € U = ¢(W), we have x = exp X exp X’ with
XeVechand X' eV em. Thus if xe Un H, then x =exp Xexp X' e H
implies exp X' € H since H is a group. Thus from (b) (shrinking V' to D if
necessary) we see that X' =0; thatis, Un H=Unexph=exp V.

(d) The set H is an analytic submanifold of G. To show that H is the
underlying set of a submanifold, we use the converse of Proposition 2.11.
Thus for p € H, we must show that there is a neighborhood U in G withpe U
such that U n H is a submanifold of U; that is, there is a coordinate function
z so that (U, z) is a coordinate system of G at p which satisfies (a) and (b) of
Proposition 2.11. However, we can multiply by p~! and translate the situa-
tion to e € G. But these results follow from (c) above when we take z,, ...,
Z,, ..., Z, t0 be canonical coordinates on U as given in (c), and we take the
neighborhood W (in Proposition 2.11) to be exp V= U n H. Also because
U is open in G, this formula yields the topology, induced by the analytic struc-
ture, equals the topology induced on H by G. With this induced topology, we
see that the map R —» H:t—exp tX for X € h is continuous, and therefore
from Proposition 6.4, h equals the Lie algebra of H.

ReMARK (1) Let H be a closed Lie subgroup with Lie algebra A as given
above, and let ¢ > 0 be given. Then

h={Xeg:expsXe H for all s R with |s| < g}.

For any given t € R, there exists m so that t = ) s, where |s;| < e and
we have exp tX = exp s; X -~ exp s,X € H.

Definition 6.10 Let A denote a finite-dimensional nonassociative algebra
over R. Thus A is a finite-dimensional vector space with a bilinear map
a:A x A - A. Let B be another finite-dimensional (nonassociative) algebra
with multiplication function f.
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(@) A linear transformation F: A — B is an algebra homomorphism if
F(a(X, Y)) = B(F(X), F(Y)) for all X, Ye 4.

(b) The kernel of an algebra homomorphism F: A — Bis the set ker F =
{Xed: F(X)=0}

(¢) A subspace D of an algebra A is an ideal if for all X e 4,

oX,D)={(X,Z): Ze D} = D
and
o(D, X)={w(Z,X): Ze D} = D.

Exercise (1) Analogous to the case for associative algebras show: D is
an ideal of 4 if and only if D is the kernel of some algebra homomorphism
F:A-B.

Proposition 6.11 Let G and H be Lie groups with Lie algebras g and A
and let f: G — H be a Lie group homomorphism.

(@) Kerfis a closed normal Lie subgroup of G and the Lie algebra of
Ker f equals ker(Tf(e)) which is an ideal in g where Tf(e) : g — h is the cor-
responding Lie algebra homomorphism.

(b) If G is connected, then Im(f’), the image of f, is a Lie subgroup of H
and the Lie algebra of Im(f) equals Im(Tf(e)).

PrOOF (a) Let & be the identity element in H. Then Ker(f) ={xeG:
f(x) = &} = f (&) is a normal subgroup which is closed in G. Thus by Theorem
6.9, Ker(f) is a Lie subgroup and its Lie algebra

PKer f)={Xeg: flexptX)=e for all teR}.

Thus X € Z(Ker f) if and only if & = f(expg tX) = expy(tTf(e)X) for all t € R.
This implies Tf(e)X = 0 using exp as injective for ¢ near enough O € R; that
is, Z(Ker f) < ker(Tf(e)). From the same formulas, the other inclusion is
clear. Also by the preceding exercise, ker(Tf(e)) is an ideal.

For (b) note that since Tf{(e) is a Lie algebra homomorphism, k = Im(Tf(e))
is a Lie subalgebra of A. Thus let K be the connected Lie subgroup of H with
Lie algebra k. Then K is generated by elements exp(Tf(e)X) with Xeg.
However, Im(f) = f(G) is generated by elements f(exp X) for X € g, since G
is connected. Therefore since fexp X) = exp(Tf(e)X), we have K = f(G) since
both of these subgroups are connected.

We shall consider the corresponding quotient groups in the next section
on homogeneous spaces.
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Exercises (2) Let G and H be connected Lie groups and let f: G- H
be a Lie group homomorphism and let Tf(e) : g — h be the corresponding
Lie algebra homomorphism. Then show:

(i) fis surjective if and only if Tf(e) is surjective;
(ii) fis injective implies Tf(e) is injective. What about the converse ?

(3) Let G be a Lie group and H an open subset which is a subgroup of
G. Then show H is a Lie subgroup of G such that G, = H, (identity com-
ponents).

REMARK (2) Using the results of this chapter, we briefly review the
subgroups SL(n), SO(n), etc. of GL(n, R) discussed in Section 2.3. Thus let
R* be the multiplicative (Lie) group of the nonzero real numbers. Then
det : GL(n, R) - R* is an analytic homomorphism of Lie groups. From this
SL(n) =Kerdet ={4 e GL(n, R):det A =1} is a closed subgroup of
GL(n, R) and consequently a Lie subgroup (see Proposition 6.11). From
det(exp A) = e'™ we see det o exp = expotr and using the chain rule we
obtain T(det)(/) = tr. Thus from Proposition 6.11 the Lie algebra of Ker det
equals ker T(det)(]) = kertr = {4 € gl(n, R) : tr A = 0} = sl(n).

Let V be an n-dimensional vector space over R and let B: ¥V x V> R be
a nondegenerate bilinear form on V. For G = GL(V) let

H={AeG:B(AX, AY) =B(X,Y) forall X, YeV}.

Then H is a closed subgroup of G. Thus by Theorem 6.9, H is a Lie subgroup
of G. Let A be the Lie algebra of H. Then, from Theorem 6.9, A € h if and
only if B((exp tA)X, (exp tA)Y) = B(X, Y) for all te R and X, Y€ V. Thus
as before we obtain

h={AdegllV):B(AX, Y)+ B(X, AY)=0 forall X, YeV}.

In particular, when B is positive definite and symmetric, we obtain the
orthogonal group H = O(n). Next since f=det: O(n) - R* is an analytic
homomorphism we have the special orthogonal group SO(n) = Ker f. Thus
if superscript ' denotes the transpose, the Lie algebra of SO(n) equals
ker Tf(I) = {A e gl(n) : A* = — A} = so(n). As before dim SO(n) = n(n — 1)/2
and since SO(n) is connected we have Theorem 6.6 that SO(n) is the unique
connected Lie group generated by exp so(n). Recall from exercise (5). Section
3.2 that O(n) is compact. Thus SO(n) is compact since it is closed in O(n).

Similarly the other groups SO(p, q) and Sp(p, R) are Lie groups with Lie
algebras so(p, q) and sp(p, R) as discussed in Section 2.3. Are these groups
compact?
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4. Homogeneous Spaces

In this section we consider the coset space G/H and make it into an ana-
lytic manifold so that the projection n : G — G/H is analytic and the action of
G on G/H given by G x G/H - G/H : (a, xH) — axH is also analytic. From
a Lie algebra decomposition g = m + h we use m to coordinatize G/H and
give examples. Then we apply these results to quotient groups.

Thus let H be a closed subgroup of G so that H is a topological Lie sub-
group according to Theorem 6.9. Consequently from Theorem 3.11, G/H is a
Hausdorff space relative to the quotient topology and the natural projection
7 : G— G/H is open and continuous. Now let g and /4 be the Lie algebras of
G and H, and let m be a subspace of g so that g = m + A (direct sum). Then
we use the canonical coordinates of the second kind to prove the following
result [Helgason, 1962, p, 113]. '

Lemma 6.12 There exists a compact nucleus D of 0 in m and there exists
a compact set N containing a neighborhood of & =eH in G/H such that
exp|m : D —exp(D) is a homeomorphism, and 7 : exp(D) - N is a homeo-
morphism. Thus 7 o exp|m : D —» N is a homeomorphism.

PROOF As in the proof of Theorem 6.9 we use canonical coordinates of
the second kind. Thus relative to g = m + h (direct sum) we can find neigh-
borhoods W (respectively W) of 0 in m (respectively /) and a neighborhood
U of e in G such that

W+ WYnH=UnH=exp W,

where U = ¢(W + W'} is a coordinate neighborhood of e in G and ¢ is given
by ¢(X + X')=exp Xexp X’'. Now let Y =exp|m and let D= W be a
compact nucleus of 0 in m such that exp(— D) exp D < U. Then the restriction
Y : D — (D) is a homeomorphism.

Set N = n(y(D)). We now show 7 : (D) — N is injective. For let X, Ye D
and assume n(exp X) = n(exp Y). Then (exp X)H = (exp Y)H so that

exp(—X)exp Ye Hn U=exp W'.
Therefore there is Z € W’ so that
exp XexpZ =exp YexpO.

However, since we are using coordinates of the second kind we have that
¢| W + W' is injective. Thus Z = 0 which implies = : (D) — N is injective.
Thus n|y(D) is a continuous injective map of the compact set y(D) onto
N and consequently a homeomorphism.
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Note N is compact but it also contains an open neighborhood of  as
follows. Since D contains an open neighborhood of 0 in m, D + W' contains
a neighborhood of (0,0) in W + W'. Therefore exp D exp W’ contains an
open neighborhood of e in G and since n:G—> G/H is an open map,
n(Y(D)) = n(exp D exp W’) contains an open neighborhood of & in G/H.

REMARKS (1) Let N° be the interior of the set N = n(y(D)), let D° be
the interior of D, and let k = n|y(D). Then for a fixed basis X,,..., X, of
m the map

Yy 1ok 1 :N°> D°: n(eXpZXiXi)—’inXi

is a homeomorphism which defines a chart (N°, x) at e G/H where x =
Y~ 1o k™! Consequently we can use this to define an analytic structure (on
N9).

(2) Using the coordinates of the second kind as above we see the map

g—-G: X+ X -exp Xexp X'

is an analytic diffeomorphism of a suitable neighborhood of 0 onto
E = exp D° exp W'. Thus the map 6 : E - m:exp Xexp X' — X is analytic.
However, on E we see n = x~ ' o ¢ is analytic where x is the coordinate map
above.

Next, using N° = n(E) with E as above, we have for p = exp Xexp X' € E
that x: N° > m:pH - X. Thus the map r =expo x: N°®— G is analytic.
Furthermore (nor)(pH)=(noexpex)(pH)=n(exp X) =pH; that is,
o r = identity| N°. Combining these results we obtain that there exist neigh-
borhoods E of e in G and N° of & in G/H so that:

(i) m:E— N°is analytic;
(ii) there is an analytic map r : N° — G so that n o r = identity | N°.

We apply these results to show the following.

Theorem 6.13 Let G be a Lie group, let H be a closed (Lie) subgroup,
and let G/H have the quotient topology as before.

(a) Then G/H has a unique analytic structure such that:

(i) the projection map = : G —» G/H is analytic;
(it) every p € G/H has a neighborhood P and an analyticmap 7: P - G
so that 7 o F = identity| P.

(b) With the analytic structure in (a) on G/H we have for every a € G that
the map 1(a) : G/H — G/H : xH — axH is an analytic diffeomorphism.
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(c) With the analytic structure in (a) on G/H the map ¢ : G x G/H —
G/H : (a, xH) - axH is analytic.

Proor First we assume (a) holds and prove (b). Since t(a) has inverse
7(a™ ") it suffices to show 7(a) is analytic. Then (2~ ') is also analytic. We now
note for x € G that

1(a) o n(x) = axH = n o L(a)(x)

so that on G we have 1(a) o # = n o L(a). Therefore for ¥ = xH € P as above,
we see 7(a)(X) = 7(a) o (identity)(X) = 1(a) o 7 o r(X) = m o L(a) o r(xX). Thus on
P we see t(a) = m o L(a) o r is a composition of analytic maps and therefore
is analytic.

This implies that it is sufficient to prove the existence and uniqueness of
the analytic structure at the point e = eH in G/H, for if a coordinate system
exists on a neighborhood N° of &, then we obtain a coordinate system at any
other point p = pH by translation via the analytic map 7(p). Futhermore if
(i) and (ii) hold for N°, then they hold for t(p)N° = P. Briefly, if r satisfies (ii)
for N°, then F = L(p) o r o 1(p~") satisfies (ii) for P using 7(p) o = = n o L(p).
The proof is similar for (i). ,

Now from the preceding remarks we have shown the existence of an
analytic structure at € satisfying (i) and (ii) of (a) and we prove uniqueness.
Suppose N° has two analytic structures with two coordinate maps x, and x,
and maps r, and r, from E into G satisfying (a) where E is given in remark (2).
We shall show x, o x3! is analytic. Thus x; o x7 ! =x, oo r, o x;'. How-
ever from (i), x, o 7 is an analytic map of G into some Euclidean space and
from (ii), r, o x, ! is analytic. Similarly x, o x, ™! is analytic so that from
Section 2.2 we see that the analytic structures are equivalent.

To show ¢ : G x G/H — G/H : (a, xH)— axH is analytic, it suffices to
show that its restriction to G x N? is analytic. Thus for r as defined in remark
(2) above and for u: G x G — G the multiplication function on G, we see
¢|G x N° can be factored as follows.

ig

Gx N° =2, G x 6 —— G —— G/H,

and since these are analytic, sois ¢ =1 o po (ig x r).

REMARKS (3) Let G be a Lie group and let M be an analytic manifold
such that G is a topological transformation group on M (Section 3.2). Then
G is a Lie transformation group of M if the map G x M - M : (a, x) > ax is
analytic. Thus in the above theorem G is a Lie transformation group of G/H.
Furthermore, it is proved by Helgason [1962, p. 113] and Tondeur [1965,
p- 155] that the above analytic structure on G/H is the unique analytic structure
such that G (with the above action) is a Lie transformation group on G/H.
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(4) For p € G, the coordinates at p = pH as discussed in the above proof
are explicitly given as follows. Let (N°, x) be the coordinates at e given in
remark (1) where

x:N°>D°:n(expd x; X))~ Y x; X;.
Then for the neighborhood P = 1(p)N°® we have that
y:P>D°:n(pexpy x; X) > Y x; X,

is a coordinate map where we regard m = R".

Exercise (1) Let H be a closed subgroup of the Lie group G and let
g =m + h be a fixed decomposition of the Lie algebras as above. Show that
the map n:G— G/H yields the epimorphism Tn{e) : T(G, e) - T(G/H, &).
Thus identifying g = T(G, €¢) show that ker Trn(e) =h and consequently
T(G/H, &) = g/lh = m.

Example (1) Let G = SO(n)and for p + ¢ = nlet H = SO(p) which can
be considered as a subgroup G by regarding H as matrices of the form

I0
0 4]
where A4 is a p x p orthogonal matrix with det 4 =1 and I the g x q identity

matrix. The Lie algebra of G is g = so(n) which is the set n x n skew-symmetric
matrices. Thus the Lie algebra A = so(p) is given by the set of matrices

0 O
0 Byf

where B,, is a p x p skew-symmetric matrix and m is given by the obvious
complementary set of matrices in g, namely

Xy Xp,
) ®
Thus for X given by (*) in a suitable neighborhood of 0 in m, the coordinates

at é e G/H as discussed above are given by
(exp X)H - X.

Exercise (2) Let S"~! be represented by SO(n)/SO(n — 1) as in example
(4), Section 3.2. Compare the coordinates near the point I € SO(n)/SO(n — 1)
as given above with the stereographic projection coordinates given in example
(5), Section 2.1.
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Definition 6.14 Let 4 be a nonassociative algebra with multiplication
function « and let D be an ideal of 4. Then the coset vector space A =
A/D ={X + D : x € A} is made into an algebra as follows. For X = X + D
and Y=Y+ Din A4, defined: 4 x 4— 4 by

X, Y)=a(X,Y)+D=aX,Y).
The algebra A4 is called a quotient algebra.

As in the associative case, it is easy to verify that & is a function which is
bilinear so that 4 with multiplication & becomes an algebra. Furthermore the
map A - A: X - X is an algebra homomorphism.

Proposition 6.15 Let G be a Lie group with Lie algebra g and let H be a
closed normal (Lie) subgroup with Lie algebra . Then the factor group G/H
with the analytic structure given in Theorem 6.13 is a Lie group and its Lie
algebra is isomorphic to the quotient algebra g/h where A is an ideal of g.

ProoF The factor group G/H is a topological group relative to the
quotient topology and is an analytic manifold relative to the analytic structure
of Theorem 6.13. Thus we must show that the operation

G/H x G/H - G/H : (xH, yH) —» xy™'H

is analytic. However, by remark (2), Section 4.1 and the uniqueness of the
analytic structure of a Lie group, it suffices to show the multiplication

fi:G/H x G/H - G/H : (xH, yH) - xyH

is analytic at (&, &). Thus let N° be the neighborhood of & in remark (2) with
7 o r = identity| N® where r : N® - G is analytic. Then for X, j € N® we use
7 : G — G/H as a group homomorphism to obtain

H(Z, 7) = B(n o r(%), w o (7)) = ap(r(%), r(7),
where p is the multiplication in G. Thus ji = n o uo (r x r) which is analytic
at (e, e).

Now 7 : G — G/H is an analytic homomorphism of Lie groups and if
2£(G/H)is the Lie algebra of G/H, then Tn(e) : g —» £(G/H) is a Lie algebra
homomorphism. Thus since Ker # = H, we have by Proposition 6.11 and the
characterization of h in Theorem 6.9 that ker(Tn(e)) =k is an ideal. Thus
Z(G/H) is isomorphic to g/h.

Corollary 6.16 Let f: G— H be a Lie group homomorphism and ass-
ume that G is connected. Let f: G/Ker f— f(G) be the induced isomorphism
as abstract groups. Then f is an isomorphism of Lie groups where the Lie
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group structure of f(G) (respectively G/Ker f) is given by Proposition 6.11
(respectively Theorem 6.13).

Exercise (3) Let f: G — H be a surjective analytic homomorphism of
the Lie groups G and H. Let H’ be a closed normal subgroup of H and let
G’ =f"'(H’). Then show that the isomorphism G/G’ =~ H/H’ of abstract
groups is actually a Lie group isomorphism.

5. Commutative Lie Groups

We shall apply some of the preceding results on homomorphisms to show
that a connected commutative (i.e., Abelian) Lie group G is isomorphic to
R? x TP for suitable integers p and g. This also shows that a connected Lie
group G is commutative if and only if its Lie algebra g is commutative.

Recall (Section 3.1) that a topological subgroup H of a topological group
G is a discrete subgroup if H is a discrete subspace of G; that is, every subset
of H is openin H. If G is a Lie group, then a discrete subgroup H can be re-
garded as a zero-dimensional Lie group and in this case H is a closed sub-
group of G.

Proposition 6.17 The set H is a discrete subgroup of the additive Lie
group R" if and only if H is isomorphic to Z? =Z x -+ x Z (p-times) for
some p with0 <p <n.

Proor It is clear that Z? is a discrete subgroup of R". Conversely, we
shall now show there are linearly independent elements u, , ..., u, of R" which
generate the discrete group H as a Z-submodule of R". Thus H = Zu, + -+ +
Zu, which gives the result.

Lemma 6.18 Let H be a nonzero discrete subgroup of R". Then H is
generated as a group by elements which are linearly independent in R".

PROOF We show this by induction on the dimension »n. Thus for n =0,
the result follows. Now for n > 1, assume the lemma is true for n — 1 and let
H be a nonzero discrete subgroup of R". Let {y,, ..., u,} be a maximal set of
linearly independent elements (over R) of H. First assume m < n. Then for
n = 1 this set is empty. Thus for n > 1, we see that H is contained in a proper
subspace; that is, H = Ru, + -+ 4+ Ru,, = R™ for m <n. We can now apply
the induction hypothesis to obtain the result.
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Next assume m = n and let ¥ be the subspace of R" generated by {u, , ...,
4,_4)- Then H n V is a discrete subgroup of ¥ and so by the induction hy-
pothesis we can assume H n Vis generated by {u,, ..., 4,~,} as a Z-module.

Let Q= { Y% ,bu;:0<b;<1fori=1,...,n} be the compact cube
in R". Since H is discrete, Q contains only finitely many elements of H. Let

P={Y bju,eQnH:b,>0,
i1

Then u, € P and let u be an element in P with b, minimal (since there are only
finitely many elements in P). We shall now show that the basis {y,, ...,
u,_,,u} of R" generates H as a group; thatis, H = Zu; + -+ + Zu,_, + Zu.
Thus let k= Y 7-{hu; + h,ue Hfor h;e R withi=1, ..., n. Now we shall
show h, € Z. Then since h — h,u € H n V, we have by the results of the pre-
ceding paragraphthath, ..., h,_, € Z.Letu = Y }_,b,u; € P(with b, minimal)
and let k, be the largest integer smaller than A, and let k; be the largest integer
smaller than ; + byh, — k,) = ¢, fori=1,...,n — 1. The following element
in H

n-1 n—1
h - i;l kiui - knu = i; (hx - k()ui + (hn - kn)u

=S e — bty — k) — eilig + (B — k) 3 Buy
=1

i=1
n-—-1
= Z (cl' - ki)ui + (hn - kn)bn U,
i=1
is in Q because by definition
and by definition 0 < h, — k, < 1 yields
0<bh,—k,)<b,<1.

Therefore this element is in P. However, this last equation also contradicts
the definition of b, as minimal in the choice of u € P if we assume A, is not an
integer. Thus we must have ki, € Z.

Proposition 6.19 Let G be a commutative Lie group with Lie algebra g.
Then, regarding g as an additive Lie group R™, the map exp : ¢ — G is a homo-
morphism of Lie groups and Ker exp is a discrete subgroup of g.

PrRoOF From Section 5.3 we have seen exp : ¢ » G is a homomorphism.
Now there exist neighborhoods U, of 0 in g and U, of e in G such that
exp| U, : Uy — U, is a diffeomorphism. Therefore, since exp is injective on Uy,

(Ker exp) n Uy = {0}.
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Thus since Uy is open in g, the set {0} is open in Ker exp. However, transla-
tions are homeomorphisms so that {a} is open for every a € Ker exp. Thus
since any set W of Ker exp is of the form W = | ). {a}, W is open; that is,
Ker exp is discrete. .

Theorem 6.20 Let G be a connected commutative Lie group of dimension
n. Then there exists an integer p, 0 < p <n, so that G is isomorphic to
R""? x T*.

PROOF Since exp X exp Y = exp(X + Y) and the connected group G is
generated by a neighborhood U = exp U,, we see that the homomorphism
exp : g — G is surjective (also Section 5.3). From Corollary 6.16 (or directly),
we have G and g/Ker exp are isomorphic as Lie groups. However, regarding
g as the additive group R", we have from the preceding results Ker exp is
isomorphic to some ZP. Thus G is isomorphic to R"/Z? = (R"™? x RF)/Z?
which gives the results since T? is isomorphic to R?/Z? extending example
(1), Section 3.2,

Exercise (1) The results outlined below will be used in the chapter on
solvable Lie groups.

(i) Let G be a commutative group with + as its operation. Then G is
called divisible if for any integer n€ Z and any x€ G we have x e nG =
{ny : y € G}. Show if G and H are commutative divisible groups, then the
direct sum G @ H = G x H is also divisible. Show that the additive groups
R and T' = R/Z are divisible. Thus R? x T? is divisible.

(i) Let H be a subgroup of the commutative group G. Then H is a
divisible subgroup if # is divisible as a group. Show that if H is a divisible
subgroup of a commutative group G, then there exists a subgroup K of G
such that G = H @ K. (This is not too easy [MacLane, 1963; Barns, 1965].)

(iii) Now let G be a commutative Lie group (written additively). Then
we know that the identity component G, = R? x T? is divisible. Therefore we
have an exact sequence

0 —— Gy —— G ——» G/Gy —— 0

which splits since G = G, @ K. Because of this G > G/G,— 0 splits and
therefore there exists a Lie group homomorphism f: G/G, — G with 7 o f the
identity on G/G,. Using this and the fact that G/G, is discrete (Theorem
3.22), show that K is a discrete Lie subgroup of G. Thus we have shown that
if G is a commutative Lie group (written additively), then G = G, @ K where
the connected component G, = R? x T? is a divisible subgroup and K is a
discrete subgroup.



CHAPTER 7

AUTOMORPHISMS AND ADJOINTS

We have already considered some results on automorphisms of Lie groups;
for example, an automorphism ¢ : G — G induces an automorphism T¢(e) :
g — g of the corresponding Lie algebra. We now develop some of the ‘‘ struc-
tural” results for groups of automorphisms. Thus we first show that the
automorphism group of a nonassociative algebra A is a Lie group whose Lie
algebra is the derivation algebra of A. Next we develop the concept of inner
derivations of a nonassociative algebra and the corresponding inner auto-
morphisms. When the algebra is associative these reduce to the usual concepts
of inner derivations and automorphisms. Using these results we use the differ-
ential of an inner automorphism ¢(a) : G = G : x » axa™! of a Lie group G to
obtain an automorphism (T¢(a))(e) : g — g of the corresponding Lie algebra g.
Then we obtain a mapping Ad : G — GL(g) : a = (T¢(a))(e) called the *“ adjoint
representation of G.”” We develop formulas for the adjoint representation
which lead to the result that the inner automorphism group of a connected
Lie group G equals Ad(G). The fact that for a connected Lie group G, Aut(G)
is a Lie group is proved in Chapter 8.

156
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1. Automorphisms of Algebras

Let A be a finite-dimensional nonassociative algebra over a field K with
bilinear multiplication function a and define a(X, Y)=X Y= XY. Let
Aut(4) denote the automorphism group of A; that is, the set of maps
¢ € GL(A) with ¢(XY) = ¢(X)@(Y). Then Aut(A) is a subgroup of GL(A).

Proposition 7.1 Let A be a nonassociative algebra over R. Then Aut(4) is
a closed subgroup of GL(A). Thus Aut(A) is a closed Lie subgroup of GL(A).

ProoF For X, Y fixed in 4 we note that since the multiplication in 4 is
continuous (it is a bilinear map of the finite-dimensional space A), the set
S(X, Y)={p e GL(A) : (XY) = ¢(X)¢(Y)} is closed. Thus Aut(4) =
(N {S(X, Y): X, Y € 4} is closed in GL(A).

Definition 7.2 A derivation D of a nonassociative algebra 4 is a linear
transformation of A4 satisfying D(X - Y)=DX- Y+ X - DYforall X, Ye A.

Let Der(4) denote the set of derivations of 4. Then it is easy to see that
Der(A) is a Lie subalgebra of gl(A).

Proposition 7.3 Let D be a derivation of a nonassociative algebra 4 over
R. Then:

(a) exptDe Aut(4) forallteR;
(b) the Lie algebra of Aut(4) equals Der (4).

ProoF Since Aut(A) is a closed subgroup of GL(A), (a) follows from (b)
and Theorem 6.9. So to show (b), let D be in the Lie algebra of Aut(4). Then
from Theorem 6.9, we have exp tD e Aut(A4) for all te R. Therefore for
X,YeA

(exp tD)X - Y) = (exptD)X - (exptD)Y
and using the product rule, we differentiate with respect to f at t = 0 to obtain
D(X-Y)=DX Y+ X- DY, thatis, D € Der(4). To show the converse, we
let D be a derivation and let
a(t) = (exp tD)(XY) and p(t) = (exptD)X - (exp tD)Y.
Then we see 2(0) = $(0) = XYand a(t) = Da(t) in A. Also using D as a deriva-
tion we have
B(H) = D(exp tD)X - (exp tD)Y + (exp tD)X - D(exp tD)Y
= Dl(exp tD)X - (exp tD)Y] = DB(1).
Thus « and f are solutions to z = Dz satisfying the same initial conditions.
This implies the desired result a(t) = f(¢) using Proposition 2.36.
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2. Inner Derivations and Automorphisms

Recall that for a nonassociative algebra A over R we have defined the
mappings L(X): A2 A: Y-> XYand R(X): A—>A: Y- YXforall X € A.
In particular, if A =g a Lie algebra, we have set

L(X) = ad(X)

called the adjoint mapping in g.

Definition 7.4 Let A4 be a nonassociative algebra over R and let P be the
subspace of End(A4) spanned by L(X) and R(Y) for all X, Ye A. The Lie
transformation algebra of A, denoted by L(A), is the Lie subalgebra of g/(A4)
generated by P [Schafer, 1966].

Examples (1) If A is a Lie algebra with multiplication [XY], then
L(X)=ad(X)= —R(X) so that P={ad(X): Xe A}. Using the Jacobi
identity, we see that

[ad X, ad Y] = ad([XY])

so that P is a Lie algebra of linear transformations; that is, L(4) = P
(2) 1If A is associative, then we have

LX)L(Y)Z = X(YZ)= (XY)Z =L(XY)Z and L(X)L(Y)=L(XY);
RX)R(Y)Z = (ZY)X = R(YX)Z and  R(X)R(Y) = R(YX);
LX)R(Y)Z = X(ZY) = R(Y)L(X)Z and L(X)R(Y) = R(Y)L(X).

Thus in this case P is also closed under commutation; that is, L{(4) = P. We
shall give examples later when L(A4) is more complicated.

Definition 7.5 A derivation D-of a nonassociative algebra 4 is inner if
D € L(A). Let Inn(4) denote the set of inner derivations of A.

Examples (3) If Aisa Lie algebra, thenforany X € 4 we have D=ad(X)
is an inner derivation.

(4) Let A be associative, and let D = L(X) + R(Y) be an inner deriva-
tion. If 4 has an identity element 1, then

D()y=D(-1)=D()-1+1-D(1)

so that 0= D(1) =(L(X) + R(Y))(1) = X+ Y. Thus for an associative
algebra with identity, inner derivations are of the form D = L(X) — R(X).
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Proposition 7.6 The set Inn(A4) of inner derivations of a nonassociative
algebra A is an ideal in the Lie algebra Der(4).

Proor We first find a formula for L(4) as follows. Let P, = P be as in the
definition of L(A4) and let P;,, = [P,, P;]. Then we have
[P,,PlCPism for im=12,....
The case i = 1 follows from the definition. Now assume the results for i = &
and all m. Then we use the Jacobi identity in gl(A4) as follows for i =k + 1,
[Pei1s Pul = [[Pl:Pk]: Pm]
c[[PI!Pm]’Pk]+[P19 [Pk’Pm]]
S [Pry1, Pl + [Py, Prs)
< Primtts
where we use the induction hypothesis on the third containment. Thus

Y52, P;is a Lie subalgebra of L(4) which contains P so that by definition we
have

LA =3P,
i=1

Next we note by induction that if D e Der(A), then [D, P,] = P,. For

i = 1, this uses the formulas
[D, L(X)] = L(DX) and [D, R(X)] = R(DX)
which follow from the definition of a derivation. For i > I, we use the Jacobi
identity again. Now since L(4) =) P,, this yields
[Der(A), L(A)] = L(A).
Finally, since Inn(A4) = Der(A4) n L(A) is a subspace of Der(A4), we see
[Inn(A4), Der(A)] = L(A) n Der(A) = Inn(A);

that is, Inn(4) is an ideal in Der(A).

Definition 7.7 An automorphism ¢ of A is inner if ¢ is contained in the
subgroup of Aut(4) generated by exp(Inn(4)). Thus ¢ =exp D, -- exp D,
where D; € Inn(A4). Let Int(4) denote the subgroup of inner automorphisms
of A.

Example (5) Let A be a finite-dimensional associative algebra of
endomorphisms containing the identity /. Let D = L(X) — R(X) € Inn(4).
Then since L(X)R(X) = R(X)L(X) we have

exp D = exp(L(X) — R(X))
= exp L(X) exp(— R(X)) = exp L(X) exp R(— X)
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using exp(S+T)=expSexp T if ST=TS. However, [expL(X)I(Z)=
LX) nYZ =(} X"/n!)Z = (exp X)Z and similarly, [exp R(X)]Z =
Z(exp X). Thus we obtain

(exp D)Z = [exp L(X) exp R(— X))Z
= (exp X)Z(exp — X) = (exp X)Z(exp X)~!

which conforms to the usual definition of an inner automorphism as an
endomorphism ¢ € GL(4) of the form ¢(Z) = UZU ~* for some U € A.

Later we shall give a criterion which shows that for many simple algebras,
all derivations are inner.

3. Adjoint Representations

We now consider the differential of inner automorphisms to obtain a
representation of a Lie group G in its Lie algebra g.

Definition 7.8 Let V be a finite-dimensional vector space over a field X,
let G be a group, let g be a Lie algebra over K, and let A be an associative
algebra over K. Then a group representation of G in V' is a group homomor-
phism G — GL(V). A Lie algebra representation of g in V is a Lie algebra
homomorphism g — g/(V). An associative algebra representation of A in V'
is an associative algebra homomorphism 4 — End (V). An injective repre-
sentation is called faithful.

Examples (1) Ifgis a Lie algebra over Rand if ad(g) ={ad X : X e g},
then ad:g—ad(g): X—ad X is a Lie algebra representation called the
adjoint representation. For in this case we use the Jacobi identity to obtain
ad[XY] = [ad X, ad Y] so that the map ad is a homomorphism. Next note
that ker(ad) ={Z e g: [XZ] = 0 for all X € g} is the center Z(g) of g. Con-
sequently the Lie algebras ad(g) and g/Z(g) are isomorphic. Thus if Z(g) = {0}
then g is isomorphic to a Lie algebra of linear transformations.

(2) If A is an associative algebra, then the map 4 — End(4) : X - L(X)
is a representation which is faithful if 4 has an identity element.

(3) Let G be a connected Lie group, and let ¢ € Aut(G) be an analytic
automorphism. Then T¢(e) € GL(g), and the map

Aut(G) —» GL(g) : ¢ - To(e)
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is a faithful representation of the subgroup of analytic automorphisms of
Aut(G) in g. [Note Theorem 8.14 for the Lie structure of Aut(G).] To see this
is a representation, we note for analytic automorphisms ¢, ¥ € Aut(G),
T(¢ - Y)e) = To(¥(e)) o Ty(e) = Td(e) o Ty(e).
This representation is faithful; for if (Tg(e))(X) = I(X) = X for all X e g,
then by Proposition 5.19,
d(exp X) = exp(Td(e)(X)) = exp X.

Thus ¢ = idy on a neighborhood U of e in G and since G is connected, G is
generated by U. Thus since ¢ is an automorphism, it is the identity on G (or
we can use Proposition 5.20). Since continuous automorphisms of G are
actually analytic, this example extends to a representation of the group of
continuous automorphisms of G.

Definition 7.9 Let G be a Lie group with Lie algebra g and for ae G
let ¢(@):G—>G:x—axa~! be the corresponding (analytic) inner auto-
morphism. Then the mapping

Ad: G - GL(g): a—(Td(a))e)

is called the adjoint representation of G.

Proposition 7.10 The adjoint representation is an analytic homomor-
phism of G into the Lie group Aut(g).

ProOOF  Since ¢(a) is an analytic automorphism of G, (T¢(a))(e) is an
automorphism of g and
To(ab)(e) =(T(¢(a) > p(B))e) = Td(a)(e) o T$(b)(e).

Thus Ad(ab) = Ad(a) - Ad(b) so that Ad is a representation of G. To show
that it is analytic, let X, ..., X,, be a basis of g and let {x,, ..., x,,} be the
corresponding canonical coordinate system. Now let

Ad@)(X)) = [To@(NX)) = }. a;(a)X;
J
be the matrix representation of Ad(a). If x = exp tX;, then from Proposition
5.19
$(a)x = P(a)(exp LX)
= exp[tTp(a)(e)(X )] = exp[t }. a;(a)X ).
J

Thus for ¢ near enough to 0 € R, ta;,(a) are the canonical coordinates of ¢(a)x.
However, the canonical coordinates for ¢(a)x are given by commutator
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formula in Theorem 5.16(b) and are analytic for a in a suitable neighborhood
of e in G. Thus Ad is analytic at e € G and since it is a homomorphism of Lie
groups, Ad is analytic on all of G.

We shall now derive some formulas for Ad.

Theorem 7.11 Let Ad : G — Aut(g) be the adjoint representation of a Lie
group G. Then

(T Ad)(e) = ad;

that is, the differential at e of the adjoint representation of the Lie group is the
adjoint representation of the Lie algebra.

ProoF Since Ad : G — Aut(g) we have T Ad(e) : T(G, e) » T(Aut(g), I).
Thus for X € g = T(G, €) we have the value X* = (T Ad)(e)X e T(Aut(g), )=
Der(g); that is, X* € End(g). Since Ad is a homomorphism, we have for ¢ near
Oin R

(Ad)(exp tX) = exp[t(T Ad)(e)X] = exp tX*. 0))
Thus since Ad(exp tX) € End(g), we have for Y e g and from the series exp tX*
for the linear transformation X*,

X*(Y)= lim;(exp tX* — 1Y)

1-0
= lim tl (Ad(exp tX) — I)(Y). #))
-0

Now for s and ¢ sufficiently near O in R we have

exp[s Ad(exp tX)Y] = exp[s(Td(exp tX)e))(Y)]
= ¢(exp 1X)[exp(sY)]
= (exp tX)(exp sY)(exp —tX)
= exp(sY + st[X Y] + so(t?))
using the definition of Ad, the fact o(exp X) = exp(To(e)X) for an analytic

automorphism ¢ of G, and Theorem 5.16(b). Therefore we can conclude for ¢
near 0 in R

Ad(exp tX)Y = Y + 1[XY] + o(t?). 3
Thus substituting (3) into (2) we obtain
X*(Y) =lim tl (Y+[XY]-Y)=[XY];

-0

that is, [T Ad(e)|(X) = X* = ad X.
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Corollary 7.12 For X e g and a € G we have

(@) Ad(exp X) = exp(ad X) (=e"¥)
(b) a(exp X)a™! = exp[Ad(a)(X)].

PROOF Part (a) is just a restatement of formula (1) in the above proof.
For (b) we have as in the above proof that for the inner automorphism
¢@:G-G:x—-axa’,

a(exp X)a~! = ¢(a)(exp X)
= exp[(T$(a)(e))(X)] = exp[Ad(a)(X)]
using the definition of Ad.

Corollary 7.13 If G is a connected Lie group with Lie algebra g, then
Ad(G) ={Ad a:ae G}is a Lie group with Lie algebra ad(g). Thus Int(g) the
inner automorphism group of g equals Ad(G).

PrROOF From Proposition 6.11, we have for the homomorphism f = Ad
that f(G) is a Lie group [a Lie subgroup of GL(g)]. Also the Lie algebra of
Ad(G) equals Z(f(G)) = L(Im f) = Im(Tf(e)) = Im(ad) = ad(g).

Next if ¢ € Int(g), then ¢ =exp D, --- exp D,, where D; = ad X,;. How-
ever, exp(ad X;) = Ad(exp X,) so that ¢ = Ad(exp X, --- exp X,,). Since G is
connected every element is of the form exp X, - - exp X,, and the results now
follow.

Corollary 7.14 Let G be a connected Lie group with Lie algebra g and let
Z(G) be the center of G. Then

(a) Z(G) is a Lie group and its Lie algebra is the center of g.

(b) The kernel of the analytic homomorphism Ad: G - Int(g) is Z(G)
and G/Z(G) = Int(g) = Ad(G) as Lie groups. Thus if Z(G)={e}, then
Ad: G — Int(g) is a Lie group isomorphism.

(c) If the center of g is {0}, then the center of Int(g) is {/}.

Proor Since Z(G) = {be G : bxb~! = x for all x € G} we see from con-
nectedness of G that b e Z(G) if and only if b(exp X) = (exp X)b for all
X € g. Thus using Corollary 7.12(b)

exp X = b(exp X)b~! = exp[Ad(b)(X)).
This is the case if and only if
Ad(p) =1

which is the case if and only if b € Ker Ad. Thus we see Z(G) = Ad™'(J)
which is a closed Lie group by Proposition 6.11. Thus Z(G) = Ker(Ad) so that
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by Proposition 6.11, the Lie algebra £(Z(G)) = ker(T Ad(e)) = ker(ad) =
{Z € g : ad Z = 0} which is the center of g. The rest of (b) follows from the
isomorphism theorem (Corollary 6.16) and (c) is an exercise.

We shall now consider ideals and normal subgroups in more detail and
extend the results of Proposition 6.15.

Lemma 7.15 Let G be a Lie group with Lie algebra g, let V be a finite-
dimensional vector space over R, and let ¥ : G » GL(V) be an analytic map.

(a) Ify:G— GL(V)is a representation of G in V, then Ty(e) : g — gl(V)
is a representation of g in V.

(b) If ¢ is a representation and W is a subspace of V with (@)W < W
for all a € G, then [Ty (e} X)J(W)< Wforall X e g.

(c) Conversely, if G is connected and ¥ is a representation and W is a
subspace of ¥ with [Ty(e)(X)I(W) = W for all X € g, then Yy(a)W < W for all
aed.

PrOOF Part (a) is just a restatement of Proposition 5.19. For (b), let
X eg and we W. Then since [TY(e)l(X) is a linear transformation and

V(exp tX) = exp[tTy(e)(X)] we have
[TY(e)X)w = [d/dt exp Ty (eXX))| ;= olw

= dldt](exp ITY(XX)W];=o

= d|dt[y(exp tX)w], -0 .
Thus if for all a € G we have Y(a)w € W, then [Ty (e)}(X)]w € W. This is the
case because the difference quotient for the derivative and its limit are in W.
Conversely for (c) let [Ty(e)(X)lw e W. Then using the formula exp Z=
Y’ 2*/n! for a linear transformation Z we have y(exp tX)w = exp(tT(e)}(X))w

is in W. Thus Y(U)w € W for some neighborhood U of e in G and since G is
connected and y is a homomorphism y(a)w € W for any a € G.

Corollary 7.16 Let G be a connected Lie group with Lie algebra g.

(a) If His a normal Lie subgroup of G, then its Lie algebra A is an ideal
of g.

(b) If A is an ideal of g, then the connected subgroup H generated by
exp h is a normal subgroup of G.

ProOOF Let v = Ad with ¥ =g in the preceding results. Then for
¢(a)x = axa™' we have T¢(a)(e) = y(a). Thus if H is normal, then for any
a € G we have ¢(a)H = aHa™! = H so that, by Corollary 7.12,

(To(a)()Ih) = h;
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that is, Ad(a)h < h. Thus for y = Ad we have ad = Ty(e) so that by Lemma
7.15 for all X e g,

(ad X)(h) = [Xh] < h.

Thus A is an ideal of g.
Conversely if 4 is an ideal of g, then ad(g)h = [gh] = h. Thus for y = Ad we
have Ty(e) = ad is such that for any X e g,

[TW(e)(X))h = [Xh] < k.
Therefore by Lemma 7.15(c), Y(a)h < h; that is, Ad(a)h < h. Consequently,

a-exp(h) - a™" = p(a)exp h)
= exp[To(a)(e)(h)]
= exp[Ad(a)(#)] c exp h.

Thus since the subgroup H generated by exp h is connected and ¢(a) is a
homomorphism, H is normal.

Exercises (1) If G is a connected Lie group with Lie algebra g, then
Ad G is a normal subgroup of (Aut g), (the identity component of Aut g).
(2) Use Theorem 5.16 to deduce Corollary 7.16(a).

Example (4) Let G be a connected Lie group with Lie algebra g and let
H be a closed Lie subgroup with Lie algebra A. The pair (G, H) or (g, h) is
called a reductive pair if in the Lie algebra g there exists a subspace m such
that g = m + h (subspace direct sum) and (Ad H)(m) < m. In this case the
corresponding homogeneous space G/H is called a reductive homogeneous
space. For the (fixed) decomposition g = m + h we can introduce an algebra
multiplication in m as follows: For X,Yem let [XY]=XY+AX,Y)
where XY = [XY],, (respectively h(X, Y) = [XY],) is the projection of [X Y]
in g into m (respectively 4). Thus m with the multiplication XY becomes an
anticommutative algebra; that is, XY = — YX. This algebra is analogous to
the Lie algebra of a Lie group and can frequently be used to obtain informa-
tion about the space G/H.

Exercise (3) Show that the Lie algebra identities of g yield the following
identities for the above algebra m and the decomposition g =m + h.

(i) XY= — YX (bilinear);
(i) A(X, Y)= —h(Y, X) (bilinear);
(i) [ZWX, Y)] + [XAW(Y, Z)] + [YHZ, X)] = (XY)Z +(YZ)X
+ (ZX)Y;
(v) WXY,Z)+ WYZ, Y)+ HZX,Y)=0;
) [Ph(X, V)] =H([PX], Y) + WX, [PY]);
(vi) [P XY]=[PX]Y + X[PY]
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forall X, Y, Z e m and P € h. In particular (vi) says that the mapping D(P) =
ad,, P: m—m: X - [PX]is a derivation of the algebra m for each P € h.
(4) Show that Ad H = Aut(m) where m is the above algebra.

As an example consider G = SO(n) and H = SO(p) for p <n as given in
Section 6.4. Then relative to the decomposition g = m + h of Section 6.4, one
obtains (G, H) or (g, h) as a reductive pair (exercise). Note that the following
situation arises: For p <n — 1, m is not the zero algebra; that is, XY #0.
However, for p = n — 1 we have m is the zero algebra; that is, XY =0. In
general the pair (G, H) or (g, h) is called a symmetric pair if there exists a
subspace m of g with g = m + A (direct sum) and Ad(H)m = mand [mm] < A.
The corresponding homogeneous space G/H is called a symmetric space
[Helgason, 1962; Loos, 1969].

Exercise (5) For n=2p what can be said about the pair (G, H) for
G = GL(n, R) and H = Sp(p, R)?



CHAPTER §

SIMPLY CONNECTED LIE GROUPS

In this chapter we review some basic facts on homotopy, fundamental groups,
and covering spaces and apply these results to simply connected Lie groups.
For example we show that if G is a simply connected Lie group, H is a Lie
group, and f: g — A is a homomorphism of the corresponding Lie algebras,
then there is a unique Lie group homomorphism ¥ : G - H with Ty(e) = f.
In particular, this implies simply connected Lie groups can be * classified”’
by their Lie algebras; that is, if G and H are simply connected Lie groups with
isomorphic Lie algebras, then G and H are isomorphic Lie groups. This
classification is nonvacuous since we show for a given Lie group G with Lie
algebra g, there exists a simply connected Lie group G with Lie algebra iso-
morphic to g. Finally we use various results to show that if G is a connected
Lie group, then Aut(G) is a Lie group.

1. Homotopy Review

In this section we briefly discuss the basics of homotopy, the fundamental
group, and show that the fundamental group of a Lie group is commutative.

Definitions 8.1 Let M and N denote (Hausdorff) topological spaces and
let I denote the closed interval [0, 1].

(a) Let f, and f, denote continuous maps M — N. Then f; is homotopic
to f, (denoted by f, ~ f,) if there is a continuous map

h:MxI-N:(x,1)>h(x,1)

167



168 8. SIMPLY CONNECTED LIE GROUPS

satisfying h(x, 0) = f,(x) and A(x, 1) = f;(x) for all xe M.

(b) Let xqy, x, € M. Then a path in M from x, to x, is a continuous map
(curve) o : I » M so that a(0) = x, and a(1) = x, . The end points of « are x,
and x, and « is a closed path in case x, = x, .

(c) Letaand B be paths from x4 to x, in M. Then « and f§ are homotopic
or equivalent (also denoted by a« ~ f) if there is a continuous map
h:IxI-M:(t,s) > h(t,s) satisfying

(i) A0, s) = x, and A(l, s) = x, for all se I;
(i) A(t,0) = ot) and A(t, 1) = B(t) for all te 1.

Thus o and # are homotopic as functions with the additional restriction that
the end points are fixed throughout the homotopy. The function 4 is called
a homeotopy of a to f.

REMARK (1) The homotopy of paths is an equivalence relation. Thus
for a path o with endpoints x, and x, we let [«] denote the equivalence class
of «; that is, [¢] is the set of all paths homotopic to a.

Definitions 8.2 Let M be a topological space and let x,, x; x5, € M.

() Leta be a path from x, to x, and let § be a path from x, to x,. Then
the product of « and f is the path aff : /- M given by

_ [a2) for 0<t<}
(@p)(®) = {»B(Zt -1 for +<t<1.

(b) The inverse of a path a from x, to x, is a path a™' from x, to x,
given by

a” () = a(l —2).
REMARKS (2) The product of two paths is continuous and so is the

inverse.
(3) Letoy, ~a, and f, ~ B, be paths. Then:

() ag' ~ar'y
(ii) if &g By is defined, then a, B, is defined and «, Bo ~ o, f; .

This allows us to define the product and inverse of equivalence classes by
[«][B] = [«B] if af is defined

and

o™ = [
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(4) ForanyzinMlete,:I— M :t— z Thene,is a path in M with both
endpoints equal to z. Let « be a path from x, to x,. Then we have

[exo)lo] = [o] = [a]ley, ).

These considerations lead to the following result; see the work of Singer and
Thorpe [1967] for various proofs.

Proposition 8.3 Let M be a topological space and let x, € M.

(a) The set of equivalence classes of closed paths with endpoints x, form
a group under the operations of [x][] = [xB], [@]™' = [«~'], and identity
[e,,] as above. This group is called the fundamental group of M relative to the
base point x, and denoted by n,(M, x,).

(b) If M is pathwise connected, then for any x4, x, € M we have n,(M, x,)
and #,(M, x,) are isomorphic groups. Thus in this case the fundamental
group is essentially independent of the base point and we frequently write
n,(M) for n (M, x,) and call n,(M) the fundamental group of M.

(¢) If f: M — N is a homeomorphism of topological spaces, then the
map fy : 1, (M, x) > (N, f(xo)) : [a] = [f > a] is an isomorphism of funda-
mental groups.

REMARK (5) Let G be a connected Lie group. Then, since it is a mani-
fold, G is also pathwise connected. Thus the fundamental group of G, =,(G),
is isomorphic to n,(G, e).

Exercises (1) Let G and H be connected Lie groups. Show n,(G x H)
is isomorphic to n,(G) x n,(H) as product groups.

(2) Using Theorem 6.20, show that the fundamental group of a con-
nected commutative Lie group is isomorphic to Z x - X Z, p-times, for
some integer p. [Recall that n,(R) = {0} and =,(S!) = Z.]

The following result shows that the fundamental group of a connected
Lie group is Abelian.

Proposition 8.4 Let M be a topological space with a continuous ** multi-
plication™ function p: M x M —- M such that there exists ee M with
u(x,e) = u(e, x) = x for all xe M. Then n,(M, e) is Abelian and the pro-
duct [a}{8] = {1 * (%, B in 7,(M, ) where p o (x, B)(t) = p(a(®), B(D)).

PrRoOF Let [a], [f] be in 7,(M, e) and let f: I - M be a closed path which
is a representative of [x] and similarly let g : I - M be a representative of [f].
Since u(e, ¢) = e we can define a closed path k : I - M with endpoints e by

k() = p(f(), g())
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for t € 1. Then k represents an element [y] in n,(M, e) and [y] depends only
on [} and [B]. We shall show [«][8] = [y] = [B][«] and this also shows the
formula [«](B] = 1 ° (o, B)].

First to prove [y] = [«][f] we can assume that the representative paths f
and g satisfy f(t) = e for } <t and g(t) = e for t < 4. Then using ¢ as a two-
sided identity we have

_ [ty for 0<t<{,
k(‘)‘{g(:) for 3<t<l.

Now we define a continuous map h: I x I - M : (1, 5) - h(t, s) by

ht, 5) = Ss+ 1)) for 0<t<i, 0<s<l,
=gt —1s+1)  for d<t<1, 0<s<]1,

and note A(0, s) = h(1, s) = e for all se I. Also since A(t, 0) = k(t) and since
h(t, 1) = (fg)(r), the product fg, we see that k is homotopic to fg; that is,
[y] = [«](B]-

To show [y] = [f][«] we first choose the representatives f and g so that
Sf(t) = efor t <4 and g(1) = e for 4 < t. Then from k(t) = p(f(r), g(1)) we see
[y] is represented by

(g() O<t<}
KO=isn 1<e<1.

However, as above, k is homotopic to the product gf; that is, {y] = [B][«].

Definition 8.5 A topological space M is simply connected if it is pathwise
connected and its fundamental group n,(M) consists of the identity element.
The space M is locally simply connected if for each p e M and each neighbor-
hood U of p there is a simply connected neighborhood V withpe ¥V = U.

Theorem 8.6 Let G be a simply connected Lie group with Lie algebra g
and let H be a Lie group with Lie algebra 4. If f: g — his a Lie algebra homo-
morphism, then there exists a unique Lie group homomorphism ¢ : G - H
such that Ty(e) = f.

ProoF Since G is simply connected, it is connected, and consequently by
Proposition 5.20 if i exists, it is unique. Furthermore from Theorem 6.8 there
is a local homomorphism ¢ : G — H with T¢(e) =f. We shall show that we
can extend ¢ to the desired homomorphism y with ¢ = on a suitable nucleus
in G. We follow the proof of Hausner and Schwartz [1968].

Thus let U be a connected symmetric nucleus in G so that ¢(xy) = ¢(x)¢(y)
for x, y e U and also let V be a connected nucleus in G with ¥V < U and so
that V™'V < U. For a path a: I - G : t - «(t) with endpoints x, and x, we
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define a fine partition of I relative to the path o (and U) as follows. Let
0=1t,<t, <:--<t,=1 be a partition of I so that for all subintervals
IL=[t_,,}fork=1,...,n we have

s,tel,  implies  a(s)”'a(t) e U.

Such a partition is called fine. A fine partition exists as follows. Since I is
compact and since the group operations are continuous we have that there
exists a 6 > 0 so that if |s—t| <4, then a(s) 'a(t) € U. Also note that a
refinement of a fine partition is fine.

For a fixed fine partition as above set A o = ™ !(t,_,)(t,) and define

F(a) = ¢(A0)¢(A ) - $(4,0).

We now show that F(a) does not depend on the partition of 7 but depends only
on the equivalence class of the path «. First we show that if a point p is added
to the above partition, then the value of F is unchanged. Thus we add p to
the partition and obtain a new fine partition by considering the interval
[ti-4, 1] being replaced by [t,-,, p] U [p, t,). Then

Ay =o' (- )a(ty)
= a” ' (te- Da(pla(p) " ta(ty) = A'aA"a.

Since A'a and A"« are in U and ¢ is a local homomorphism on U we have

d(Ace) = p(A'a)¢p(Aa).

Thus using this new fine partition we see that the value F(«) remains the same.
Therefore since any two fine partitions have a common refinement (which is
fine), we see that F(a) does not depend on the partition.

Next F(«) depends only on the equivalence class [«], for let

h:IxI—-G:(ts)>h1s)

be a homotopy with A(t, 0) = f(#) and A(t, 1) = g(t) where both fand g are in
[«] (with endpoints x, and x,). Now let pe I be fixedand let0 =1, <t, <
<t, =1 be a fine partition for the path A(z, p). By continuity of # we can
choose s € I sufficiently close to p so that

{to, 1, ..., 1, is a fine partition for A(t, s), 1)
h(ty,s) 'h(ty, p)eU  for k=1,...,n, )
h(ty,, p) " 'h(t,,s)eU  for k=1,...,n &)

Briefly, for each 1, we can find neighborhood “ balls”* B, of p in I so that
h(tk—l’ a)_lh(tk’ a) el
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for each a € B,. Thus since there are only finitely many balls B,, choose the
one with the smallest radius B. Then for all s € B we see h(t,_,, s) " 'h(t,, s)e U
which proves (1). For (2) continue making the finitely many necessary choices
of balls to obtain A(t, , @)~ “h(t,, p) € U and then take the one with the smallest
radius (or B) to obtain (2). For (3) use the fact that U is symmetric(U~! = U).
We use these equations and induction to obtain for 1 < k < n,

¢lhto, p)"'hity, P)] - - $lA(ti-1, P) ™ 'h(ti, P)]

= Blhlto, )7 h(1, )]+~ GlAte-s, )7 A1, )] Gl 5) At P)] (4)

For k=1 we use ¢ is a local homomorphism on U and h(t,, p) =
h(ty,5) = x4, and Egs. (1) and (2) to obtain

oAty , p)”'h(ty, P)] = BlA(ty, )™ 'h(t,, 5) - h(t,, )™ (2, p)]
= ¢lh(to, 5)™"h(ty, $)I[A(t,, $) ™ A(ty, P)].

To pass from k to k + 1 we use ¢ as a local homomorphism, Egs. (1)-(3), and
multiply both sides of (4) by

@lh(t, )™ h(ti 415 P)]
= ¢[h(tk9 p)_lh(tk) S) ) h(tln s)_lh(tk+la S) * h(tk+l’ s)_lh(tk+1y P)]
= @lh(t, )~ 'h(t, )] - Slh(te, )7 htisy, 9] OlAt 11, 8) ™ hltisy s P)).
Thus for k = n in (4) we use A(t,, p) = h(t,, s) = x, to obtain
F(h(t, p)) = F(h(t, 5))

for s sufficiently near p in I. Since p is arbitrary in 7 we can use the transitivity
of the homotopy of paths to conclude that if £, g € [«], then F(f) = F(g) = F(a).

Now let x, and x, be arbitrary elements in the simply connected group G.
Since G is pathwise connected, there exists a path « : / - G from x, to x, and
any two such curves are homotopic since G is simply connected. Thus we can
set

F(xo, %)) = F(o)

because F(x) depends only on the equivalence class [«]. In particular for
Xo = e and x, = x arbitrary in G we define the desired homomorphism by

V:G-> H:x- Fle, x).
First we shall show ¥ equals ¢ on a connected nucleus V of G where V = U
and V™'V < U. For choosing such a neighborhood ¥ we have for x € V and

o a path entirely in ¥ which joins e to x that 0 = t, < t; = 1 is a fine partition
of I and

Y(x) = plalto) " alt))] = $(a(1)) = $(x).
Next we prove a few more formulas to show ¢ is a homomorphism.
F(x,xy)=F(e,y) for x,yeg, 6]
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for let « join e to y. Then using (xa)~'(xb) = a~'b we have
Fle, y) = F(o)

= ¢(A,0)p(Az 0) -+ Pp(A, )

= plalto) 'a(t))] - plat,— ) a(ty)]

= ¢l(xa(te)) ™" (xalt )] - -+ Pl(xxlty - 1)) ™" (xex(t,))]

= F(xa) = F(x, xy)
using the independence of the path for the last equality.

Next let « join e to x and let § join x to xy. Then F(af) = F(x)F(B) where

af is the product of paths (Definition 8.2). This follows because the interval
may be finely partitioned so that the end point of « and the starting point of

B are in the partition. Thus since F depends on the equivalence class of a
path, F(af) = F(®)F(p) gives

F(e, xy) = F(e, x)F(x, xy) for x,yed. 6)
Thus for x, y € G we have
Y(xy) = Fle, xy)
= F(e, x)F(x, xy), using (6)
= F(e, x)F(e, y), using (5)
= Y()W(y)-

Thus  is a homomorphism which is clearly continuous and consequently
analytic.

From this result we see that simply connected Lie groups can be * classi-
fied” by their Lie algebras as follows.

Corollary 8.7 Let G and H be simply connected Lie groups with Lie
algebras g and h. If g and # are isomorphic Lie algebras, then G and H are
isomorphic Lie groups.

2. Simply Connected Covering Groups

We shall now show that given a Lie group G with Lie algebra g there exists
a simply connected Lie group G with Lie algebra isomorphic to g. As an
application, we shall use G to show that Aut(G) is a Lie group for a connected
Lie group G.
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Definition 8.8 Let M be a (Hausdorff) topological space. Then:

(a) M is locally connected if for each point p € M and each neighborhood
V of p, there exists a connected neighborhood U of p with U c V;

(b} M is locally pathwise connected if for each p € M, every neighborhood
of p contains a pathwise connected neighborhood of p.

Exercises (1) Let M be the space in R? which is the union of the graph
sin 7t/x for x € (0, 1] and a path joining the points (1, 0) and (0, 1). Show that
M is pathwise connected but not locally pathwise connected.

(2) Is a manifold locally pathwise connected ?

Definition 8.9 Let M and M be pathwise connected and locally pathwise
connected spaces and let p: M - M be continuous. Then the pair (M, p) is a
covering space of M if:

(a) p is surjective;

(b) for each p e M there exists a neighborhood U of p so that p~(U) is
a disjoint union of open sets, each of which is mapped homeomorphically
onto U by p.

REMARK (1) If(M, p)isa covering space of M, thenthe mapp: M - M
is an open map; that is, for each open set U of M we have p({) is open in M
{Singer and Thorpe, 1967].

Examples (1) Let M =S'and M =R, and let p: M > M : x - ¢*™*,
Then (M, p) is a covering space for M. For each ze M we have that p~'(z)
consists of infinitely many points.

(2) Let M=M=S" and let p: M—>M :x—-x% Then (M,p) is a
covering space of M. In this case p~*(x) consists of two points for each x € M;
that is, we have a ‘“ double covering.”

(3) Let M=T2 (=S5'xS"') and let M =R2 Define p: M>M:
(x,y) — (e2™*, e*"¥). Then (M, p) is a covering of M.

We shall assume all spaces are pathwise connected and locally pathwise
connected. For the proofs of the following see the work of Chevalley [1946]
and Singer and Thorpe [1967].

Theorem 8.10 Let (M, p) be a covering space of M and let N be simply
connected.

(@) If f: N—- M is continuous, then there exists a continuous map
f:N>Msothat f=pof

(b) Iff, §: N— M are continuous maps so that pof = p o g and f(a) =
§(a) for some a € N, then f = §.
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(c) Leta:I— M bea path in M so that a(0) = x,. Let %, € M be such
that p(%,) = x,. Then there exists a unique path &:I— M so that pod = a
and 6(0) = %, .

Theorem 8.11 Let (M, p) be a covering space of M and letae M, e M
be such that p(d@) = a. Then there exists a one-to-one correspondence between
p~Ya} and the coset space w,(M,a)/p,n,(M,d); recall p,n,(M,d) =
{Ipod]:[a]en(M,a}

Theorem8.12 Let M be a pathwise connected, locally pathwise connected,
and locally simply connected space. Let H be a subgroup of #,(M, a). Then
there is a covering space (M, p) so that p, n,(M, @ = H where d € M is such
that p(d@) = a. In case H = {¢} we see M is simply connected; that is, there is
a covering space (M, p) with M simply connected.

ProOF Using the above theorems we sketch the construction of (M, p);
for the remaining details, see the proof of Singer and Thorpe [1967]. For
motivation, note that if (M, p) exists, then each path & in M starting at &0)
is the unique lift of & = p - & in M and also the point &(1) in M is determined
by [«] = [p - &]. Consequently we are led to construct the points of M from
paths in M as follows. Let Q be the set of paths in M beginning at the point
ae M and define an equivalence relation = on Q by a = g if and only if
a(1) = p(1) and [af~ '] € H. (For the simply connected covering, this is just
a ~ B.) Let {a) denote the equivalence class of a under the relation = and
let M be the set of all equivalence classes (o). We define p: M - M by
p({a>) = a(1) and (M, p) is the desired covering space.

Theorem 8.13 Let G be a connected Lie group. Then there exists a unique
simply connected Lie group G which is locally isomorphic to G; that is, G and
G have isomorphic Lie algebras. There is a mapping p : G - G so that (G, p)
is a covering space of G and p is a homomorphism and a local isomorphism.
Also Ker(p) is a discrete subgroup of G which is isomorphic to n,(G) and
Ker(p) is in the center of G.

Proor The uniqueness up to isomorphism follows from Corollary 8.7.
For the existence, we let (G, p) be the simply connected covering space of G
as constructed in Theorem 8.12; the points are the equivalence classes [«] of
curves « : I » G with «(0) = e and p([a]) = «(1). We make G into a group as
follows. The product is given by [x][#] = [y] where y(t) = a()(t) which is well
defined since a homotopy of « and a homotopy of § multiply to give a homo-
topy of y. The identity is & = [e] where e(f) = e the identity in G. Inverses are
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given by [¢]™! = [a™!] where a~(f) = «(f)~'. The map p: G - G is a homo-
morphism because p([x][f]) = a(1)8(1) = p([a])p([B]). Next note that p maps
a neighborhood of & in G homeomorphically onto a neighborhood of e in G.
Consequently the analytic manifold structure on G defines an analytic mani-
fold structure on G with which G becomes a Lie group. Now p: G -G is a
Lie group homomorphism which is a local isomorphism.

Next since p is a local isomorphism Ker p is a discrete normal subgroup
of G. Therefore by Proposition 3.25, Ker p is in the center of G. Since G is
simply connected, Theorem 8.11 implies that Ker p = p~!{e} is isomorphic
to 7,(G). Note this argument also shows 7,(G) is Abelian.

- We now use the simply connected covering group to sketch the proof that
the automorphism group of a connected Lie group is a Lie group; for more
details see the proofs of Chevalley [1946], Hochschild [1965], and Loos [1969].

Theorem 8.14 Let G be a connected Lie group. Then Aut(G) is a Lie
group.

Proor First let G be simply connected with Lie algebra g. From Theorem
7.1 we know Aut(g) is a Lie group. Let o € Aut(g). Then there is a unique
0 € Aut(G) with (T6)(e) = o (Theorem 8.6). Using the chain rule, the map
Aut(G) —» Aut(g) : @ — a is a group isomorphism. This isomorphism induces
an analytic structure on Aut(G) where the topology of Aut(G) is given as
follows [Chevalley, 1946; Hochschild, 1965]. Let K be a compact subset of G
and let ¥ a neighborhood of e in G. Let N(K, V) denote the set of all elements
6 in Aut(G) so that 8(x)x ™! and 8~ *(x)x~! are in V for every x in K. Then the
family of these sets N(X, V) forms a family of nuclei for the identity of Aut(G).
Thus in this case Aut(G) is a Lie group.

Next suppose G is not simply connected and let (G, p) be the simply con-
nected covering group of G. We shall show that Aut(G) is isomorphic to a
closed subgroup of Aut(G) so that Aut(G) can be regarded as a Lie group
using Theorem 6.9. Now with N = M = G in the notation of Theorem 8.10
we have for 8 € Aut(G) that - p : G — G is continuous. Consequently there
exists a unique continuous map §: G —» G with 8o p = p o § and 8(&) = &. Let
H = Ker p which is discrete and note that we have the mapping

G x G- H:(x,y) > 00xnf(y) '),
for using 8 o p = p - § and p as a homomorphism we see
P(00xx)8(y)~16)™") = pBxy)PO(y) ~*pB(x) ™"
= Op(xy)0p(y)~'0p(x)™"
= 0(p()p()Op(y) " '0p(x)"! =€
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using 0 € Aut(G). Therefore since G x G is connected and H is discrete we
have from Section 2.3 that 6(xy)d(y)~'d(x)"! = & and consequently § is an
analytic homomorphism of G. Since 6 is an automorphism we also easily
obtain that § is an automorphism. Now note for x € H = Ker p that e =
0(p(x)) = 6p(x) = pf(x) so that 6(H) = H. Also we have H < §(H). Thus
6(H) = H. Therefore if we let K = {# € Aut(G) : 6(H) = H} we obtain K as a
subgroup of Aut(G) and a homomorphism Aut(G) » K : @ — 8. Also Kis a Lie
subgroup of Aut(G) using H is closed and Theorem 6.9.

Conversely, let fe K, let xe G and let X be any element in G so that
P(X) = x. Then noting that the value p(g()?)) depends on x and not on the
choice %, we set 6(x) = p(6(%X)). Then 6 is an analytic automorphism of G.
Thus the mapping Aut(G) —» K:0—§ is an isomorphism which makes
Aut(G) into a Lie group.

ReMARks (2) If G, denotes the identity component of a Lie group G,
it is shown in Loos [1969] that if G/G, is finitely generated, then Aut G is a
Lie transformation group acting on G.

(3) For the construction of the simply connected covering group (G, p) of
specific groups G we refer to the work of Chevalley [1946), Freudenthal and
deVries [1969], and Tits [1965).



CHAPTER 9

SOME ALGEBRA

Since a more algebraic approach will be taken in the remaining chapters,
we now introduce some of the necessary algebra. Many of the proofs do not
actually depend on the use of real or complex numbers but only on the
characteristic; consequently all the fields we use will be of characteristic 0.
First we discuss tensor products of vector spaces and linear transformations.
Using this we consider how to extend the underlying field of the vector
space to its algebraic closure and apply this to real Lie algebras. Thus we
discuss the complexification, the realification, and real forms of a Lie algebra.
Next elementary results on semisimple (i.e. completely reducible) associative
algebra and Lie algebra modules are derived and finally Cayley algebras are
considered.

1. Tensor Products

Since we shall eventually compute characteristic roots, compare real and
complex Lie algebras, etc., we now review some general concepts concerning
tensor products.

Definition 9.1 Let ¥ and W be finite-dimensional vector spaces over a
field K of characteristic 0. A tensor product over K of the vector spaces V
and W is a vector space T over K together with a bilinear map

T:VxW-T

178
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so that for every bilinear map

B:VxW-E,
where E is any vector space over K, there exists a unique vector space homo-
morphism h : T— E satisfying h o T = B; that is, the accompanying diagram
is commutative.

VxW —— T
E

Thus the bilinear map can be factored by the linear map 4 and the unique
‘““universal”’ bilinear map 1. The following facts are proved by Jacobson
{1953, Vol. 11} and Lang [1965].

Theorem 9.2 Let V and W be vector spaces over K.

(a) A tensor product of ¥ and W over X exists.

(b) If (T, ©) and (T', 1) are tensor products over K of V and W, then
there exists a unique isomorphism f : T— T’ so that f o T = t". Thus tensor
products are unique up to isomorphism and we speak of *“ the * tensor product.

() If{X,,..., X,}1is a basis for V over K and {Y,,..., Y,} is a basis
for Wover K, then {t(X;, Y)):i=1,...,nandj=1,..., m}is a basis of the
tensor product T over K. Thus T is finite-dimensional over K and dim T =
(dim V)(dim W).

We shall use the notation
V@ W or VW
for the tensor product T and
X®Y

for the elements t(X, Y) in T. Thus elements in ¥ ® W are finite sums
Y X;® Y, for X;eVand Y, e W. This uses

A X®Y)=aXRY=X®aY

for XeV,YeW,andaeKk.
We now consider tensor products of homomorphisms. Let S: ¥V — V' and
T: W— W' be homomorphisms of vector spaces over K and let

SxT:Vx WV xWi(X,Y)>(SX), T(Y)).
For the tensor products (V ® W, 1) and (V' ® W', ') we note that
To(SxT): VXW-SV' QW
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is bilinear. Thus by definition, there exists a unique vector space homomorph-
ismP: V@ W-oV' ® W sothat Pot=1"o(S x T). From this we obtain

P(X ® Y)=5X) ® T(Y)

and we use the notation P=S ®T or S ® T called the tensor product of
the homomorphisms S and T.

Now let 4 and B be nonassociative algebras over the field X. We shall now
construct a multiplication on the tensor product T = 4 @k B as follows.
Since T is generated by elements of the form X ® Y, we define for X =
Y X, ® Y,and X' =) X;/ ® Y in Tthe bilinear function

p:TxT->T:(X,X)>) X, X,/ ® VY,

Thus A ® B becomes an algebra over K called the tensor product of the
algebras 4 and B.

Exercises (1) How can an algebra 4 with bilinear multiplication
u:Ax A— A be defined in terms of 4 ® A?

(2) Let U, V, W be vector spaces over K. Then show the following
isomorphisms

V@KV K@V, V@yW=Wg/V,
UQx(V@x W)= (U« V)®« W,
Endg(V) ® Endg(W) = Endg(V ® W),
V=YV, and W=) W, implies V@W=z=YV,@W,.

(3) If ¥ and W are nonzero vector spaces over K, show that the tensor
map t: ¥V x W—- V® W is not injective.

4) Let S:V->V'and T: W— W’ be vector space homomorphisms.
Find the kernel of S ® T. Show that if S and T are isomorphisms, so is
S®T.

(5) Let A and B be associative algebras over K. Show that 4 ® B is
an associative algebra over K.

2. Extension of the Base Field

We continue the notation of the preceding section and discuss how one
can extend the base field of a vector space to a larger field—in particular, the
extension to the algebraic closure of the original field; see the work of Jacob-
son [1953, Vol. II; 1962] and Lang [1965]. We also consider extensions of
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homomorphisms and discuss in detail the real and complex case in the next
section.

Definition 9.3 Let ¥ be a vector space over the field K and let P be a
field extension of K which is a finite-dimensional vector space over K. Form
the tensor product P ® ¢ V and regard it as a vector space over P by defining

PO Pi®X)=)pp;® X,.

This is well defined and the vector space axioms for P @ V over P hold. We
denote this vector space over P by V(P) and call it the vector space obtained
from V by extending the base field X to the field P.

Proposition 9.4 Let V be a vector space over X with basis X, ..., X,,.
Then the vectors | ® X, ..., | ® X,, form a basis of V(P) over P where P
is a field extension of K. Thus the dimension of V over K equals the dimension
of V(P) over P.

ProoF let X;=1@® X;. Then for pe P we have pX,=p(1l @ X)) =
p ® X;. Thus since any X in V(P) has the form Zp,- ® X;, X also has the
form ) p;X;. Thus the X, are generators for V(P) over P and they are also
linearly independent over P (exercise).

ReMARKS (1) The vector space V(P)=P ® V is also a vector space
over K and in this case dimg V(P) = (dimg P)(dimg V) as noted in Theorem
9.2,

(2) Forabasis X,,..., X, of ¥V over K, the set of K-linear combinations
of the elements 1 ® X,, ..., | ® X,, form a subset V={l @ X: X e V}
of V(P). Then Vis a K-subspace of V(P) and the map V> V: X>1® X
is a K-vector space isomorphism. Thus V can be identified as a K-subspace
of V(P) and V satisfies the following:

(i) The vector space spanned by V over P equals V(P).
(i) If N is a subset of V consisting of linearly independent vectors over
K, then N consists of linearly independent vectors over P.

Next let A4 be a nonassociative algebra over K with P a field extension of
K and let A(P) =P ®j A be the vector space obtained by extending the base
field. Then regarding A(P) as the tensor algebra of P and A as in Section 9.1,
A(P) becomes an algebra over P by the multiplication

(ZP.' ® X.')(Z‘Ij ® Yj) = Zpiqj ® X,Y;.
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(3) LetX,,..., X, beabasis of the algebra A4 over K and let the structure
constants cf; € K be given by

Xl‘Xj=kZC:‘ij.

As above the vectors X, ..., X, with X; = 1 ® X are a basis of A(P) over
P, and from various definitions

Xin=(1 ® X)(1 ®Xj)
k

that is, the structure constants relative to corresponding basis in A(P) are
the same.

Exercise (1) Let A be an associative or Lie algebra over K and let P
be a field extension of K. Show that the corresponding extension A(P) is an
associative or Lie algebra.

We next consider the extension of the linear transformation T: V- W
of vector spaces over K. Thus since V(P)=P ®x V and WPY=P @y W
we let

T=1® T: V(P)~ W(P)

be as in Section 9.1. Then T is called the extension of T and is specifically
given by

TQp®X)=)p;®TX,.

In particular, if X,, ..., X, is a basis of ¥ and T(X;) =) a;; X, then for the
corresponding basis X, ..., X, of V(P) we have

T(X,)= 1 ® TXi=ZaﬁX—j.

Thus the matrix of T relative to X, ..., X, is the same as the matrix of T
relative to X, ..., X,.

REMARK (4) A variation of these results is frequently applied when the
extension field P is the algebraic closure of K; in particular when the base
field R is the real numbers and the extension C is the complex numbers.
Thus one starts with a real vector space ¥ and an endomorphism T: V- V
for which one needs to know information about the characteristic roots.
Then we pass to the extension T: V(C) = V(C) to compute this information.
Frequently the results are already in R or one can prove certain results hold
over R if and only if they hold over C.
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More specifically, let ¥ be a vector space over K. Then an endomorphism
T: V- Vis called split if all the characteristic roots of T are in K. An assoc-
iative or Lie algebra 4 over K is called split if all the left multiplications
L(X):A—>A:Y > XY and all the right multiplications R(X): 4> A4 :
Y > YX are split endomorphisms.

3. Complexification

We now apply the preceding results to the case when the base field is the
real numbers R and the extension field is the complex numbers C. We develop
some terminology for this case and give an example of a real simple Lie
algebra for which the complex extension is not simple.

Let V be a vector space over R. Then noting that for X, Y € VV we have
X+i® YeV(C)=C ®V, we can formally think of

VO)={X +iY:X,YeV and i=(-1)"%}
with the complex number multiplication
(@ +ib)X +iY)=(aX —bY)+ i(bX + aY).
Note that V = V(C) by identifying V = V + i{0}.
Definition 9.5 Let g be a Lie algebra over R. Then the complexification
of g is the Lie algebra g(C) = C ®zg.
We also use the notation
g=g+ig
and note that the multiplication in § is given by
[U+iV X+iY]=[UX]-[VY]+i(VX]+[UY].
Example (1) We now consider various ways of obtaining complex and

real Lie algebras from a given Lie algebra. Thus let g be the three-dimensional
Lie algebra with basis E, F, H over C with multiplication given by

[HE] = 2E, [HF] = -2F, [EF]= H.

Then g is a simple Lic algebra; that is, g has no proper ideals (Definition 6.10).
For suppose h is a subspace of g so that [gh] = h and let

X=aH+bE +cFeh
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with a # 0. Then from the multiplicative relations
[X El=2aE—cHeh

so that 4aE = [H[XE]]is in h. Thus since a # 0 we see E is in h. From the
multiplicative relations of g this implies h = g. If @ =0, then similar argu-
ments also show h=g.

Next let X = iH, Y =iE, and Z = iF be in g and let gy be the six-dimen-
sional vector space over R with basis H, E, F, X, Y, Z. With the multiplication
in gg induced from g; for example,

[XY] = [iH iE] = i*[HE] = —2E,

we obtain the accompanying multiplication table for g, where * is computed

H E F X Y z

H 0 2E —2F 0 2Y 27
E 0 H -2Y 0 X
F 0 2Z -X 0
X 0 —-2E 2F
Y * 0 —-H
z 0

using the anticommutivity of the multiplication. Thus gz becomes a six-
dimensional Lie algebra over R which is simple (exercise).

Now let jz = C ®z gr be the complexification of gg as above. Then g
is six-dimensional over C but g is three-dimensional over C. With the basis
H,E,F, X, Y,Z of §g over C let k (respectively k) be the complex subspace
of §r spanned by

H+iX, E+iY, F+iZ

(respectively H — iX, E—iY, F—iZ). From the multiplicative relations
in the above table we obtain [kk] = k, [kk] = {0}, and [kk] = k so that k and k
are ideals of §z . Also note the direct sum
gR = k @ E.
The C-linear map ¢ : g — & given by
SH) =HH+iX), $E)=HE+IY), $F)=3F +i2)

is a Lie algebra isomorphism. Similarly k is isomorphic to g. In summary, we
see that the simple complex Lie algebra g yields a simple real Lie algebra g .
However, the complexification g, of this real simple algebra is not a simple
complex Lie algebra.
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Example (2) There exist real Lie algebras which are not isomorphic
but have the same complexification. Let n > 1 and let 0 < k < [n/2], where
[#/2] means the largest integer less than or equal to n/2. Let

where /; is the j x j identity matrix. Then o, defines a symmetric nondegener-
ate bilinear form B, on the real vector space V = R" [note example (7),
Section 2.3]. Let

SO(k,n—k)={T e SL(R"): B(TX, TY)=B(X,Y) all X,YeR"}
which has Lie algebra
solk,n —kYy={Sesl(R"): B(SX, Y)+ B(X,SY)=0 all X,YeR"}

Then so(k, n — k) and so(l, n — 1) are not isomorphic if k # 1 (exercise).
However, the complexification of so(k, n — k) for any k is just

so(n, C) ={S egl(C"): B(SX,Y)+ B(X,SY)=0 all X,YeC"

where B is the complex symmetric bilinear form with matrix ¢ = I,.

Exercise (1) A conjugation in a complex Lie algebra g is a function
C:g—gsothatfor X, Y €g, a e C, and a the conjugate of a in C, we have

CIXY]=[CX CY], C?=I,
CX +Y)=CX+CY, C(aX)=acX).

(i) Let g be a real Lie algebra and let § = g + ig be its complexification.
Show that C:§—+§: X +iY » X — iY is a conjugation and g is the fixed
point set of C.

(ii) For the Lie algebras k and k in the above example (1), show that
there exists a conjugation of g such that C: k — k.

(iii) Let A be a real Lie subalgebra of the Lie algebra g and let § be the
complexification of g as in (i). Show that the complexification i =C ®,
is a subalgebra of §. Conversely, show that if /i is a subalgebra of § so that
C(h) = h where C is given in (i), then /i is the complexification of some real
subalgebra of g.

Definition 9.6 Let g be a Lie algebra over C of complex dimension n.

(a) By restricting the scalars to R, the Lie algebra g can be considered as
a Lie algebra of dimension 2n over R denoted by g and is called the realiza-
tion or realification of g.
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(b) Let g be the realization of the complex Lie algebra g, let h be a real
subalgebra of gg, and let ki = h + ih be the complexification of 4. Then A is
called a real form of g provided there exists a complex Lie algebra isomorphism
¢ :g— hsothat ¢(X) = X forall X e h.

ReMARK (1) Frequently in the definition of real form, it is required
that g = h.

Example (3) Let g be the three-dimensional complex Lie algebra of
example (1), this section. Then the six-dimensional algebra gy is the realization
of g. The real subalgebra h of g generated by {H, E, F} is a real form of g.

Exercise (2) Is the realization k; of k in example (1) a real form
of g ?

Proposition 9.7 Let g be a complex Lie algebra and let 4 be a subset of g.
Then h is a real form of g if and only if A is the set of fixed points of a con-
jugation of g.

ProOF Let C be a conjugation of g which has 4 as its set of fixed points.
Then clearly 4 is a subalgebra of the realification gg. Next let & be the com-
plexification of 4 and define a map

p:g-oh: X~

X+ 2C(X) e (X —2ci:(X))

which is an isomorphism so that for all X e h
dX)=C(X)=X.

Thus A is a real form of g.

Conversely if 4 is a real form of g, we can identify g with i by the iso-
morphism in the definition of real form; that is, let g = h + ih as a direct
sum. Then the map

Cigog: X+iY->X-iY
is a conjugation with 4 as its set of fixed points.
Exercises (3) Show that the map ¢ defined in the above proof actuaily

maps g into the complexification of h. Thus what can be said about the
expressions (X + C(X))/2 and (X — C(X))/2i for all X e g?



3. COMPLEXIFICATION 187

(4) Lethbearealformofg=h + ih,andletC:g—-g: X +iY - X —iY
be a conjugation. Let C be another conjugation of g with k as its fixed point
set. Show that C = C. What can be said if we regard g = h + ih?

(5) Show that there exists a complex Lie algebra which has no real form,
possibly as follows:

(i) Let g=CX + CY + CZ where the basis, X, Y, Z of this three-
dimensional algebra has multiplication [XY] =aY, [XZ]=pZ, [YZ]=0
for some a, B € C. Then g’ = [gg] = CY + CZ.

(ii) Assume £ is a real form of g. Then h is the set of fixed points of a
conjugation C of g. Show that »’ =g’ n h is a real form for g'.

(iii) Let U=aX 4+ bY +c¢Z be in h but not in &' sothat a # 0. Then
ad, U leaves i’ invariant and so induces a real endomorphism of 4’. Show
that (ad U)Y = aaY and (ad U)Z = faZ so that aaq and fa are real character-
istic roots. Thus a/f = aa/pa € R. However o« and B can be chosen in C so this
cannot happen which contradicts the assumption of a real form.

Definition 9.8 Let g be a complex Lie algebra. The conjugate Lie
algebra g* of g is given as follows. The algebra g* is the same Abelian group
as g and has the same algebra multiplication as g. However, the scalar multi-
plication » in g* is given by a * X = aX, where a is the complex conjugate of
a € C and the scalar multiplication aX is that in g.

With these definitions g* is clearly a Lie algebra over C.

Theorem 9.9 Let g be a complex Lie algebra and let gg be its realization
and §p be the complexification of gz . Then

gr=g ®g*
where the (external) direct sum of g and its conjugate algebra g* containsthese
algebras as ideals.
ProoF If A 4 B denotes the elements in g @ g*, then we define the map
T:Gr—2g@g*  X+iVY>X+iVDLX+irY)

where the X, Y e gy are uniquely determined by X +iY €5 =C ® gg.
Thus the elements X + iY egand X + i * Y € g* are well defined as elements
of these algebras over C. Therefore T is well defined and is a Lie algebra
isomorphism. For example, let X +iY, U+ iV e gg. Then

(X +iY U+ iV[=[XUl—-[YV]+i(YU]+[XV]D
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in gp gives
T(X +iY U+iV)=([XU]-[YV]+i([YU]+ [XV])
+(IXUI=[YV]+ i ([YU] + [XV])
= ([XU]-[YV]+ [iYU] + [XiV)])
F+(AXUI=[YV]+[i= YU+ [Xi* V]
=[X+iYU+iV]4[X+isY U+i»V]
However from the definition of multiplication in a direct sum we also have

[TX +iV) TU+iN]=[(X+iN+X+i*+NWU+iV)+U+irV)]
=[X+iYU+iVI+[X+ixYU+i»V]

which shows T preserves products. The proof that T is a vector space iso-
morphism is left to the reader.

Exercise (6) Compare example (1) of this section with Theorem 9.9.

4. Modules and Representations

We briefly review the basics of modules and representations for associa-
tive algebras and make the corresponding definitions for Lie algebras.
However, throughout most of the text we shall view these concepts in the
framework of algebras of endomorphisms acting on a vector space.

Definition 9.10 Let A be an associative algebra over a field K and let V
be a vector space over K. Then V is a (left) A-module provided there exists a
bilinear mapping 4 x V= V: (S, X) —» SX satisfying (ST)X = S(TX) for
all S, T e 4, and X € V, and a(SX) = (@S)X = S(aX) for all a € K.

ReMARkS (1) Given an A-module V, for each S € A we can define the
endomorphism p(S): V= V by p(S)X = SX. Thus since p(S)p(T)= p(ST)
we see that the action of 4 on V is given by the action of the algebra of
endomorphisms p(A4) = {p(S) : S € 4} on V. Conversely if 4 is an associative
algebra acting on V according to the above formulas, then ¥ is an A-module.

(2) According to Definition 7.8, the above mapping p: A - p(4): S—
p(S) is a representation of 4 in V. Conversely given a representation p of
A in V, then we can make V into an A-module by defining the action
AxV=V:(S, X)- p(S)X. Thus the concepts of an associative algebra of
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endomorphisms acting on a vector space, A-modules, and representations
are the same.

(3) We assume the reader is familiar with submodules, quotient modules,
module homomorphisms, etc., but we discuss completely reducible (i.e.,
semisimple) modules in the next section.

Definition 9.11 Let g be a Lie algebra over a field K and let ¥ be a vector
space over K. Then V is a g-module provided there exists a bilinear mapping
gx V-oV:(S, X)-> SX satisfying

[ST]X = S(TX) — T(SX)
for all §, Teg and X € V, and a(SX) = (aS)X = S(aX) for all ae K.

REMARKS (4) As for the associative case, one has the definitions of Lie
submodules, quotient modules, homomorphisms, etc. Thus if V" and W are
g-modules, then ¢ : V- W is a g-homomorphism if ¢ is a homomorphism
of the vector spaces and commutes with the action of g; that is, ¢(SX) =
S(¢X)forall Segand X e V.

(5) If Vis a g-module, then for each S € g we can define the endomor-
phism p(S) : V> V by p(S)X = SX. From the definition we see

PUST)) = p(8)p(T) — p(T)p(S) = [p(S), p(T)]
so that the mapping p : g — p(g) : S — p(S) isarepresentation of gin V accord-
ing to Definition 7.8. Thus a g-module yields a representation and also
conversely; for if p is a representation of g in V, then V becomes a g-module
by defining g x V- V: (S, X) - p(S)X.

(6) Let P be a set of linear transformations acting on the finite-dimen-
sional vector space ¥ over K; that is, we have a mappingP x V' = V: (S, X)—>
SX so that S(@X + bY) = aS(X) + bS(Y) and we can regard P < End(V).
Then we can form the associative algebra of endomorphisms &/(P) or the
Lie algebra of endomorphisms #(P) generated by P. Thus &/(P) consists of
all finite sums of products of elements of P, and .Z(P) consists of all finite sums
of commutators of elements of P; note Proposition 7.6. In either case we can
regard V as an &/(P)-module or a #(P)-module, and the P-invariant sub-
spaces are just submodules.

Examples (1) Let V be a vector space over R, let G be a Lie group,
and let p: G — GL(V) be a (differentiable) representation of G in V. Thus
regarding V as a manifold, G operates differentiably on ¥ by the action

GxV-oaV:(S X)—p(S)X

(recall Definition 3.17). From Lemma 7.15 we see that if g is the Lie algebra of
G, then Tp(e) : g — gl(V) is arepresentation of gin V. Thus V'is a g-module.
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A more direct computational way of viewing this is to regard G = GL(V)
with Lie algebra g = gl(V). Then for S, T € g we have for ¢ near 0 in R that
for X eV,

(etsetT)X — etS(elTX)‘

Using this formula and the Campbeli-Hausdorft formula for computing
exp tSexp tT = exp(tS + tT + 4¢%[S, T] + ***) one obtains

[S, T1X = S(TX) — T(SX)

as expected.

(2) We can construct more modules using tensor products as follows.
First let 4 be an associative algebra over the field K and let V and W be
A-modules. Then V ®x W becomes an A-module when the action of A is
given by P) X, ® Y)=) PX,® PY,for Pe 4 and X, e V, Y, € W. Simi-
larly if g is a Lie algebra over K and V and W are g-modules, then V ® W
becomes a g-module when the action of g is given by

P(ZXi®Yi =zPXg®Y,+Xi®PyI

for Pegand X; eV, Y, e W (that is, “differentiate ” the associative action).

5. Semisimple Modules

We continue the notation of the preceding section and discuss irreducible
modules and their direct sum. We also review the basics of finite-dimensional
semisimple associative algebras and their modules; for elementary ref-
erences see the work of Jacobson [1953, Vol. II; 1962], Lang [1965], and
Paley and Weichsel [1966].

Definition 9.12 Let V be a finite-dimensional nonzero vector space over
K. Let A be an associative subalgebra of End(V) or let A be a Lie subalgebra
of gl(V), thus V is either an associative or Lie module.

(a) The vector space V is a simple or irreducible A-module if the only
A-submodules of ¥ are ¥V and {0}. In this case A4 is called an irreducible algebra
of endomorphisms on V and say A acts irreducibly on V.

(b) The vector space V is a semisimple or completely reducible 4-module
if ¥V is a vector space direct sum of irreducible 4-modules. In this case we
frequently say that 4 acts in a completely reducible manner on V or 4 is a
completely reducible algebra of endomorphisms on V.
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We summarize some standard results [Jacobson 1953, Vol. 1I; Lang,
1965].

Proposition 9.13 Let V be a vector space over K and let 4 be an associa-
tive or Lie algebra of endomorphisms of ¥ so that V is an 4-module.

(a) Then Vis a completely reducible A-module if and only if for every
A-submodule W of V there exists an A-submodule W' so that V=W + W’
which is a submodule direct sum.

(b) If Vis completely reducible with decomposition V=V, +--- + V,
into irreducible subspaces V;, then the V; are uniquely determined up to an
A-isomorphism and the length ¢ is unique. In this case, we can choose a basis
of V consisting of bases of the components V; so that each S € 4 has block
matrix

S, 0
S,

0 S,
The matrix S; represents the action of S on V.

Now we restrict 4 to be associative.

Proposition 9.14 Let V' be a vector space over X and let A be an associa-
tive algebra of endomorphisms of V so that V is an A-module. Let A =
{T e End(V) : TS = ST for all § € A} be the centralizer of 4 in End(V).

(a) (Schur’s lemma) If V is an irreducible 4-module, then A is a
division ring; that is, A is an associative algebra over X for which every non-
zero element has an inverse. In this case, if the field K is algebraically closed,
then A = KI where [ is the identity endomorphism.

(b) (Burnside’s theorem) If A is an irreducible algebra of endomorph-
isms on V and if the field K is algebraically closed, then 4 = Endg(V).

Examples (1) Let A be a nonassociative algebra over K with bilinear
multiplication function «. Then we have previously considered an ideal
B of A as a subspace so that a(B, A) < B and a(A, B) = B. Now, as in Section
7.2, we let R(X) and L(X) be the right and left multiplication functions on 4
and let P be the subspace of End(4) spanned by all R(X) and L(Y) for
X, Y € A. Then an ideal is just a subspace B which is invariant under the
associative algebra &/(P) or the Lie algebra #(P). In particular an algebra 4
is simple if and only if 4% # {0} and A4 has no proper ideals; that is, 4% # {0}
and A is o/(P)- or Z(P)-irreducible.
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In particular, if A is an associative algebra over K which is simple, then
A is isomorphic to a suitable #n x n matrix ring E over some division ring
D o K; that is, the matrix ring of all n x n matrices (a;;) where a;; € D. See
the clementary proofs of Lang [1965] and Paley and Weichsel [1966].

(2) There are many starting points for the definition of a semisimple
nonassociative algebra—depending on the class of algebras being studied.
However, regardless of the starting definition, the usual conclusion is that A
is a semisimple algebra if 4> #{0} and A=A, ® ‘-* @ 4, a direct sum of
ideals which are simple algebras. Thus 4 is a completely reducible &/(P)- or
Z(P)-module.

In particular, let A be a finite-dimensional associative algebra over K.
An ideal N of 4 is nilpotent if there exists an integer k so that {0} = N*
(=NN... N, k-times). One can show that the sum of two nilpotent ideals is a
nilpotent ideal and consequently define the radical of 4, rad(4), to be the
maximal nilpotent ideal. We shall show in Chapter 12 that if 4 is an
associative algebra so that 42 # {0}, then A = 4, @ -+ @ A, is a direct sum
of ideals which are simple algebras if and only if rad(4) = {0}; that is, A is a
semisimple A-module if and only if 4 has no nonzero nilpotent ideals.

Note that if A is semisimple, then A =4, @ -+ @ A, where each 4,
is isomorphic to some ring of all n; x n; matrices over some division ring.
Thus, in particular, each 4; has an identity ¢, so 4 has an identity 1 =
e+ t+e,.

These remarks can be used to prove the following results.

Proposition 9.15 Let V be a finite-dimensional vector space over K and
let 4 be an associative subalgebra of End(V) such that V is a completely
reducible A-module. Then 4 is semisimple.

Proor Let N =rad(4) be the maximal nilpotent ideal in 4 and let
V=V,® @ V, where the V; are nonzero A-irreducible submodules. Let

NV, =(} T:.X;: T,eN and X,eV}

Then since N is an ideal in A we see that NV; is an 4-submodule of V which is
contained in ¥;. Since V; is irreducible, NV; equals V; or {0}. If NV, =V,
then

N2V1=N(NV‘)=NV‘= Vl'

and by induction V; = N*V,. However, since N is nilpotent, this equation
implies V; = {0}, a contradiction. Thus NV, = {0} for all i, so that N = {0};
that is, 4 is semisimple.
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ReMARKS (1) Before proving the converse statement we briefly review
results on a simple associative algebra A over K in terms of an n x n matrix
algebra E over a division algebra D o K; see the more formal proofs of
Lang [1965] and Paley and Weichsel [1966]. First the identity matrix 7 =
E,+ - + E, where E;?> = E; are idempotents which are matrices of the

0 0

0 0
form with 1 in the (i, §)-position. Thus EE, is an irreducible E-submodule con-
sisting of matrices of the form
ay;
0o : 0
ay;

where a,; € D. Consequently E = EE, + *++ + EE, is the direct sum of these
irreducible E-modules. Going back to 4 we see that the identity 1 € 4 can be
decomposed 1 =e¢, + -+ + e, so that the B, = Ae; are irreducible A-sub-
modules (i.e., left ideals) and A = B, + -+ + B, is a direct sum.

(2) Let B; = Ae,; be anirreducible left ideal of A4 as above and let V be an
A-module. If X € V is such that e; X # 0, then B, X # {0} and B, X is an
A-module. The map

¢:B,~B,X:b—bX

is an A-module homomorphism and ker(¢) is an 4-submodule of B;. Since B;
is an irreducible 4-module and B; X # {0} we have ¢ is an isomorphism;
that is, B; X is an irreducible A-submodule of V.

(3) Let A be an associative algebra with identity 1 and let V be an
A-module. Then V is called a unital A-module if 1X = X for all X € V.

Let A =8, ® - - @ B, as in remark (1), let V be a unital A-module, and
let 0#XeV. Then X=1X=¢,X + -+ +e¢,X so there exists e; with
e; X #0. Thus B; X is an irreducible A-module and X e B, X + -+ + B, X,
a sum of irreducible 4-modules. This implies V is a completely reducible
A-module. Thus we leave as an exercise: Let {W;: j € a} be a family of irre-
ducible A-submodules of V' so that every X € V can be expressed as a finite
sum of elements from the W;’s. Then V is a direct sum of irreducible A4-
submodules.
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For a semisimple algebra 4 we combine the above remarks to obtain the
following.

Proposition 9.16 Let A4 be a finite-dimensional semisimple associative
algebra over K and let ¥ be a finite-dimensional 4-module. Then V is a
completely reducible 4-module.

Proor Sincel e Alet Vy, ={Z € V: 1Z = 0}. Then V, is an A-submodule
of V such that 4V, = {0}. Next note any X € V can be written

X=1X+X-1X)

where 1(1X)=1X and 1(X — 1X)=0; that is, X =Y + Z where Ze V,
and YeV,={UeV:1U=U}. This gives the direct sum V=V, + ¥,
where V, is a unital 4-module and therefore completely reducible. Now
choosing a basis for ¥V, we can write ¥V, = KX, + - + KX, as a direct sum
of one-dimensional 4-modules which are irreducible. Combining these de-
compositions, ¥V is completely reducible.

ReMarRk (4) Concerning complexification, we shall use bilinear forms
in Chapter 12 to easily show a (finite-dimensional) associative algebra A4
over R is semisimple if and only if the associative algebra C @z 4 over C
is semisimple. This with the preceding results shows thatif 1 € 4 and V is an
A-module, then V is a completely reducible A-module if and only if C @z V
is a completely reducible C @z A-module.

6. Composition Algebras

We will now construct some nonassociative algebras which will be very
useful in describing certain simple Lie algebras in Chapters 13 and 14. This
material also yields some interesting applications of the previous material in
this chapter.

Definition 9.17 A composition algebra ¥ over a field K of characteristic
0, is a nonassociative algebra € over K with an identity element denoted by 1
and a map N: ¥ — K called the norm of ¢ such that the following three
properties hold:

(@) N(aX)=a*N(X) for any a € K and any X € ¢;

(b) N(XY)=NX)N(Y)forany X, Y €%,

(¢) B(X,Y)=[NX+Y)— NX)— N(Y))2 for all X, Y € ¥ defines a
nondegenerate symmetric bilinear form on %.
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Exercises (1) Show that N(1) =1 and B(X, X) = N(X) for all X e ¥
where € is any composition algebra.

(2) Suppose 4 € K is not a square in K. Let € = K(1"/?) be the quadratic
field extension of K and define N(a + bA'/2) = g — b2 Show that € is a
composition algebra.

(3) Show that the associative algebra of 2 x 2 matrices over K is a
composition algebra if we define N(X) = det(X).

Definition 9.18 For any composition algebra € and any X € € define
X =2B(X, )1 — X. Then X is called the conjugate of X and the overbar is
called the involution of €. Notice that B(X, 1)1 = (X + X)/2 and that if we
write X = al + Ywith B(Y, 1) =0,then X =al — Y.

Proposition 9.19 For any X, Y, Z, W in a composition algebra € we
have

(a) B(XY,XZ)= NX)B(Y,Z)=B(YX, ZX);

(b) B(XY,WZ)+ B(XZ, WY)=2B(X, W)B(Y, Z);

(¢) X?-2B(X, DX + N(X)1 =0;

(d) B(XY,Z)=B(Y,XZ)= B(X,ZY).

ProoF (a) From Definition 9.17 we see
2B(XY,XZ)= NXY + XZ) - NXY) - NXZ)
= N(X(Y + Z)) - N(XY) — N(XZ)
= NX)(N(Y +Z) — N(Y) — N(Z)) = N(X)2B(Y, Z).
This kind of proof is routine and is referred to as “linearizing > equation
9.17(b) with respect to Y.
(b) This is proved by linearizing (a) with respect to X.
(c) We note that
B(X* - 2B(X, )X + N(X)1, Z) = B(X?, Z) - 2B(X, 1)B(X, Z)
+ N(X)B(, 2)
=BX%,Z-D+BX-1,Z:X)
—2B(X,Z)B(X, 1) =0.
Both (a) and (b) above were used in the computation. Now the formula in (c)

follows from the nondegeneracy of B(X, Y).
(d) From (b) we have

B(XY,Z)+ B(XZ, Y) = 2B(X, 1)B(Y, Z),
and thus
B(XY,Z)=B(Y,2B(X, 1)Z — XZ) = B(Y, XZ),
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and finally the other parts of (a) and (d) which were not proved follow from
obvious symmetries.

Exercise (4) Prove that the following formulas hold for any X and Y
in a composition algebra:

(i) XX=XX=NXI;
(i) XY="YX
(i) X=X

Properties (ii) and (jii) are often used to define an involution.

Definition 9.20 Given a composition algebra € over Kand any 0 # g € X,
define a new algebra ¥{a) with underlying vector space € x € and a multi-
plication and quadratic form N’ given by the following Cayley-Dickson
formulas for X, Y, Z, We¥%

X, WZW)=(XZ+aWY, WX + YZ),
N'((X, 1)) = N(X) — aN(¥).

We will shortly state a theorem which shows that deciding when the algebra
¥<{a) is a composition algebra is a way of classifying all composition algebras.

ReMarks (1) Rather than using pairs (X, Y), one can describe ¥<{a)
by using a symbol, say . Then €{a) =€ + €u={X + Yu: X, Y € ¢} with
N'(X + Yu) = N(X) —aN(Y) and X(Wu)= WX)u, (YwWZ = (YZ)u and
(Yu)(Wu) = aWY.

(2) Since K is a composition algebra if we define N(a) = a2, we can
consider K{a) for any 0 # a € K and if this is a composition algebra, consider
K{a, B> = K{a){B) and continue until one obtains an algebra which is not a
composition algebra. The K(a)’s are called quadratic algebras, the K{a, >’s
are called (generalized) quaternion algebras and the K{a, B, y>’s are called
(generalized) Cayley algebras. We are justified in giving names to these
algebras by Hurwitz’s theorem, the proof of which can be found in the work of
Schafer [1966, Chap. 3].

Theorem 9.21 (Hurwitz) All quadratic, quaternion, and Cayley algebras
are composition algebras. If € is a composition algebra over X of dimension
greater than 1, then ¢ must be isomorphic to some quadratic, quaternion,
or Cayley algebra over K. Quadratic algebras are commutative and associa-
tive, quaternion algebras are associative but not commutative, and Cayley
algebras are neither commutative nor associative.
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ReMARK (3) Proposition 9.19(c) can be used to show that any algebras
isomorphism of two composition algebras also leaves the norms and bilinear
forms invariant. Thus the isomorphisms referred to in Theorem 9.21 can be
thought of as isomorphisms of only the algebra structures or as norm-invariant
isomorphisms.

Example (1) We often refer to R(—1, —1)> as “the” quaternion
numbers. It can be described as the real associative algebra with basis 1, u, v,
uv, where u? =v* = —1, vu= —uv, and N(a + bu + cv + duv) = a* + b*
+ ¢? 4+ d?. Then R{—1, —1) is a division algebra.

Definition 9.22 A composition algebra € over K is said to be a split
composition algebra if it possesses zero divisors or equivalently if it is not a
division algebra.

Proposition 9.23 The following statements about a composition algebra
% over K are equivalent:

(a) ¢ is a split composition algebra;
(b) there exists a nonzero X € ¥ with N(X) =0;
(c) there exists an X € € with B(X, 1) =0 and N(X) = —1.

Proor (a) implies (b) The algebra ¥ split implies there exist nonzero
X,YeéwithXY =0and0 = N(XY) = N(X)N(Y)so N(X) =00or N(Y) =0.

(b) implies (c) Suppose N(X)=0 for 0# X e®. If B(l, X) #0, set
Y =1—B(l, X)"'X and compute that B(Y, 1)=0 and N(Y)= —1. If
B(1, X) =0, then from the nondegeneracy of the bilinear form on € we
must have that € is four- or eight-dimensional and there exists some Z € ¢
with B(1, Z) =0 and B(X, Z) = 2. Let Y = Z — (N(Z) + 1)X and compute
B(Y,1)=0and N(Y)= —-1.

(¢) implies (a) If X e ¢ with B(X, 1) =0 and N(X)= —1, then, by
Proposition 9.19(c), X =1;s0 (X + 1}X —1)=0and so X + 1 is a zero
divisor and € is a split composition algebra.

Proposition 9.24 Over any field K there exist split quadratic, quaternion,
and Cayley algebras. Any two split composition algebras over K of the same
dimension are isomorphic.

Proor We see K{1>, K{1, 1>, and K{l, 1, 1) are split algebras from
Proposition 9.23. Thus it suffices to show that any split composition algebra
over K must be isomorphic to one of these three algebras.
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Assume ¥ is split. Proposition 9.23(c) shows that there exists an U e ¥
with B(1, U)=0 and N(U)= —1. Since U?=1, o = K1 + KU is a sub-
algebra of € and it is trivial to check that al + bU — (a, b) is an isomorphism
from &/ onto K(1).

If € has dimension greater than 2, we must continue. Choose any
0+#Ye¥ with B(X, Y)=0 for all X e . If X € o with N(X) =0, then
N(XY) =0 and by Proposition 9.19(d) B(Z, XY) =0 for all Z € o. Now
repeating an argument used in the second part of the proof of 9.23 there exist a
V e% with B(Z, V)=0 for all Ze o/ and N(V) = —1. It is claimed that
& + AV is isomorphic to (1> = K(1, 1). Using Proposition 9.19(d) it is
easy to show that N(X + ZV) = N(X) — N(Z) as required so we need only
check the nontrivial multiplication formulas.

Assume X, Y, Z e o in this paragraph. Since B(X, YV) = B(XY,V)=0
and B(XV, YV)= —B(X, Y) it is clear that the bilinear form restricted to
AV is nondegenerate and &/ V' is orthogonal to &f. Forany We ¥, X, Y e &
and ¥V as above

B(YV,WX)+ B(YX, WV)=2B(Y, W)B(V,X)=0

so B((YV)X,W)=B(YX)V,W) for all We®% and (YX)V = (YV)X.
Applying the involution to both sides of this equation yields X(YV) = (YX)V
which is one of the three multiplication formulas required.

The second formula (XV)Y = (XY)V follows easily from the first and
involution formulas.

Finally, for any We ¥

B(W(YV), VX) + B(WX, V(YV)) =2B(W, V)B(YV,X) =0

so (XV)YV)=(V(YV))X. However B(W,V(YV))=—B(VW,VY)=
B(W, Y)so V(YV)= Yand (XV)(YV)= YX.

This completes the proof that # = + &V is a subalgebra of € iso-
morphic &/{1) which is isomorphic to K{1, 1>. If € is eight-dimensional,
we now repeat the above argument word for word to complete the proof of
the proposition.

Exercises (5) Show that the algebra of 2 x 2 matrices over K is a split
quaternion algebra. Also show that K{a) & K(a*?) if 0 # a« € K is not a
square in K and K{a) is split otherwise.

(6) Show that if € is a composition algebra over X and L is a field
extension of X, then ¥(L) =L @ € is a composition algebra over L where
N(@ ® X) = a’N(X) for ae L and X € €. Also show that if € is split, then
so is €(L).

(7) Suppose that 4 is a division (nonsplit) composition algebra of
dimension greater than 1, over K and that N(X)=o # 0 for some X e ¥
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with B(X, 1) = 0. Show that €(K((—)"/?)) = K((—®)"/*) @ € is a split com-
position algebra over K((—a)'/?). Use this result to show that if €, and ¥,
are any two composition algebras of the same dimension over K, there exists
a field extension L of degree at most 4 over K so that €,(L) = %,(L).

Example (2) The following matrix-type description of a split Cayley
algebra is sometimes useful. Let K be any field of characteristic 0 and let ¥~
denote the set of three-dimensional column vectors over K. For any u, v € ¥~
let u x v and (4, v) denote the usual cross product and inner product, respec-
tively. Let

%::[a u]:a,beK,u,ve‘I/}
v b

and define

i

ac — (u, z) aw+du+vxz
co+bz+uxw bd — (v, w)

and

N([Z Z]) = ab + (u, v)

foralla, b,c,de Kand u, v, w, z€e¥".

To show that % is a composition algebra we must verify the three formulas
in Definition 9.17 for composition algebras. Formulas (a) and (c) are trivial
to verify and (b) is equivalent to

(ab + (u, v))(cd + (w, 2)) = (ac — (u, 2))(bd — (v, w))
+aw+dutvxz,eo+bz+uxw

It is easy to check that this formula follows from two well-known vector
equations, namely (uxv, w)=(@xv, v)=0 for all u, vey and
(u x w,v x 2) = (u, v)(w, 2) — (4, z)(v, w) for all 4, v, w, z€ ¥ . Finally it is
very easy to choose nonzero elements of € of norm 0 so € is a split eight-
dimensional composition algebra; that is, a split Cayley algebra.

Exercise (8) Let € be any composition algebra over K, let L be a
field extension of K of finite degree, and let 2(%) denote the derivation algebra
of €. Show that 2(¢(L)) = (2(¥))(L).

ReMARK (4) One of the important properties of quaternion and Cayley
algebras is that they are simple nonassociative algebras. This fact can be used
to show that all derivations of these two types of algebras are inner; that is, for
these algebras 2(%) is contained in L(%) which is the subalgebra of gi(¥)
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generated by the linear transformations L(X): Y - XYand R(X): Y » YX.
The proof of these results can be found in the work of Schafer [1966, Chap. 3]
or Section 12.5, exercise (3).

Exercise (9) Let 2 be a quaternion algebra over K and for X € 2
define D(X) = L(X) — R(X). Assuming the results mentioned in the above re-
mark show that 2(2) = {D(X) : X € 2, B(X, 1) = 0} and that [D(X), D(Y)]=
D(XY — YX). Also show that for any 2 there exists a field extension L of
K of at most degree 2 over K such that (2(2))(L) = sl(2, L).

Example (3) 1t is much more difficult to describe the derivation
algebra of a Cayley algebra but it is not quite so difficult for the split Cayley
algebra as described in the previous example. For any A4 € 5/(3, K) and any
x,y € ¥ define D(4, x, y): € — € by

fa u (x, )+ (y, u) Aut+(@—-bx—yxv
D(A,x,y).[v b]_'[—A'v+(a-b)y+xxu —(x,0)— (O, u ]

A long computation involving a few vector formulas verifies that D(4, x, y) €
9(¥) and a similarly easy but unpleasantly long computation shows that
[D(4,, xy, y1), D(4;, X3, ¥2)] = D(43, x3, y3), where

Ay =[Ag, A3] + 3x,9," = 3,0, + ((x2, 31) — (e, Y,
Xy= A Xy — Ay Xy — 2y, X y,,
V3= —Ay, + Ay 4+ 2% X x;.

Some of these computations can be found in Schafer’s book [1966] which also
has a proof that 9(€) = {D(4, x, y)|A €513, K), x, ye ¥’}

Using exercise (8) we can now conclude that for any composition algebra
%, 2(%) must be fourteen dimensional because we can extend the base field
to say L so that €(L) is split and then notice that we can compute the dimen-
sion of D(€(L)) from the description above. Also notice that for any X € ¢
and D € 9(¥) we have B(D(X), 1) = 0 since this is easy to verify in the split
case. Since D(1) = 0 we can conclude that 2(%) also can be thought of as the
set of derivations of € acting on the elements of trace 0 that is acting on
%, ={X €€ :B(X, 1)=0}. This may be restated as: %, is an invariant
submodule of € or the action of 2(¥) on €, gives a seven-dimensional
representation of 2(%). We will see in Chapters 13 and 14 that 2(%) is
simple.

Exercise (10) If € is any Cayley algebra, show that 2(¥) acts irreduc-
ibly on €,. Notice that you may assume the % is split.



CHAPTER 10

SOLVABLE LIE GROUPS
AND ALGEBRAS

We now start the structural development of Lie groups and algebras.
First we define a Lie group to be solvable if it is solvable as an abstract
group. Then using the *““derivative” of these results we discuss solvable Lie
algebras. Thus we show that a connected Lie group is solvable if and only if
its Lie algebra is solvable. Finally we discuss Lie’s theorem which involves
finding a common characteristic vector for a solvable Lie algebra of endomor-
phisms acting on a complex vector space. This eventually yields that the
matrices representing a solvable Lie algebra of endomorphisms acting on a
complex vector space can be put into triangular form by using a suitable basis
of the vector space. Once again, all fields in this chapter will be assumed to
be of characteristic zero.

1. Solvable Lie Groups

Let G be an abstract group and let 4 and B be subgroups of G. Then we
have the following notation.

(1) We denote by (4, B) the subgroup of G generated by all elements
xyx“'y"!forxeA,yeB.
(2) 1If A is a normal subgroup of G we write 4<a1 G or Ge>A.

Note that if 4 and B are normal subgroups of G, then (4, B) is a normal
subgroup of G.

201
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Definition 10.1 Let GV =(G, G) and define by induction G**! =
(G, G®). Then we have the sequence of normal subgroups

G>GVeGP -,

Thus G is solvable if this sequence is finite and terminates at {e}; that is, there
exists n so that G™ = {e} and G is called solvable of length n.

From results of Lang [1965] we have the following theorem:

Theorem 10.2 Let G be an abstract group. Then the following are
equivalent.

(@) The group G is solvable.
(b) There is a finite sequence of subgroups G = GG, =G, - ' =G, =
{ e} such that G,/G;,, is commutative for k=0,1,...,n— 1.

ProoF First we observe that by induction each G*® is a normal subgroup
of G. Now assume (a). Then note from the definition of (G, G) that G/G is
commutative and by induction and definition, G?/G*?) is also commutative.
Thus we have (b) by taking G, = G®. Conversely, assume we have a descend-
ing sequence

G=Gy,>G > >G, = {e}

with G,/G;.; commutative. Then G/G; being commutative implies
xyx~1y~1G, = eG, which yields G, > G'*). Now assume

G, > G®
Then since G,/G, ., is commutative we see
Gyyy D (Gk)(l) - (G("), G®) = G**,

However, since G, = {e} we see G = {e} which gives (a).

Corollary 10.3 (a) A subgroup H of a solvable group G is solvable.

(b) If G is a solvable group of length n and H a normal subgroup, then
G/H is a solvable group of length less than or equal to n.

(c) If Gisagroup and H is a normal solvable subgroup of length » such
that G/H is solvable of length m, then G is solvable of length less than or equal
ton+m.

ProoF (a) We just note that by induction H® = G%®.

(b) Let G = G/H. Then by induction we see that (G)® = G using
n:G— G/H =x— X = xH is a homomorphism. Thus the series for G yields
the series GGV - = G™ = {eH}.
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(c) Note that from the series G>G* >+ =G™ = {eH} we obtain
=GV - ==G"™ and G™ < H. However, since H is solvable we have
He>HYe>H® > - >{e} and we put these two series together to see that
G is solvable.

Definition 10.4 Let G be a Lie group. Then G is a solvable Lie group if G
is solvable as an abstract group.

Theorem 10.5 Let G be a Lie group. Then the following are equivalent.

(a) The Lie group G is solvable.
(b) There exists a finite sequence of subgroups,

G=Gy=>G >G> =G, = {e}
such that each G, is a closed Lie subgroup of G with G,/G, ., commutative
fork=0,1,...,n—1.
(c) There exists a finite sequence of closed Lie subgroups
G= GO>GI> e I>G,={e}

such thatfork =0,...,r — 1, we have G,/G,,  is a connected one-dimensional
group or a discrete group.

Proor To show (a) implies (b), we recall that if H is a normal subgroup
of G, then its closure H is a closed normal subgroup of G. Next assume G is
solvable so we obtain the series

GGG = G™ = {e},

and let L

Go = G and Gk = G(k)
Then the G, are closed normal subgroups (and, therefore, Lie subgroups)
suchthatGy>G, > - * =G, = {e}. Furthermore G;/G, ., is a Lie group which
is commutative, for let n: G — G/G,,. Then since n(G"¥) is commutative,
we have

n(G("))
is commutative. However, since n is continuous,
MG,) = n(G®) = (GP)

so that G,/G, ., = n(G,) is commutative.

The converse (b) implies (a) is clear. Also (c) implies (b) is clear, so it
remains to show (b) implies (c). Thus let H, be the connected component of
the commutative Lie group G,/G,,,. Then by the results outlined in the
exercise (1), Section 6.5, we have for the G, in (b)

Gi/Gyvy = H, x Dy,
where D, is a discrete group, and H, = R?® x T?® by Theorem 6.20.
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Next let 7 : Gy, = G;/Gy.,. Then in the series for (b) we replace each of the
terms G, by the series [with p = p(k), g = q(k)]

Y (RP x T*x DY)>=n"Y(RP™! x T* x D)=+ >n"Y(T?* x D)
" (T97 ! x DY+ =" }(D,).
Thus we obtain the series in (c).
Exercise (1) Let V be a real vector space of dimension m and regard

GL(V) as the set of all nonsingular m x m real matrices. Let H be the subset
of all matrices of GL(V) of the form

an *
0
amm

where a;; # 0 and » arbitrary real numbers. Show H is a solvable Lie subgroup
of GL(V).

2. Solvable Lie Algebras and Radicals

Let g be a finite-dimensional Lie algebra over a field K and let A, k be
subspaces of g. Then we shall use the following notation.

(1) We denote by [hk] the subspace of g generated by all products [xy]
for x € h and y € k. In particular, g’ = [gg] is a subalgebra of g.

(2) If his an ideal of g, then we write g A or h<a g. In particular, note
g>g™). A Lie algebra g is abelian or commutative if g*) = {0}.

Definition 10.6 Let g be a finite-dimensional Lie algebra over K, set
g'" = [gg), and define by induction

gt = [gRg®],
From the Jacobi identity for g we obtain
ggVeg@ >

and we call g solvable if there exists n with g = {0}. The smallest such n is
called the length of the solvable algebra g.
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Theorem 10.7 Let g be a finite-dimensional Lie algebra over K. Then
the following are equivalent.

(a) The algebra g is solvable.

(b) There exists a sequence of subalgebras g = gyt>g,>** g, = {0}
so that the quotient algebra g,/g,., is commutative. Each g, can be taken
to be an ideal in g.

(¢c) There exists a finite sequence of subalgebras g =g, >g,> " >
gs = {0} such that dim g,/g,, is 1. In general g, is not an ideal in g but only
nge—,.

ProoF The equivalence of (a) and (b) is similar to those for groups in
Section 10.1. Thus, for example, if g is solvable, then take g, = g® for k =1,
..., r to obtain the sequence in (b) and also note [g*¥'g™] = g** 1) s0 the
desired quotient algebra is commutative.

Next assume (c) where we have g,/g,.; =KX =KX + g, since gi/gi+,
is one dimensional. Then since [XX] = 0 we have g,/g,., is a commutative
Lie algebra. Thus (c) implies (b). Conversely, if the sequence in (b) is such
that g,/g,., =KX, + '+ + KX, + g, is commutative, then each subspace
h() =KX, + " +KX;+ g+, is an ideal in g,/g,4, for i=1,...,r.
Thus the corresponding subspace h(i) generated by {X,..., X;} U gy 4+, Where
X, + gv+1 =X, €94/9x+1, 1s an ideal in g,. Thus we obtain a sequence

ge=heh_ > >hg,

so that the quotient ideals are one dimensional and this yields (c).

The proof of the following is similar to Corollary 10.3.

Corollary 10.8 Let g be a Lie algebra containing the Lie subalgebra h.

(a) If g is solvable, then A is solvable.

(b) If g is solvable and 4 an ideal of g, then g/h is solvable of length
less than or equal to the length of g.

(¢) If his asolvable ideal of g such that g/A is solvable, then g is solvable.

Exercises (1) Let g denote the set of m x m matrices of the form

an *
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where a;; are arbitrary in K. Show g is a solvable Lie subalgebra of gl(V).
(2) Prove the following isomorphism theorems for Lie algebras.

(i) Letf:g—g be a homomorphism of the Lie algebra g onto the Lie
algebra g and let k = ker(f). Then h is an ideal of g if and only if the
inverse image f~'(h) = h is an ideal of g such that 4 o k. If this is the case,
we have g/h = g/h; that is, g/h = (g/k)/(h/k).

(ii) Let h and k be ideals of the Lie algebra g and let f:g—g/k be
the natural homomorphism. Then h + k = f~!(f(h)) and (h + k)/k = h{hn k.

(iii) Also show that the sum 4 + k and product [hk] of the ideals A
and k are again ideals of g.

(3) Let g be a solvable Lie algebra of dimension n over K. Show that g
is a semidirect sum of an ideal /4 of dimension n» — 1 and a one-dimensional
subalgebra.

(4) Show that if g is a solvable Lie algebra over K, then P®g is a
solvable Lie algebra over the algebraic closure P of K.

Theorem 10.9 Let G be a Lie group with Lie algebra g.

(a) If G is solvable, then g is solvable.
(b) 1If G is connected and g is solvable, then G is solvable.

ProorF (a) If G is a solvable Lie group, then we have a sequence
G =Goy>G, > =G, ={e} with each G, a closed normal Lie subgroup
so that G,/G, . ; is commutative. Then we obtain the corresponding sequence
g=go>g,>" " t>g, ={0} of ideals of g so that g;/g;,, is a commutative
Lie algebra.

(b) If G is connected and g is solvable, then we shall show G is solvable
by induction on the length of g. Thus let ge>g!W >+ >g® Vg™ = {0}
be the sequence for g and let K be the Lie subgroup of G generated by
exp g" 1. Then K is a commutative normal subgroup of G (since g™~ !’ is
a commutative ideal of g) and its closure K = H is also a commutative normal
Lie subgroup of G. Now let & be the Lie algebra of H. Then & is a commutative
ideal of g and g"~ " < h. From this we have [exercise (2) above], g/h =
(9/g™~1)/(h/g"~ ) and since g/g"" ) is solvable of length less than orequalto
n — 1 we have g/h is solvable of length less than or equal to n — 1 (Corollary
10.8).Thus by the induction hypotheses G/H is solvable and since H is solv-
able, we have G is solvable using Corollary 10.3.

Exercise (5) If G is a connected solvable Lie group, then there exists
asequence G = Go=> G, >+ G, = {e} where all the G, are closed connect-
ed Lie subgroups such that G,/G,,, are one dimensional. In particular, G
contains a connected solvable normal subgroup H with dim H = dim G — 1.
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Lemma 10.10 Let g be a finite-dimensional Lie algebra over K. Then
there exists a unique maximal solvable ideal of g: namely the sum of the
solvable ideals of g. This maximal solvable ideal is called the radical of g
and is denoted by r. Moreover g/r is {0} or contains no proper solvable ideals;
that is, the radical of g/r is {0}.

PrOOF Let hand & be solvable ideals of g. Then the vector subspace h + k
is an ideal of g. Now by the above exercise (2) we see (h + k)/k = h/(hn k)
and since hnk < h is solvable we have h/(h k) is solvable. Thus we have
(h + k)/k is solvable and k is solvable so that by Corollary 10.8, # + k is
solvable. Thus since g is finite dimensional, the solvable ideal of maximum
dimension is unique and by the above, contains every solvable ideal of g;
denote this maximal solvable ideal by r.

Next let h = h/r be a solvable ideal of § = g/r where h is some ideal of g
with & o r. Then since A/r is solvable and r is solvable we have by Corollary
10.8 that 4 is solvable. Thus & < r, so that h = {0}.

Definition 10.11 Let G be a Lie group with Lie algebra g and let r be
the radical of g. Then we define the radical of G, R = rad G, to be the connected
Lie subgroup of G whose Lie algebra is r =rad g.

Proposition 10.12 Let G be a Lie group with radical R. Then R is closed
and R is the maximal solvable normal connected Lie subgroup of G.

ProoF Let R denote the closure of R. Then R is a normal, solvable Lie
subgroup (since it is closed). Thus its Lie algebra 7 is solvable (Theorem 10.9)
so that r = F and consequently R = R; that is, R is a closed, normal, solvable
Lie subgroup of G. The fact that R is maximal among connected Lie subgroups
with these properties also uses the maximality of r.

Corollary 10.13 The radical of G/R equals {eR}.

Exercise (6) Show that the radical of a Lie algebra g is the smallest
ideal & of g such that the radical of g/h is {0}; that is, if 4 satisfies this condi-
tion, then r < A.

Definition 10.14 (a) A finite-dimensional Lie algebra is called semi-
simple if it has no proper solvable ideals. Thus g is semisimple if and only if
r = {0}. Similarly a Lie group G is semisimple if its radical R = {e}.

(b) A Lie group G is simple if its Lie algebra g is simple. That is,
[99] # {0} and g has no proper ideals.
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We shall eventually show that a semisimple Lie algebra over a field of
characteristic 0 is a direct sum of simple Lie algebras which are ideals. Con-
sequently many problems involving semisimple Lie groups can be done in
terms of simple Lie algebras.

Exercise (7) Show that the center of a simple Lie group is discrete (note
Section 6.5 and Corollary 7.14),

3. Lie’s Theorem on Selvability

We now describe how a solvable Lie group or Lie algebra of endomor-
phisms can be represented by triangular matrices. To do this we must com-
pute characteristic roots so we consider real Lie groups or algebras as acting
on complex vector spaces.

Definitions 10.15 (a) Let K be a field of characteristic 0 and let V be
a finite-dimensional vector space over K. Let T € Endg(V) and A € K. Then set

V,={XeV:TX =X}
and
V(A) ={X e V:(T- A" X =0 for some n € N}

where N is the set of natural numbers (which are greater than 0). If ¥, # {0},
then 4 is called a characteristic value or eigenvalue of Tand 0 # X e V, is called
an eigenvector or characteristic vector of T with characteristic value A. If
V(4) # {0}, then A is called a weight of T and V(1) a weight space and 0 #
X € V(A) is called a weight vector of T.

A characteristic value or a weight 4 of Tis a solution of the equation
det(Ix — T) = 0 and if all the solutions to this (characteristic) equation are in
K, then we say that the characteristic values or weights are in K; recall the
definition of a split endomorphism in Section 9.2.

(b) Let N « Endg(V), let f: N —»K be a function, and set

V,={XeV:forall TeN, TX = f(T)X}
and
V(f) ={X e V:for all Te N, there exists n > 0 with (T — f(T)I)"X = 0}.

If V, # {0}, then f'is called a characteristic functionon N and0 # X e V,iscalled
a characteristic vector of N for the characteristic function f. Similarly one
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defines a weight function, weight space, and weight vector in case V(f) # {0}.

Thus these functions on N assign to each Tin N a characteristic root f(T)
of T. Of course, in actual computations, the characteristic roots discussed
above might be in the algebraic closure of K.

With these definitions and results on canonical forms of endomorphisms
[Jacobson, 1953, Vol. II; Lang, 1965] we state the following:

Proposition 10.16 Let V be a finite-dimensional vector space over K
and let T e Endg(V) have its (distinct) weights 4,, ..., 4, in K. Then the weight
spaces V(4;,) are T-invariant and V= V(4,) + --- + V(4,,) (direct sum).

REMARK (1) This direct sum decomposition will be generalized in the
next chapter to a direct sum decomposition of weight spaces of a nilpotent
Lie group or Lie algebra.

Exercise (1) Let V be a finite-dimensional vector space over K, let g
be a Lie subalgebra of gl(V), and let f: g — K be a characteristic function on
g. Show fis a linear transformation.

Proposition 10.17 Let V be a finite-dimensional vector space over R,
let G be a Lie subgroup of GL(V),and let f: G — R beacharacteristic function
with f(G) c R* = R — {0}. Then regarding R* as a multiplicative Lie group,
the map f: G — R* is an analytic homomorphism of Lie groups. f is fre-
quently called a character of G.

ProorF Let S, TeG. Then for 0 #X €V, we have SX = f(S)X and
TX = f(T)X. Thus

STX = Sf(T)X =f(T)SX =f(T)f(S)X.

However since (ST)X = f(ST)X this gives f(ST) =f(S)f(T) so that f: G—
R* is a homomorphism. To see that f is analytic, let X,,..., X,, be a basis
of Vso that X, is a characteristic vector of G for the characteristic function f.
Noting that the mappingsr: G»V: S— S(X,)ands: ¥ > R: Y X, > 4
are analytic, so is the map f=sor: G— R*.

Analogous to Lemma 7.15 we have the following result:

Lemma 10.18 Let V be a finite-dimensional vector space over R and let G
be a real connected Lie group which is a subgroup of GL(V) and has real Lie
algebra g. Let W be a subspace of V.
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(a) W is invariant under the action of G if and only if W is invariant
under the action of g.

(b) For A eg, the vector X € V is a characteristic vector of 4 with
characteristic value A if and only if X is characteristic vector of the subgroup
{exp ¢4 : t € R} for the characteristic function f': exp t4 — e'*.

Exercise (2) Prove results analogous to Proposition 10.17 and Lemma
10.18 when we take V'to be a finite-dimensional vector space over C and let G
be a real Lie group which is a subgroup of GL(V, C). For example, consider
the real matrix Lie group G = GL(n, R) as acting on C" and regard G as a
subgroup of GL(n, C).

The following result or some of its equivalent consequences is known as
*““Lie’s theorem on solvability.” We follow the work of Tits [1965] for the
group proof.

Theorem 10.19 (Lie’s theorem) Let V be a finite-dimensional vector
space over C and let G be a real connected solvable Lie group which is a
subgroup of GL(V, C). Then there exists a nonzero characteristic vector of G
for some characteristic function.

ProOF We shall prove the results by induction on the dimension of G.
First, if G is one dimensional and 0 # 4 e g which is the Lie algebra of G,
then since g = gl(V) we see that 4 has a nonzero characteristic vector X € V.
However, by Lemma 10.18 and exercise (2), X isalsoa characteristic vector of
G. Next assume G is of dimension » and assume as an induction hypothesis
that we have shown the result for all such groups of smaller dimension. Now
since G is connected and solvable, G has a connected solvable normal subgroup
H of dimension n — 1 [exercise (5), Section 10.2]. Thus by the induction
hypothesis we can conclude there is a characteristic function f: H— C* =
C — {0} and analogous to Proposition 10.17 we have f is continuous.

We shall now show that the subspace V,={XeV:SX =f(S)X for
all S € H} is invariant under G. Thus let X € V,, Se H, and Te G. Then

S(T(X)) = (ST)X) = T(T™'ST)(X) = f(T™'ST)T(X) (*

using T~'STe H. Thus the number f(T~'ST) is a characteristic value of S
with characteristic vector T(X) and also the function k:G—->C*: T —
S(T'ST) is continuous. However, since G is connected and the set of
characteristic values of S is discrete, the image k(G) consists of a single point.
(This uses the characterization: the topological space M is connected if and
only if M is mapped continuously into a discrete space implies the image
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of M consists of a single point.) Thus we have k(T) = k(I) = f(S). Using this
in (*) we have for any X e V,, TeG, and S € H that S(T(X )) =f(S)T(X)
which shows by the definition of ¥, that ¥ is invariant under the action of G.

Next by Lemma 10.18 we have that V, is invariant under the action of
g < gl(V). Thereforeif A eg and A4 ¢ h which is the Lie algebra of H, then,
since the subspace V, is invariant under the linear transformation 4, there is
a characteristic vector 0 # X € V, for A. Thus since g/h = RA + h (using the
hypothesis that dim H is n — 1) we see that X is a characteristic vector for g.
For let B=aA4 + bCeg with Ceh and for AX =X eV, and CX = uX
[using Lemma 10.18(b) applied to # and H] we have

BX = (a4 + bO)X = (ah + b)X.

Thus by Lemma 10.18, X is a characteristic vector for G.

Definition 10.20 Let V be an m-dimensional vector space over the field
K. Then a sequence of subspaces {0} c V, =V, c:-- <V, =V such that
dimV,=ifori=1,...,miscalled aflagin V. Let G = GL(V) be a Liegroup.
Then the flag is G-invariant if for every Te Gwehave T(V,) < V;fori=1,...,
m. Similarly for a Lie algebra g of endomorphisms, we define a g-invariant
flag.

Proposition 10.21 Let V be an n-dimensional vector space over C and
let G be a real connected Lie group which is a subgroup of GL(V, C). Then
the following are equivalent.

(a) The group G is solvable.

(b) There exists a flag which is G-invariant.

(c) There is a basis of V such that the matrices for the elements in G
can be put simultaneously into triangular form. (The matrices might have
complex entries).

ProoF Assume G is solvable. Then to show (b) we use induction on the
dimension of V. From Lie’s theorem there is a one-dimensional subspace W
of V which is invariant under G. Therefore an element T € G induces a non-
singular linear map

T VIW-VIW:x+WoTx+ W

and the map G — GL(V/W, C) : T— Tis an analytichomomorphism. Thus the
image G = {Te GL(V/W, C): Te G} is a real connected solvable Lie group
which is a subgroup of GL(V/W, C) and by the induction hypothesis there
exists a flag in ¥/W which is invariant under G

Oce Ve VeV =VW.
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Now let n: V- V/W, let V,=n"'(¥), and set V, = W =n"'({0}). Then
dimV,=iand {0}jcV,cV,c---cV¥,=Vis a flag which is invariant
under G.

Next to show (b) implies (c) we choose a basis of Vfrom the corresponding
flag as follows. Let ¥; = {X,}. Then since TV, < V| for all Te G we have
TX, =a,,(T)X,. Next let V, ={X,, X,} where X, and X, are independent
using dim V,/V, = 1. Then since TV, cV, we have TX, =a,,(T)X,
+a,,(T)X, for all TeG. Continuing in this manner we can choose a
basis of ¥ so that any T € G has a matrix of the form

a,(T) ay,(T) a,,(T)
a,,(T)

0 aul(T)
with 0 # a,(T) -+ a,(T) =det T.
Finally to show (c) implies (a) let G be represented by the group triangular
matrices as above. Let G; be the normal subgroup of triangular matrices of
the form

1 *
0 1
0 -0 1
with 1’s on the diagonal. Let G, be the normal subgroup of G, of the form
1 0 *
1 0
1
)
0 1

with I’s on the diagonal and 0’s on the next superdiagonal. Continuing
this way we obtain the sequence

GG =G, =G, = {1}
with G,/G,,, commutative.
The preceding results on Lie groups can be translated into results on

Lie algebras via the exp mapping or directly as follows. This proof involves
some computations we shall see again in Chapter 11.

Theorem 10.22 (Lie’s theorem) Let P be the algebraic closure of the
field K and let V be a nonzero finite-dimensional vector space over P. Let g



3. LIE’S THEOREM ON SOLVABILITY 213

be a solvable Lie algebra over K and let p be a homomorphism of g into
gl(V, P). Then there exists a vector 0 #X € V which is a characteristic vector
for all the members of p(g) for some characteristic function.

Proor We prove this by induction on the dimensionof g. Fordimg = 1,
the theorem follows from results on canonical forms (Proposition 10.16).
We assume the results hold for Lie algebras of dimension less than dim g.
From Theorem 10.7(d) we can find an ideal 4 in g so that dim g/h = 1. By
Corollary 10.8 we have A is solvable so that by the induction assumption there
exists a characteristic function f: A — P so that for all S e A

PS)X =f(S)X.
From dim g/h =1 we can find Teg so that T¢ h. Thus g=KT + h. Let W
be the subspace of V spanned by all the vectors
X, =X and X, =p(THX

for k =1, 2,.... Note that W is p(T)-invariant subspace of V.
We shall now show: For all S eh, p(S)Y = f(S)Y for all Y € W; that is,
W is p(h)-invariant and furthermore p(S) = f(S)I on W.
We first prove by induction that forall Sehand k=1, 2,...
pS)X, =f(O) Xy + a1 Xj-y + - + a1 X, (*)
where a; = a;(S) are in P. By the choice of X, =X the result holds for k = 1.
Assuming (*) for k, we have
P(S)Xis1 = p(S)p(T)X,,  definition of X,
= p([STD X, + p(T)p(S)X,
= p(ISTDX, + p(T)(f(S)X, + @1 X4—y + - + 0, X))
=f(S)p(T) Xy + bX, + - + b, X,
=f(S)Xys1 + b X+ +b X,
using [ST] € h and the induction assumption.
We next prove p(S)Y = f(S)Y for all Y € W. From (%) and the definition

of X, we first observe that W is p(g)-invariant. Next note that from the above,
the restriction p(S) |W has matrix

7(8) *

0 J(S)
so that tr p(S)|W = f(S) dim W for S € h. Next note p(S) and p(T) map W
into W so that p([ST]) = p(S)p(T) — p(T)p(S) as endomorphisms of W.
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Thus since tr(4B) = tr(BA) for endomorphisms, we see 0 =tr p([ST]) =
FSTDdim W. Since dim W > 1 this gives f([ST]) = 0. Thus

P(S)X k41 = p(S)p(T)X,
= p(ISTDX, + p(T)p(S)X,
=f(ISTDX, + f()(T) X = f(S) Xy +
that is, p(S)Y =f(S)Y for all Ye W.

Since W is p(T)-invariant and P is algebraically closed we see that p(T)
has a characteristic vector 4 € W:p(T)A = tA. Also p(S)A = f(S)A4 for all
S e handsince g = KT+ h we have for any Z = aT + S that p(Z)A = ap(T)A
+ p(S)A = (at + f(S))4. Thus A is a characteristic vector of p(g) and
F:aT + S — at + f(S) defines the corresponding characteristic function.

The formalities in the proof of Proposition 10.21 yield the following:

Proposition 10.23 Let P be the algebraic closure of the field K and let V
be a nonzero finite-dimensional vector space over P. Let g be a Lie algebra
over K and let p be a homomorphism of g into g/(V, P). Then the following
are equivalent.

(a) The Lie algebra p(g) is solvable,

(b) There is a flag in V which is invariant under p(g).

(c) There is a basis of ¥ such that the matrices for the endomorphisms
in p(g) can be put simultaneously into triangular form. (The matrices might
have entries from P.)

These results apply when we take the field K to be algebraically closed
itself. Thus K = P and we obtain the following:

Proposition 10.24 Let g be a Lie algebra over the algebraically closed
field K. Then g is solvable if and only if there exists a flagin g

{0lcgicg,c " cg.=y9
such that each g, is an ideal of g.

PROOF Assume g is solvable. Then since g—ad(g): X —>ad X is a
homomorphism of Lie algebras over K, we see that ad(g) is a solvable Lie
algebra of endomorphisms acting on the vector space g. By Proposition
10.23(b) there is a flag {0} = g, © -+ = g, = g which is invariant under ad(g);
that is, each g; is an ideal of g.

Conversely, assuming such a flag exists we see that ad(g) is solvable;
using (b) implies (a) in Proposition 10.23. However, ad: g — ad(g) is a
homomorphism so that ad(g) = g/ker(ad). Since ker(ad) is the center of g
which is solvable and since g/ker(ad) is solvable, we have by Corollary 10.8
that g is solvable.



CHAPTER 11

NILPOTENT LIE GROUPS
AND ALGEBRAS

We continue the concepts given in the preceding chapter and call a Lie group
nilpotent if it is nilpotent as an abstract group. Then we discuss nilpotent
Lie algebras and obtain the result that a connected Lie group is nilpotent if
and only if its Lie algebra is nilpotent. In the last section we consider the
vector space decomposition which yields the Jordan canonical form for an
endomorphism and extend this decomposition to a nilpotent group of auto-
morphisms.

1. Nilpotent Lie Groups

We now give a variation of the results on solvable groups using some of
the notation of the preceding chapter.
Definition 11.1 Let G be an abstract group.

(a) Let C°G =G and let C"*'G = (G, C"G). Then C"G = C"*'G and we
have the descending central series

G=CC=C'G=CGr>---.

(b) Let CoG ={e} and let C,G = n~'(Z(G/C,_,G)), where Z(G/C,_,G)
is the center of G/C,_,G noting by induction C,G< C,,,G< G and where

215



216 11. NILPOTENT LIE GROUPS AND ALGEBRAS

n:G— G/C,_,G is the corresponding projection map. Thus we have the
ascending central series

{e}=COG< CIG< CzG<"'.

Theorem 11.2 Let G be an abstract group. Then the following are
equivalent.

(a) There is a series of normal subgroups of G
G=Gy>G, > =G, = {e}

such that (G, G,) <= G,  forn=0,...,5s — 1.
(b) There exists a positive integer p such that

G>C'Gr- - =>CPG = {e}.
(c) There exists a positive integer g such that

{ef< G < (C,G=0G.

PROOF Assume there is a series as given in (a). Then by induction we
have G, > C"G. Thus C°G = {e}. Conversely if (b) holds, then we automati-
cally have a series satisfying (a).

Next we have (a) implies (c), for if we have a series as in (a), then we shall
show by induction G,_, < C,G so that for n = s we obtain C;G = G. Thus
{e} = G, = Cy G = {e} and assume G,_; = C;G Then

(G/C;G, G, ;_4/C;G) = G,_;/C;G = C;G/C;G = {&}

using the induction hypothesis for the second inclusion; that is,

(G,G,_;-.,) =C;G. Thus if n: G- G/C;G is the projection, we see that

G,-i-y € 1~ Y(Z(G/C;G)) = C;4,G, using the definition of C,,,G.
Conversely to see (c) implies (a), we first note that

(G, C;G)/C;.,G = (G/C;_,G, C;GIC;_,G) ={&}

using C;G = n~Y(Z(G/C;_,G)), where n:G - G/C;_,G. Thus (G,C;G) c
C;_1G so that for C,G =G =6G,,C,_,G=Gy,...,C,_,G=G,, etc., we
see that the series in (c) yields the series in (a).

Definition 11.3 An abstract group G is nilpotent if it satisfies any one of
the conditions of Theorem 11.2.

Remarks (1) Note that nilpotency involves a descending series using
commutators of the terms of the series with the group, whereas solvability
involves a descending series using commutators of the terms of the series with
itself,
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(2) Subgroups, quotient groups, and finite direct products of nilpotent
groups are nilpotent. The proofs run as expected. For example, if G; are
groups with C"G;={e;} for i=1,...,mand if G=G, x '** x G,, then
C"G = {e}, where n = max{n,, ..., n,}.

Example (1) Let V be an m-dimensional vector space over K and let
G < GL(V) be the set of triangular m x m matrices of the form

a

0 . a
for @ #0 in K. Then G is nilpotent group, for let G, be the subgroup of
matrices of the form

I 0 *
1

. 0

0 |

and let G, be the subgroup of matrices of the form

1 00 *
1 0

. 0

.0

0 1

Then GG, >G> >G,-y ={I}and (G, G,) c G, .

Theorem 11.4 Let G be a Lie group. Then the following are equivalent.

(a) As an abstract group G is nilpotent.

(b) There exists a series G = Gy &G, > =G, = {e} where each G, is
a closed normal Lie subgroup of G and (G, G,) = G4, .

(¢) IfC°G = Gand C"*'G = (G, C"G), then there exists a positive integer
psuch that G =>C'G >+ =CPG = {e}.

Proor Showing (¢) if and only if (b) is similar to Theorem [1.2; (b)
implies (a) is also clear. Next assume (a). Then there is a series of normal
subgroups G &G, == =G, = {e} with (G, G,) = G,4,. Consequently we
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obtain G, = {e}, using G as Hausdorff, and G =G, > =G, = {¢} with
(G, G,) = G,+, which proves (b).

Definition 11.5 A Lie group G is a nilpotent Lie group if it is nilpotent as
an abstract group.

Exercises (1) Let G be a Lie group. Show that C*G = {e} if and only if
C?G ={e} if and only if C,G = G.

(2) Show that if G is a nilpotent Lie group and H is a closed normal
subgroup of G, then G/H is a nilpotent Lie group.

(3) Let G be a Lie group and H a nilpotent subgroup. Then show its
closure H is nilpotent.

2. Nilpotent Lie Algebras

Let G be a Lie group with Lie algebra g. We shall now define the notion
of a nilpotent Lie algebra so that if G is connected, then G is a nilpotent Lie
group if and only if g is a nilpotent Lie algebra.

Definition 11.6 (a) Let g be a Lie algebra over a field Kand let C’%g =g
and C"*'g = [g C"g]. Thus we see that

C'g=1g9),...,Ctq=(ad g)"(g), ...

areideals of gand we obtain the descending central seriesg = C°%g =>Clg >---.

(b) Set Cog={0} and C,. g =7"'(Z(g/C,g)), where by induction
C,g<1gand n:g—g/C,g is the Lie algebra homomorphism and Z(g/C,g)
is the center of the Lie algebra g/C,g. Thus we see that C, g = {0}, C,g = Z(g),
etc. are ideals of g and we obtain the ascending central series
{0} =Cog= Cig=---.

Theorem 11.7 Let g be a Lie algebra over K. Then the following are
equivalent,

(a) There exists a sequence g =g g, &' * =g, = {0} where all the
g, are ideals of g such that [gg,] = g4y .

(b) There (exists a positive integer p such that g=
C% >Clg>-- >CPg ={0}.

(¢) There exists a positive integer ¢ such that {0}=
CogCiga = Cg=g.
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(d) There exists a positive integer r such that for all X, ..., X,eg we
have ad X;0ad X;¢---0ad X, =0.

Proor The equivalence of (a)-(c) are similar to Theorem 11.2. To see
(b) if and only if (d) just use the fact that C*g is generated by the elements
(ad X;cad X,0---0ad X,)Yforany X,, ..., X, Y eg; see Definition 11.6.

Definition 11.8 A Lie algebra g is called nilpotent if it satisfies any one of
the conditions of Theorem 11.7.

ReMARKS (1) Subalgebras, quotient algebras, and finite direct sums of
nilpotent Lie algebras are again nilpotent.

(2) A nilpotent Lie algebra is solvable, for by induction we obtain
Cng - g(u+l).

Exercises (1) What can be said about the following: Let g be a Lie
algebra with 4 an ideal of g so that g/h is nilpotent and /4 is nilpotent. Then g
is nilpotent?

(2) Letgdenote the set of m x m matrices with elements in X of the form

au *

az;

0 Qpim
where a;; = a,, =*** = 4a,,,. Then g is a nilpotent Lie algebra, for let g, be
the subalgebra of matrices of the form

0 *
0
0 0
and let g, be the subalgebra of matrices of the form
00 *
0 .
, etc.
. 0
0 0

Show that g =g, g, >+ g, = {0} and [gg,] S gn+:-
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Proposition 11.9 Let g be a Lie algebra over K. Then g is solvable if and
only if [gg] is nilpotent.

Proor Suppose [gg] is nilpotent. Then [gg] is solvable. Also since g/[gg]
is a commutative Lie algebra, it is solvable. Thus by Corollary 10.8, g is
solvable.

Conversely, first let P be the algebraic closure of K and let g be a solvable
Lie algebra over P contained in gl(V, P), where V'is a finite-dimensional vector
space over P. Then by the results following Lie’s theorem (Proposition 10.23)
there is a basis of ¥ so that the matrices of g have triangular form

al’ *
az;

0

amm
and consequently the matrices for elements in [gg] have the form

0 *
0

0 " o).
Thus by exercise (2), [gg] is a nilpotent Lie algebra.
Next if g is an arbitrary solvable Lie algebra over P, then ad(g) is solvable
and therefore [ad(g), ad(g)] = ad([gg]) is nilpotent. However, since ad : g —»
ad(g) is a Lie algebra homomorphism with ker(ad) = Z(g) we see that

g = 9/Z(g) = ad(g). Therefore g‘ = [gg) = ad([gg]) is nilpotent. Con-
sequently, there exists a positive integer p such that

0) = cr1g® = Crig@)z(g).

Thus C?*1g» = Z(g) so that CP*2¢'® = {0}; that is, g = [gg] is nilpotent.

Finally, if g is a Lie algebra over K, we let h = P ®, g be the tensor pro-
duct of the algebras P and g over K as in Section 9.1. Then 4 is a Lie algebra
over P and a straightforward computation shows that if g is solvable, then
h is solvable. Thus since [gg] = [hh] we use the results of the preceding para-
graph to conclude [gg] is nilpotent.

Exercise (3) If g is a nilpotent Lie algebra over R, then show that its
complexification g is also nilpotent.
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Theorem 11.10 (Engel’s theorem) Let J be a nonzero finite-dimen-
sional vector space over the field K'and let g be a Lie subalgebra of g/(V) which
consists of nilpotent linear transformations (that is, 4" = 0 for some n). Then
there exists a nonzero vector X € V such that for all 4 € g, we have AX = 0.

Proor First we shall show that 4 € g being a nilpotent linear transforma-
tion implies ad, 4 is a nilpotent linear transformation acting on g. Thus since
gli(V) = End(V) as sets, we can define the endomorphisms

R(A):gl(V) s glV): Z—ZA and  L(A):gkV)—gkV): Z — AZ

and see (ad AYZ) = AZ - ZA = (L(A) — R(A))(Z) in gl(V). Also noting that
L(A)R(A) = R(A)L(A) we have by the binomial theorem for any integer
k=0,

(ad A)*Z = [L(A) — R(4)])*Z

= éjo (—l)"(llf)A""'ZA".

However, since A € g is nilpotent, all the factors 4*~ or 4’ are 0 for suitably
large k or i. Thus ad, 4 is nilpotent.

Next we shall use induction on m = dim g to prove the result. Form =1
we have g = K4 where A4 is a nonzero nilpotent linear transformation. Thus
since there exists X € V with AX =0, the same result holds for every B =
bA € g. Now assume as an induction hypothesis that the result holds for Lie
algebras of dimension less than m and let & be a proper subalgebra of g of
maximum dimension. Then by the results of the above paragraph, ad, 4 is
a nilpotent endomorphism on g for all 4 € 4. Thus since ad 4 : A — h we see
ad A induces a nilpotent endomorphism A4 on the vector space § = g/h.
Furthermore the set & = {4 : 4 € h} is a subalgebra of g/(§) which consists of
nilpotent endomorphisms and dim 4 < m.

By the induction hypothesis with I = g we can conclude that there exists
B # 0 in g such that for all 4 € & we have AB = 0; that is, there exists Be g
with B ¢ hand [, B] < h. Thus the subspace # + KB of g is a subalgebra which
contains h. However, by the maximal choice of & we have 4 + KB =g.

Finally let W ={Z e V: AZ =0 for all A € h}. Then by the above induc-
tion hypothesis W s {0}. Furthermore for 4 € h and B € g as above we have,
since [4, B] € h, that for any Ze W,

A(BZ) = (AB)Z = [A, B)Z + (BA)Z = 0.

Thus by the definition of W we obtain BW < W. However, since Beg is
nilpotent on ¥ we have B is nilpotent on W. Consequently there exists
0 # Xe W with BX =0 and since g = & + KB we see this X has the desired

property.
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Corollary 11.11 Let V be a finite-dimensional vector space over K and
let g = gli(V) be a Lie algebra of nilpotent endomorphisms of V.

(a) There exists a basis of ¥ such that the matrices of the endomorphisms
in g relative to this basis have the form

0 *
0

0 "o
(b) g is a nilpotent Lie algebra of endomorphisms.
(c) The associative algebra g* generated by the endomorphisms of g is

a nilpotent associative algebra; that is, there exists a positive integer r such
that for any endomorphisms 4, ..., 4, € g* we have 4,4, -+ 4, =0,

ProOF (a) Let X, € V be such that AX, =0 for all A eg. If the sub-
space V; = KX, # V, then each 4 € g induces a nilpotent endomorphism A4
on the nonzero vector space V= V/¥,. Thus we can find X, = X, + V; #0
in Vsuch that AX, = 0 for all 4 € g; that is, there exists X, € Vand X, ¢ V,
with

AX, = ay(A)X, + 0X,

for all 4 € g. Continuing by induction we obtain a basis X;, ..., X,, of Vsuch
that for all 4 e g,

AX,=0 and AX,=0 mod(X,,..., X,_,)

where (X;, ..., X,_,) denotes the subspace spanned by these vectors. Thus
the matrix for 4 has 0’s on and below the diagonal.

Part (b) follows from (a) and exercise (2), while (c) follows from (a) and
matrix multiplication.

Corollary 11.12 Let g be an abstract Lie algebra over K. Then g is a
nilpotent Lie algebra if and only if for all X € g we have ad, X is a nilpotent
endomorphism on g.

Proor If g is nilpotent, then from Theorem 11.7(d) we have ad X is nil-
potent. Conversely, if each ad X is nilpotent, then by Corollary 11.11, (ad g)*
is a nilpotent associative algebra. Thus there exists a positive integer p with
{0} = (ad g)’g = CPg; that is, g is nilpotent.

Theorem 11.13 Let G be a connected real Lie group with Lie algebra g.
Then G is a nilpotent Lie group if and only if g is a nilpotent Lie algebra.
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Proor First assume that G is  nilpotent and let G=
Gy =>G, >-->G, = {e} be a series of closed normal subgroups of G such
that (G, G,) = G,,,. Consequently we have the corresponding series g =
go g, =>--->g,={0} of ideals of g. Next (G, G,) < G,,, implies
[99:] = gi+1, for let Xeg, Yeg,. Then for t near 0 e R we have from
Theorem 5.16(c) that

(exp tX, exp tY) = exp(t*[XY] + o(t*))

is in Gy, ,. However, from the characterization of the Lie algebra of G, in
Theorem 6.9, this implies t2[XY] + o(t®) € g+, which yields [XY] e gy+s;
that is, [gg:] < gi+1 -

We now sketch the main parts of the proof of the converse and leave the
details as exercises. First, since g is a nilpotent Lie algebra, we see that ad g is
a nilpotent Lie algebra of endomorphisms (with index of nilpotency N).
Thus for any Zeg, ad Z is mlpotent Consequently in the expansion of
Theorem 5.18

exp X-exp Y=exp F(X, Y)
for X, Y in g near the origin 0 € g, we have that the Campbell-Hausdorff
formula
FX,Y)=X+ Y+ 3[XY]+--
is of finite length since (ad X)¥ = (ad Y)" = 0.
Secondly, from the chain of ideals
g9y =g, > =g, = {0}
where [gg.] = gx+ ., we obtain for the connected subgroup G, generated by
exp g, the chain
GG, =G, =G, ={e}.
Finally, for X € g, Y € g, near enough the origin 0, we have for x = exp X,
y=exp VY
xyx " 'y™! =exp([XY] + ) = exp P(X, Y)
where P(X, Y) is a finite sum of commutators, using the first part of the proof.
Now each commutator term in P(X, Y) contains Y eg,. However, g, is an
ideal of g so that [gg,] = gi+; and therefore P(X,Y)eg,4y. Thus

xyx~ 1yl eexp gis1 © Gi4+y and by induction on the length of products of
elements G and G, we obtain (G, Gy) < Gy 4y -

Exercise (4) Show that each commutator term in P(X, Y) contains
Y e g,. Also complete the induction.
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(5) Let g be a finite-dimensional Lie algebra over K.

(i) 1f A, and h, are ideals of g which are nilpotent Lie subalgebras, show
that A, + h, is a nilpotent ideal of g.

(ii) Show that a maximal nilpotent ideal n of g exists; n is called the
nilpotent radical of g. See the work of Bourbaki [1960] and Jacobson [1962]
for more results of this nature.

3. Nilpotent Lie Algebras of Endomorphisms

We shall now generalize the process of finding the Jordan canonical form
matrix of an endomorphism to the process of decomposing a vector space
into weight spaces relative to a nilpotent Lie algebra of endomorphisms; that
is, finding simultaneously “Jordan forms” for a nilpotent Lie algebra of
endomorphisms. Recall from Section 9.2 that a Lie algebra over K is split if
all the characteristic roots of ad X are in K for all Xeg.

Theorem 11.14 Let ¥ be a finite-dimensional vector space over K, and
let g be a split nilpotent Lie subalgebra of gi(V).

(a) There exists a direct sum decomposition

V= V(¢l) + 0+ V(¢m)s

where V(¢,) ={XeV:for all Teg, (T— ¢(T)I)?X =0} are g-invariant
weight spaces forgfork=1,...,m.

(b) There exists a basis of ¥ so that the matrices of the endomorphisms
in g relative to this basis all have the block form

[ ¢i(T) ' * -|

0

¢:(T)
AT *

L 0 (] |

(¢) The functions ¢, : g — K are linear; that is, ¢, € g*. Furthermore

([, gD = {0}
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ProorF We break the proof into several parts. First we have the following
formula for an associative algebra 4. Let s, t€ 4, and let s =5, s =
ts — st = (ad t)s, and s = (ad 1)*s. Then we obtain by induction for k = 1,
2,...

ko (k\ .
ko — (i)k—1
ts z (l)S t

i=0

=st* + (];)s“’t"_‘ + 4 5®, (*)

Next we have the following result.

Lemma 11.15 Let V be a finite-dimensional vector space over K, and let
g be a split nilpotent Lie subalgebra of g/(V). Let Teg, A€ K and let

V(A)={XeV:(T- AI)"X =0 for some n}

be a weight space for T. Then V(2) is a g-invariant subspace of V.

ProorF We noted in Section 10.3 that V(1) is a subspace. Since g is a
nilpotent Lie algebra, the Lie algebra # = g + K/ is also nilpotent where 7 is
the identity endomorphism. Therefore, by Corollary 11.12, [ad(T — AD]¥ = 0
for some fixed N. Now for S e g < End(V) let SV = [ad(T — AD)]S, $® =
[ad(T — AI)]*S, etc. Then for X € V() with (T — AI)™X = 0, we see by choos-
ing k = N + m and using () that

k

(T AKSX) = ¥ (’l‘) SO(T— A iX =0
=0

noting S®™ = [ad(T— AI)]"S =0. Thus by definition of V(1) we see

SX e V(A); that is, V(4) is g-invariant,

ProoF oF THEOREM 11.14 (continued) To prove part (a), we use in-
duction on the dimension m of V. If m = 1, then every T € g has a characteris-
tic root so that TX = A(T)X for V' = KX. This yields the result in this case.
For m > 1 we let Teg, and by Proposition 10.16 we have the direct sum
V= V() + -+ V(4,) where the V(1,) are weight spaces for T. By Lemma
11.15 the V(4,) are g-invariant, and consequently g restricts to a nilpotent
Lie algebra of endomorphisms on each ¥(4;). Thus we conclude the proof by
induction, because we can assume T has at least two distinct characteristic
roots (why ?) so that the dimension of V(4)) is less than the dimension of V.
Now since V is finite dimensional, we see that there are only finitely many
distinct weights ¢; of g.

To construct the basis of ¥ which gives the matrix in (b), it suffices to find
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a basis for each V(¢,) which gives the corresponding block matrix. Thus let
V(¢) be a typical weight space as in (a). Then there is a nonzero X € V(¢)
such that TX = ¢(T)X. To see this, we use Lie’s theorem (Theorem 10.23)
replacing algebraic closure by “ split > as follows. Since g is nilpotent on V(¢),
it is solvable on V(¢). Thus there is a nonzero X € ¥V(¢) and a characteristic
function F so that for all Te g, TX = F(T)X. Therefore

[F(T) - ¢(D]X = [T - $(TI]X,
and by induction
[A(T)— $(T)}X = [T— §TIX=0

for k large enough, remembering X € V(¢). Thus F(T) = ¢(T); that is, ¢(T)
is the only characteristic root.

Thus, for X, = X as above, the one-dimensional subspace W = KX is
g-invariant, Set V= V(¢)/W. Then g induces a nilpotent Lie algebra of

endomorphisms § by TX = T'X. From this the characteristic roots of T are
¢(T), and Vis a weight space of dimension less than the dimension of V. By
induction we can find a basis X,, ..., X,, of Vso that

X 2= ¢(T)X 2

TX; = a,3(T)X, + $(T)X,

. m—1
X, = ,;z am(TX; + ¢(T)X,,.

Thus for X; = X; + W and W = KX,, we can find a basis X, ..., X,, of
V(¢) so that

TX, = ¢(T)X1
TX, = a;,(T) X, + ¢(T)X,

m-1

TXp= 3 Gu(TX; + §(T)X,,.

j=1

Thus we have the desired basis for V(¢).

For part (c), we show a weight ¢ is a linear functional as follows. As in
(b),1et0 # X e V(¢) besuch that forall Teg, TX = ¢(T)X. Thenfor S, Teg
we have S + Te g and

¢S+MNX=E+NX=SX+TX =[¢(S) + ¢(T]X

so that ¢(S + T) = ¢(S) + ¢(T). Similarly ¢(aS) = a¢(S) for a € X, and also
(S, THX = [S, TIX = (ST)X — (TS)X = ¢(S)Y(T)X — H(T)P(S)X = 0.
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Thus since the elements of [g, g] are of the form Y [S, T}, this implies
#([g, 9D =0.

Exercises (1) State results analogous to those in Theorem 11.14 for
nilpotent Lie groups. [Recall if f: G —» R* is an analytic character (Proposi-
tion 10.17), then Tf{e) : g —» R is an algebra homomorphism.]

(2) (i) Let 2 be a nilpotent Lie algebra of derivations of a non-
associative algebra A over an algebraically closed field. Decompose
A = A(¢,) + - -+ + A(¢y) into weight spaces relative to 9. Show A(¢)A(¢;) =
{0} if ¢; + ¢, is not a weight, and A(¢)A(¢) = A(d; + ¢)) if ¢; + ¢; is a
weight.

(ii) Let g be a Lie algebra over an algebraically closed field and let A4
be a nilpotent subalgebra of g. Then what can be said about a weight space
decomposition of g relative to ad h?

(iii) Let g be a Lie algebra over an algebraically closed field, and let D
be a nonsingular derivation of g. Show that g is a nilpotent Lie algebra.



CHAPTER 12

SEMISIMPLE LIE GROUPS
AND ALGEBRAS

We have previously defined a Lie group G to be semisimple in case its Lie
algebra g is semisimple. Consequently in this chapter we discuss generalities
on semisimple Lie algebras over a field K of characteristic 0 and in the re-
maining chapters investigate them in more detail. First we consider a non-
associative algebra A4 with a certain invariant bilinear form f: 4 x 4+ K
and show that if this form is nondegenerate, then 4 is a direct sum of
ideals which are simple algebras. We apply this to the case where A is associ-
ative and the form f(X, Y) = trace L(X)L(Y) and discuss the semisimplicity
of A.

With the associative algebra as a model, we prove results due to Cartan
which lead to the fact that a Lie algebra g over K is semisimple if and only if
the form f(X, Y) = trace ad X ad Y is nondegenerate. As immediate corol-
laries we prove that a nonzero ideal of a semisimple Lie algebra is also semi-
simple and that a derivation of a semisimple Lie algebra is inner. We eventu-
ally use this to show that for a large class of * semisimple’’ nonassociative
algebras every derivation is inner.

Next we come to the very important result that a Lie algebra g is semi-
simple if and only if every g-module is completely reducible. Using this we
show that if a Lie algebra g of endomorphisms acts in a completely reducible
manner on a vector space V, then g = ¢ @ g, where ¢ is the center of g and
g’ =[g, g] is semisimple or {0}. As applications of these results we discuss the
nilpotent radical of a Lie algebra and the tensor product of completely
reducible g-modules.

228
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1. Invariant Bilinear Forms

We shall show in this section how certain bilinear forms can be used to
decompose nonassociative algebras into a direct sum of ideals which are
simple algebras. In particular, this will yield for Lie and associative algebras
that they are semisimple; that is, the algebras contain no proper solvable
ideals.

Definitions 12,1 (a) Let g be a Lie algebra over the field X of character-
istic 0 and let p : g — gl(V) be a finite-dimensional representation of g where
V is a finite-dimensional vector space over K. Then the map

t:gxg—K:(X,Y) - trace p(X) o p(Y)

is a symmetric bilinear form on g called the trace form for g relative to p.
In particular, for V' =g and p = ad the corresponding trace form is called
the Killing form and we shall frequently denote this form by Kill(X, Y).

(b) Let f be a bilinear form on the vector space V, let G = GL(V) be a
Lie group, and let g = gl(V) be a Lie algebra. Then f is called G-invariant
ifforall X, Y e Vand 4 € G we have

f(4X, AY) = f(X, Y).
Similarly f is g-invariant if for all X, Y € ¥ and D € g we have
f(DX,Y)+ f(X, DY) =0.

Note Corollary 12.6 for the relationship between the G-invariance and
the g-invariance of f when g is the Lie algebra of G.

Proposition 12.2 Let g be a Lie algebra and let p be a finite-dimensional
representation of g in V. Then the trace form (X, Y) = trace p(X)p(Y) is
ad(g)-invariant.

Proor First recall for endomorphisms S and T that trace ST = trace TS.
Solet X, Y, Z e g, then for D = ad(X) we have
(DY, Z) = «([XY), Z)
= trace p([XY])p(Z)
= trace [p(X), p(Y)]p(Z)
= trace p(X)p(Y)p(Z) — trace p(Y)p(X)p(Z)
= trace p(Y)p(Z)p(X) — trace p(Y)p(X)p(Z)
= trace p(Y)p([ZX]) = —1(Y, DZ).
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Corollary 12,3 (a) The Killing form of g is ad(g)-invariant; that is, for
X, Y,Z eg we have

Kill([X Y], Z) = Kill(X, [YZ]).

(b) The Killing form of g is Der(g)-invariant, where Der(g) is the deri-
vation algebra of g.

ProoF To see (b) note that if D is a derivation of g, then ad(DX) =
[D, ad X]. Thus as in the calculations in Proposition 12.2 we have

Kill(DX, Y) = trace ad(DX) ad(Y)
=trace(D-adX —ad X - D)ad Y
=traccad Xad YD - DadY)
= —trace ad X ad DY = —Kill(X, DY).

Definition 12.4 Let A be a nonassociative algebra over a field XK.
A symmetric bilinear form f : 4 x A — K is called invariant or associative
if for all X, Y,Z € A we have

SXY, Z)= (X, YZ).

Proposition 12.5 Let V be a finite-dimensional vector space over R and
let A € End(V) and let f be a bilinear form on V. Then the following are
equivalent.

(a) Forall X, Y e V we have f(4X, Y) + f(X, AY) =0.
(b) For all X,YeV and teR we have f((exp t4)X, (expt4)Y) =
X, Y).

Proor If we assume (b), then we obtain (a) by using the product rule for
differentiation as in Section 1.2. Conversely, assuming (a), we obtain (b) by
showing ¢(f) = f((exp tA)X,(exp tA)Y) and y() = f(X,Y) are both
solutions to the differential equation dz/dt = 0 with z(0) = f(X, Y). Clearly
Y(t) is a solution. Next using the product rule we obtain

¢'(t) = f((4 exp tA)X,(exp tA)Y) + f((exp tA)X,(4 exp tA)Y) =0,

where we use (a) replacing X [respectively Y] by (exp t4)X [respectively -
(exp tA)Y] to obtain the last equality. Thus by uniqueness of solutions
@) =y(@).

Corollary 12.6 Let G = GL(V) be a connected Lie group of automor-
phisms of ¥ over R and let G have Lie algebra g < gl(V). Let f be a bilinear
form on V. Then fis G-invariant if and only if f is g-invariant.
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Exercises (1) Let g be a Lie algebra over R and let f be a bilinear form
defined on g. Show f is invariant under the identity component of Aut(g)
if and only if f'is invariant under Der(g).

(2) The Killing form of a Lie algebra g over K is Aut(g)-invariant.
[Note for f € Aut(g) that f o ad X o £~ =ad(fX).]

Definition 12.7 Let W be a subspace of V and let f be a symmetric or
skew-symmetric bilinear form on V. Then
Wt={XeV:forallYeW, f(X, Y)=0}

is the orthogonal complement of W relative to f. Then f is nondegenerate if
vt ={0}.

From results in algebra [Jacobson, 1953, Vol. 1I; Lang, 1965] we have the
following:

Proposition 12.8 Let f be a nondegenerate symmetric bilinear form on
V and let W be a subspace of V such that W n W' = {0}; that is, W is
nonisotropic. Then V = W + W* as a subspace direct sum. -

Lemma 129 Let 4 be a finite-dimensional nonassociative algebra
over K with a symmetric nondegenerate invariant form f : 4 x A - K and
let B be an ideal in 4. Then:

(a) B! (relative to f) is an ideal in A.
(b) B~ B*is an ideal with (B n B*)? = {0}.
ProoF For any X €4, Ye B, and Z € B* we use AB < B to obtain
fZX,Y)= f(Z,XY) € f(B*, B)={0}
so that B*4 < B*. Similarly
f(XZ,Y)= f(Y, XZ) = f(YX, Z) € f(B, B*) = {0}

so that AB* = B*, which yields B' is an ideal of 4.
To show (b) we use B n B* is in both B and B* to obtain

f((B ~ BY?, A) = f(B n B, (B n BYA).

However, B~ B* < B*and (B n B')A = BA < Bso that using f(B*, B) = {0}
we obtain

f(B A B, (B A BY)4) = {0}.
Thus (B n BY)? = 4* = {0} using f is nondegenerate.
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Following Jacobson’s proof [1962] we now prove a structure theorem,
due to Dieudonné, for algebras with a nondegenerate invariant form. Recall
that a nonassociative algebra is simple if 42 # {0} and 4 has no proper ideals.

Theorem 12.10 Let A be a finite-dimensional nonassociative algebra over
K with a symmetric nondegenerate invariant form f. Furthermore assume A
has no ideals B with B? = {0}, Then 4 is a direct sum of ideals which are
simple subalgebras.

Proor Since A is finite dimensional we let B be a nonzero minimal ideal
of A. Then B n B* is an ideal of 4 such that (B n B')? = {0}, using Lemma
12.9. Thus, using the hypothesis, we have B n B* = {0} so that by Proposition
12.8 we have 4 = B @ B* (direct sum of ideals of 4) with B* an ideal of 4 and
furthermore BB = B n B' = {0}. From this B is a simple algebra for if C is a
proper ideal of B, then since CB* = B C = {0} we see C is an ideal of 4.
This contradicts the minimal choice of B.

Next we see that the restriction f of f to B! x B! defines an invariant
form on B* which is also nondegenerate, for if f(B*, X) =0 with X € B*,
then since 4 = B @ B* we have f(4, X) = {0} so that X = 0. Thus B* satisfies
the same hypothesis as 4 and by induction on the dimension we can conclude
Bt =A,® @ 4,,, where the A4, are ideals of B' (and therefore of 4)
which are simple subalgebras. Therefore with 4, = B we have the desired
results A=A, A, D - DA,

We also have the following uniqueness for the above decomposition.

Proposition 12.11 Let A be a finite-dimensional nonassociative algebra
such that

A=4,®  @A4,=B, D DB,

where the 4; and B; are ideals of 4 which are simple subalgebras. Then
m = n and for each 4, there is a B;;, with 4, = By,,.

ProoF Foreachj=1,...,nconsider theideal 4, N B;. If 4, n B; = {0}
foreach j=1, ..., n, then we have
A;B;jc A, n B; = {0}

using both 4, and B; as ideals of 4. Thus since 4 = B; @ - - @ B, we obtain
A, A = {0} so that 4,% = {0} which contradicts the simplicity of 4, . Thus for
some j = j(1) we have the ideal 4; N B, # {0} so that

Ay = A, N By, = By,
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using the simplicity of the ideals 4; and B;,,. Similarly there exists j(2) with
A; = B, so that 4, @ 4, = B;;, ® B(;,. Thus we can conclude the proof
using induction by noting every B; is equal to some 4, ;,.

Exercise (3) Let g be a finite-dimensional Lie algebra over K with
9=9.®9,®D Dy, where the g; are ideals of g which are simple sub-
algebras. Show g = [gg] and for every ideal p of g there exists a unique ideal ¢
of g so that g = p @ ¢ and p n g = {0}. Is a similar result valid for a general
nonassociative algebra over K?

Example (1) Let A be a finite-dimensional associative algebra and
L(X): A— A:Y > XY be the left multiplication by X. Let

(X, Y) = trace L(X)L(Y).
Then using L(XY)Z = (XY)Z = X(YZ) = L(X)L(Y)Z we see
f(X, Y) =trace L(XY).

Using A is associative, this shows f'is an invariant form on 4.

Next if f is nondegenerate, we shall show there are no ideals B of 4 with
B? = {0}; for suppose B is such an ideal and extend a basis of B to a basisof 4
as follows: {X,,..., X,, X,,,,..., X,,} is a basisof Awhere X, ..., X, € B.
Then for Z € Band X € 4, L(Z) and L(X) have the following block matrices,

respectively,
0 Z,, X X2
[0 0 ] and [0 X,,

which uses B as an ideal and ZB = {0}. Thus we obtain

_ 0 Z,|IX X _
f(Z,X)—trace[0 0 ][O X, =0,

and since we are assuming f is nondegenerate we have Z = 0; that is, B = {0}.
This proves the following result.

Proposition 12.12 Let 4 be a finite-dimensional associative algebra
over K and let f(X, Y) = tr L(X)L(Y) be nondegenerate. Then 4 = 4, @ ---
@ A, where each A, is an ideal of 4 which is a simple subalgebra.

From Chapter 9 recall that a simple associative algebra is isomorphic to a
complete matrix algebra over some division ring. We now sketch some rel-
ationships between the radical of a finite-dimensional associative algebra A4
and f(X, Y) = tr L(X)L(Y). First, the radical N of A4 is usually characterized
as the maximal nilpotent ideal of 4. However, using associativity we see N is
also the maximal solvable ideal of A.
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Lemma 12.13 Let 4 e End(V), where V is an m-dimensional vector
space over a field K of characteristic 0. Then A is nilpotent if and only if
trace A*=0fork=1,2,...,m.

PrROOF From results on the characteristic polynomial det(4 — xI)
we have that trace 4 = Y, 1, where 1, are the characteristic roots of A. Since
the characteristic roots of 4* are (4,)* we also have trace A* = Y, (4,)*. First,
if A is nilpotent, then extend A to an endomorphism of V=P ® V where P
is the algebraic closure of K. Thus since 4 is nilpotent on V, it is nilpotent on
V so all the characteristic roots are 0 and therefore trace A* =0 fork = 1, 2,
el m.

For the converse we use the fact that

F(x) =det(x] — A) = x" - p;x" "' + - + (= 1)"p,,

where
P = Z Ay
P2 = Z Ailj
i>f
pn= }&1}.2--.)1”‘

are the elementary symmetric polynomials in the characteristic roots 4, € P;
that is, writing F(x) =(x — 1;) *** (x — 4,) in P[x]). Next use the fact for
se=Y(A) fork =1,..., m that we have the following relation proved by
induction {Jacobson, 1953, Vol. I, p. 110].

0=5,— pSi—y + P2Sg-2 + -+ (=D 'pysy + (= Dip,.

Thus using the hypothesis that s, = trace A7=0 for g =1, ..., m we have
pr=0fork=1,..., mso that F(x) = x™. Thus 4™ =0.

Proposition 12.14 Let A be a finite-dimensional associative algebra over
a field K of characteristic 0, let N be the radical of 4, and let f(X, Y) =
trace L(X)L(Y). Then

N=A*={ZeAd:f(Z, X)=0forall X € 4}.

ProorF Let ZeN. Then for any YeAd we have L(Z)Y e N and
[L(Z)]**'Y e N*= N+ N, k-times. Thus since N is nilpotent, L(Z) is nil-
potent. However, for any X € 4 we have L(Z)L(X) = L(ZX) is nilpotent
since ZX € N. Therefore

f(Z, X)=trace L(ZX) =0
so that N c A%,
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Conversely, let Z € A* and let T = L(Z)* = L(Z?). Then
trace T = f(Z,Z) =0.
Next using associativity we have
T? = L(Z*)L(Z?) = L(Z*)L(2)
and by induction
T* = L(Z*~Y)L(Z).

Thus since Z € A we obtain trace T* =0 for k =1, 2, ... which implies T
is nilpotent. Thus L(Z) is nilpotent. Therefore if m = dim A4, then the ideal
A* is such that each Z € A* satisfies Z"*! = 0 and this implies A* is nilpotent
using the exercise below. Since the radical N is the maximal nilpotent ideal,
At cN.

Exercise (4) Let C be an ideal of the finite-dimensional associative
algebra A so that for each Z € C, there exists m with Z" =0. Then C is
nilpotent; that is, there exists N so that {0} = CY = C- - C, N-times.

Corollary 12.15 Let A be a finite-dimensional associative algebra over a
field K of characteristic 0. If 4 has no proper nilpotent ideals, then 4 = A4,
@ - @ A,, where each A, is an ideal which is a simple subalgebra.

Exercise (5) Let A be a finite-dimensional associative algebra over R.
Show A is semisimple over R if and only if C ®gz A4 is semisimple over C.
(Possibly compare the degeneracy of the trace form on 4 with that on
C ®grA.) This result extends to a field K of characteristic 0 and using the
results in Section 9.5 on complete reducibility show the following: V is a
completely reducible A4-module over K if and only if PQ4V is a completely
reducible P® yA-module where P is the algebraic closure of K.

2. Cartan’s Criteria

We now prove results for Lie algebras analogous to those on associative
algebras involving bilinear forms and semisimplicity.

Theorem 12.16 (Cartan’s criterion for solvability) Let ¥ be a finite-
dimensional vector space over a field K of characteristic 0 and let g be a Lie
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subalgebra of gl(V). Then g is solvable if and only if trace(XY) =0 for all
X €g and Y €[gg].

Recall from Section 10.2 that a Lie algebra is semisimple if it has no
proper solvable ideals.

Theorem 12.17 (Cartan’s criterion for semisimplicity) Let g be a
finite-dimensional Lie algebra over a field of characteristic 0. Then g is semi-
simple if and only if its Killing form Kill(X, Y) = trace ad X ad Y is non-
degenerate.

For the proof of Cartan’s criterion for solvability we use the methods of
Bourbaki [1960], Serre [1965], and Tits [1965]. These differ from the methods
of Hausner and Schwartz [1968] and Jacobson [1962] since the latter introduce
the Cartan subalgebra first to obtain Theorem 12.16. However, in both cases
a careful examination of certain rational-valued linear functionals is necessary.
We shall need the following facts on linear algebra [Jacobson, 1953, Vol. II;
Lang, 1965].

Definition 12.18 Let V be a finite-dimensional vector space over a field K
of characteristic 0. Then A4 € End(V) is called a semisimple endomorphism if
the associative algebra K[A] generated by A4 is a semisimple algebra; note
1= A° € K[A4).

Remarks (1) We have A4 € End(V) is semisimple if and only if its
minimum polynomial u(x) € K[x] is a product of distinct prime polynomials.
For suppose A is semisimple and its minimum polynomial u(x) = p,(x)**’---
2., where some k(i) > 1. Then the element Z = p,(A) -+ p,(4) is nilpotent
since Z9 = p,(4)?---p,(4)* =0 for large enough g. Since K[A] consists of
polynomials in 4 and is commutative, we see that K[A4] - Z is a nilpotent ideal
in K[A]. This contradicts the semisimplicity of K[A4]. Conversely, suppose the
pi(x) are distinct and each k(i) = 1. Assume K[A] is not semisimple so that
some Z = f(A) is nilpotent. Then 0 = Z*¥ = f(A)* implies that the polynomial
f(x)* is divisible by u(x). Thus since all the k(i) = 1, f(x) is divisible by u(x);
that is, f(x) = g(x)u(x) so that Z = f(A4) = g(A)u(4) = 0.

(2) Using the result that an associative algebra B with B? #{0} is
semisimple if and only if every B-module is completely reducible (Section 9.5)
we see that the endomorphism A is semisimple if and only if for any K[A)-
invariant subspace W of V, there exists a K[4]-invariant subspace W’ so that
V=W+W with Wn W ={0}.

(3) If K is algebraically closed, we can compute characteristic roots and
vectors to obtain A4 as a semisimple endomorphism if there exists a basis
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Xy, ..., X, of Vsothat AX, = 1, X, for some 4; € K; that is, 4 is diagonal-
izable. [This uses remark (1).]

Using Jordan canonical forms we have the following result:

Proposition 12.19 Let V be a finite-dimensional vector space over the
algebraically closed field K of characteristic 0 and let 4 € End(V). Then
there exists a semisimple S € End(V) and a nilpotent N € End(V) such that

A=S+N and SN = NS.

Furthermore, S and N are uniquely determined by these conditions. There
exist polynomials s(x), n(x) € K[x] without constant terms such that S = s(4)
and N = n(A4). Then S (respectively N) is called the semisimple (respectively
nilpotent) component of A.

PrROOF Let F(x) = det(x] — A) = (x — 1,)***-(x — A)* be the factor-
ization of the characteristic polynomial where the 4,, ..., 4, are distinct. Then
following the proof of Jacobson {1953, Vol. 11, p. 130] the

wi(x) = F(O)/(x — A)*

fori=1, ..., r are relative prime. Thus there exist ¢,(x) € K[x] with

2 $iux) = 1.
Substituting A4 into this expression we obtain

z (D (A) =1
which gives the direct sum decomposition

V = V1 R Vr i
where the V; are the A-invariant subspaces

V; = $Ap AV
={XeV:(4d-XD¥X =0}.
Thus define S by SX; =4;X; for X;eV; and set N=A4 — S. Then § is
semisimple and N is nilpotent and furthermore, by construction, [4, S] =0
so that NS = SN.
A straightforward computation shows that for the polynomial s(x) =

Y 2, ¢i(x)uix) we have S = s(A) and for n(x) = x — s(x) we have N = n(4).
We can furthermore assume s(0) = 0 as follows. If A is invertible, then the

characteristic polynomial F(x) has a constant term so that I is a polynomial in
A without constant term. Thus if / appears in the expression S = s(A4), make
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the above substitution to obtain another polynomial expression for S in
terms of A4 without constant terms. In this case we also see #(0) = 0. If 4 is not
invertible, then ker A s {0} is invariant under N and N|ker(4) is also nil-
potent. Thus there is a nonzero X e ker(4) such that NX = 0. Thus since
N =n(4) and AX =0, we see that the constant term of n(x) is 0. Thus
n(0) = 0 so that s(0) = 0 from the construction n(x) = x — s(x).

Exercise (1) The representation 4 = S + N with SN = NS is unique;
that is, if A=S+ N=S"+ N, where S, S’ are semisimple and N, N’
nilpotent and [S, N]=[S’, N]=0,then S=S"and N=N".

Example (1) Let A egl(V), where V is finite-dimensional over an
algebraically closed field K, and let A =S + N be the decomposition into
semisimple and nilpotent components. Then ad S and ad N are the semi-
simple and nilpotent components of ad 4. Since [S, N]=0 we see 0 =
ad[S, N] = [ad S, ad N] so that we must show ad N is nilpotent and ad S
is semisimple.

First for any X e gl(V) we see

(ad N)X = NX — XN = (L(N) — RIN))X,

where L(N) and R(N) are left and right multiplications in End(V) and
[L(N), R(N)] = 0 using the associative law. Thus using the binomial expansion
we obtain as before

(ad N}*X = (L(N) — RIN)}X
- i(-l)‘ck,iN*-‘XNf.
i=0

Thus if N?=0, ad N is nilpotent. Next since S is semisimple, there exists a
basis X,...,X,, of V so that SX;=A;X; with 1, € K. For the basis
{E;;:i,j=1,..., m}of gl(V) defined by E;; X, = 8, X; we obtain the usual
matrices and consequently the matrix computations give

(ad S)E;; = (4, — ADE;;.
Thus ad S is diagonalizable on g/(V); that is, ad S is semisimple.
Lemma 12.20 Let ¥ be a finite-dimensional vector space over an alge-

braically closed field K of characteristic 0. Let 7 and W be subspaces of gi/(V')
with Wo T and let P={A egl(V):[4, W] T}. Let A € P be such that

trace AZ =0
for all Z € P. Then A is nilpotent.
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ProOF Let 4 =S + N be the decomposition of A4 into its semisimple
and nilpotent components and let X, ..., X,, be a basis of V' so that SX; =
A; X, with 4; € Kand N is given by a nilpotent matrix. Now let L be the vector
space spanned by the 4;’s over the rational field Q. Thus L = K and to show 4
is nilpotent we shall show L = {0} by proving f(L) = {0} for every Q-linear
functional f € L*.

Thus let X,, ..., X,, be the above basis of V and let U € End(V) be the
semisimple endomorphism defined by

UX, = f(lk)Xk,

where fis any given linear functional in L*. Let {E;; : i, j=1, ..., m} be the
basis of gl/(V) defined by the basis X, ..., X,, as in the preceding example.
Then from this example we can deduce

(ad S)"EU =(4; - lj)"E,-j for k=0,1,2,...
and
(ad U)Eij = (f(/l.') - f('lj))Eij = f(4; — Aj)Eij,

using U as semisimple and f as linear.

Next by the interpolation formula we can find a polynomial p(x) € K[x]
which goes through the finitely many points 0, f(4; — 4;). Thus p(x) has 0
constant term and p(4; — 4;) = f(4; — 4;). Using this and the above formula
for (ad SY}E;; = (4; — A)'E,; we see

(ad U)E;; = f(A; — L)E;
= p(4; - )‘j)Eij = p(ad S)Eij
so that ad U = p(ad S). From the example, ad S = s(ad A4), where s(x) is a
polynomial without constant term, and since (ad A)W < T we see (ad U)W =
[(p o s)ad A)]W < T. Thus by the definition of P, we have U € P.

Since U € P we have by hypothesis and the construction of U, S, and N
relative to the same basis X, ..., X,, of V, that

0 = trace AU = trace (S + N)U = trace SU =Y 4,f(%).

Therefore since f(4;) € Q and f is a Q-linear functional, we apply f to the
above equation to obtain
0=3 f(&)

which implies f(4;) = 0. Thus f(L) = {0} and since f is arbitrary in L* we
have L = {0}, so that A is nilpotent.

We now use this to prove Cartan’s criterion for solvability: If g is a sub-
algebra of gl(V) where V is finite-dimensional over a field K of characteristic 0,
then g is solvable if and only if trace XY =0 for all X eg and Y € [g, g].
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First assume the field X is algebraically closed and suppose trace XY =0
for all X eg and Y €[g, g]. Then we shall apply Lemma 12.20 with W =g
and T = [g, g] to obtain

[9.91cP={Zegl(V):Z, g] < [g, g1}
Thus for any X, Y eg and Z € P we have
trace [X, Y]Z = trace X[Y, Z] =0,

where we use trace X4 = 0 forall X € gand 4 € [g, g] for the second equality.
Thus by the linearity of “trace” on gl(V) we have trace AZ =0 for all
A e[g,9] and Z € P. Therefore by Lemma 12.20, every 4 € [g, ¢g] is a nilpotent
endomorphism. Thus by Corollary 11.12 to Engel’s theorem [g,g] is a
nilpotent Lie algebra. However since g/[g, g] is Abelian and [g, g] solvable,
we have by Corollary 10.8 that g is solvable.

Conversely, if g is solvable, then by Lie’s theorem (Proposition 10.23)
we can find a basis which simultaneously puts the matrices for [g, g] in
triangular form with 0’s on the diagonal. Thus for X eg and Y € [g, g},

an * 0 *
trace XY = trace . L =0
0 a, 110 0
which proves the result if K is algebraically closed.

Next if the field K is not algebraically closed, let P be its algebraic closure
and let § = P ®g g. If g is solvable, then from Section 10.2, § is solvable.
Thus trace XY= 0 for all X €§ and Ye [g, ] implies trace XY = 0 for all
X egand Y €[y, g].

Conversely, if trace XY=0 for all X eg and Y €[g, g], then for any
X=)w;X,ejand Y= u,[X,, X ] €[J.§], where w;,u,, € P and X,,...,
X,, is a basis of g, we obtain

trace X Y =3 w,u,, trace X ,[X,, X,]=0.

Thus g is solvable and since g = § we have that g is solvable,

Exercise (2) Using the fact that for 4, B € End(V),

2 trace AB = trace(AB + BA)
= trace(4 + B)? — trace 4% — trace B2
show the following result:

Corollary 12.21 If g is a Lie algebra over a field of characteristic 0, then
g is solvable if and only if trace(ad X)* = 0 for all X €[gg).
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We can now prove Cartan’s criterion for semisimplicity: If g is a Lie
algebra over a field of characteristic 0, then g is semisimple if and only if the
Killing form of g is nondegenerate.

First assume g is semisimple and let h = g* ={Z e g : Kill(X, Z) = 0 for
all Xeg}. Then h is an ideal of g. Furthermore we have for each Ze A
and Y € [gg] that

tracead Zad Y = Kill(Z, Y) =0.

Therefore by Cartan’s criterion for solvability we see ad 4 is a solvable sub-
algebra of gl(g). However, ad 4 is isomorphic to #/Z where Z = ker ad is
commutative. Thus since h/Z is solvable (since ad 4 is solvable) and Z is
solvable, £ is a solvable ideal. Therefore & < rad g = {0} which shows the
Killing form is nondegenerate.

Conversely, assume that the Killing form is nondegenerate. Then g has no
proper ideals 4 with [hh] = {0}; for assume /4 is such an ideal and extend a basis
of 4 to a basis of g. Thus as in example (1) in Section 12.1 for an associative
algebra, we have for Z € h and X € g that

_10 Zy, _ [ X Xia
ad Z —[O 0 ] and adX—[O X,

so that Kill(Z, X) = 0; that is, & = {0}. However, if r = rad g # 0, then in the
series r >r® >+ r® D 5™ = (0} we see "1 is a nonzero ideal of g
which satisfies [r"~"r"~ ] = 0 (This uses that if 4 and k are ideals of a Lie
algebra g, then the product [Ak] is an ideal of g). Thus this contradiction
shows r = {0}.

Corollary 12.22 Let g be a semisimple Lie algebra over a field K of
characteristic 0 and let p be a faithful (injective) representation of g in a
finite-dimensional vector space V over K. Then the bilinear form (X, Y) =
trace p(X)p(Y) is nondegenerate.

PrROOF Analogous to the preceding proof one sees that h={Zeg:
7(Z, Y) =0 for all Y eg} is an ideal of g such that p(h) is solvable in gi/(V).
However, since ker p = {0} we have 4 is solvable. Thus # = {0} so that 1 is
nondegenerate.

Corollary 12.23 Let g be a finite-dimensional Lie algebra over a field K
of characteristic 0. Then:

(a) g is semisimple if and only ifg =g, @ - @ g, where each g, is an
ideal of g which is a simple subalgebra;
(b) ¢ is semisimple if and only if g has no ideals & with {#h] = {0}.
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ProoF This follows from the fact that g is semisimple if and only if
Kill(X, Y) is nondegenerate, and Theorem 12,10 which then expresses g as a
direct sum of simple subalgebras which are ideals.

REMARKS (4) We shall now outline the proof that if g is a simple Lie
algebra of endomorphisms over an algebraically closed field K of characteristic
O,thenforall X, Yeg

Kill(X, Y) = A trace XY
for some A € K.

Exercises (3) Let fbe any nondegenerate invariant form on the simple
Lie algebra g. Show that there exists S € GL(g) so that for all X, Yeg

fX,Y)=Kill(SX,Y) and Kill(SX, Y) = Kili(X, SY).

(4) Using the invariance and nondegeneracy of fand Kill, show [ad X, S]
=0 for all X € g. Since g is simple, conclude by Schur’s lemma [Proposition
9.14(a)] that S = Al

(5 (@) Letf(X,Y)=trace XY and show fis an invariant form.

(ii) Use the fact that g is simple to show that g* (relative to f) is g or
{0}.

(iii) Use Lemma 12.20 and (ii) to show that f is nondegenerate and
conclude the desired formula.

(iv) What can be said about an invariant form of a semisimple Lie
algebra?

(6) Let g be the Lie algebra of n x n matrices of trace 0 over the field K
as above.

(i) Show g is simple as follows. With the usual matrix basis E;; note that
the E;; for i # j and H, = E,; — E,, for k < n — 1 form a basis of g. Relative
to this basis of g find the multiplication table. Assume A is a nonzero proper
ideal and let Z=Ya,H,+ Yz ;E;eh Carefully grind out products
[H,, [H;, Z]] and compare with Z to eventually show & = g. A better method
will be given later.

(i) Show Kill(X, Y) = 2n trace XY for g as in (i).

(7) Let g be a semisimple Lie algebra and let # be a semisimple sub-
algebra.

(i) Show that p: h— ad(g) : X — ad X is a faithful representation of A
in g where ad is the adjoint in g. Thus g is an A-module.

(ii) Show that g has the direct sum decomposition g = m + h where
m = h*, the orthogonal complement of 4 relative to the Killing form; note
Corollary 12.22,
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(iii) For the decomposition in (ii) define an anticommutative multi-
plication XY on m by XY = [XY],, which is the projection of [XY] in g
into m. Denote this algebra by (m, XY). For X, Yemlet f(X, Y) = Kill(X, Y)
and show f'is a nondegenerate invariant form on (m, XY). Sagle and Winter
[1967] show that if g is simple, A is semisimple, and the multiplication
mm # {0}, then (m, XY) is a simple algebra.

3. Ideals and Derivations of Semisimple
Lie Algebras

If / is an ideal of semisimple Lie algebra g over a field of characteristic O,
then we shall show that A itself is a semisimple Lie algebra. In particular,
this will yield the proposition that all the derivations of g map 4 into & and
also that Der(g) = ad(g); that is, the derivations of g are inner.

Theorem 12.24 Let /4 be an ideal of a Lie algebra g over a field of char-
acteristic 0 and let Kill (respectively C) denote the Killing form of g (respect-
ively h).

(@) If X, Y e h, then C(X, Y) = Kill(X, Y).

(b) If g is semisimple and A € A is such that C(4, Y)=0forall Y e 4,
then 4 =0.

(¢) 1If g is semisimple, then 4 is a semisimple Lie algebra.

ProoF (a) Since h is an ideal of g we can decompose the vector space
g = h + b (subspace direct sum) where [#b] = h and [hh] = h. Thus choosing
a basis from this decomposition we obtain for any X € A,

— Xll X12
ang—[O 0 ]

where X, is a matrix for ad, X. Thus for X, Y € A we have

: _ Xll X12 Yll Y12
Kill(X, Y) = trace [0 0 o 0
= trace X, Y},
=tracead, X ad, Y = C(X, Y).
(b) Let Aeh be such that C(4, Y)=0 for all Yeh and let Weg.
Then we use [XW] € h for any X € & to obtain

Kill([AX], W) = Kill(4, [XW]) = C(4, [XW]) =0



244 12. SEMISIMPLE LIE GROUPS AND ALGEBRAS

using part (a) for the second equality. However since we are assuming g to
be semisimple, we have by Cartan’s criterion for semisimplicity (Theorem
12.17) that [4X] = O for all X € h. Thus using g = h + b we see

ad, 4 = [0 A”]

00
and since
— Wll WlZ
ad, W = [0 W,,
we obtain

: — 0 A12 Wll VVIZ —
Kill(4, W)—trace[o 0 ][0 Ww,, =0.

Thus 4 = 0 using the nondegeneracy of the Killing form of g.
(c) Use part (b) and Cartan’s criterion for semisimplicity.

Exercise (1) Let g be a semisimple Lie algebra over a field of character-
istic0 and let g = g(1) @ - @ g(n) be its decomposition into simple ideals.
If & is an ideal of g, show h = g(i;,) ® - @ g(i;) for suitable i, ..., §. In
particular, this shows [hh] = h.

Corollary 12.25 Let & be an ideal of a semisimple Lie algebra g over a
field of characteristic 0.

(@) If g/h # {0}, then g/h is a semisimple Lie algebra.

(b) If Dis a derivation of g, then Dh < h.

ProoF Since g/h is not {0} we use g =g(1) ® - ® g(n) and & = g(i,)
@ - @ g(ip) to see that g/h is isomorphic to the semisimple Lie algebra g(j;)
@@ g(j,) where j, ¢{i;, ..., ix}. To prove (b) we use h=[hh] and
D[XY]=[DXY] + [XDY] to obtain

Dh = D[hh] < [Dhh] + [hDh] < h
since A is an ideal of g.

Theorem 12.26 If g is a semisimple Lie algebra over a field K of char-
acteristic 0, then Der(g) = ad(g).

ProoF We follow the proof given by Jacobson [1962] where just the
nondegeneracy of the Killing form is used. Thus let D € Der(g) and let

¢:9—-K: X —trace(ad X o D).
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Then ¢ is a linear functional on g and since the Killing form of g is non-
degenerate, there exists 4 € g such that forall X e g

#(X) = Kill(X, A).

(See the works of Lang [1965]) and Jacobson [1953, Vol. II] for the rep-
resentation of linear functionals in terms of a nondegenerate bilinear form.)
Let E= D — ad A. Then E is a derivation of g and for any X € g we have
trace(ad X o E) = trace(ad X o D) — tracead X o ad 4
= ¢(X) — Kill(X, 4) =0.

Using this we have for any X, Y eg that

Kill(EX, Y) = trace ad(EX)ad Y
= trace[E, ad X]ad Y
=trace(Ead XadY —ad X Ead Y)
=trace(lEad Xad Y — Ead Y ad X)
= trace E[ad X, ad Y]
= trace E ad[XY] =0

where the second equality uses ad(EX) = [E, ad X] for any derivation E
and the fourth equality uses trace PQ = trace QP for endomorphisms P
and Q. Thus by the nondegeneracy of the Killing form we have EX =0 so
that D = ad A is inner.

Exercise (2) According to Definition 7.7 what can be said about the
automorphisms of a semisimple Lie algebra over R?

4. Complete Reducibility and Semisimplicity

In this section we shall discuss results for Lie algebras analogous to those
for associative algebras concerning semisimplicity and complete reducibility.
In particular, we shall prove Weyl’s theorem which states that a Lie algebra
g is semisimple if and only if every g-module is completely reducible. Then
we apply this to find the structure of a Lie algebra of endomorphisms which
acts in a completely reducible manner on a vector space. As before, let K
denote a field of characteristic 0.

Recall the following from Section 9.5. Let V be a finite-dimensional g-
module and let p be the corresponding representation. Then V or p is called
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irreducible or simple if the g-module V has no proper g-submodules. Also
V or p is called completely reducible or semisimple if the g-module V is a
direct sum of irreducible g-submodules.

As for associative algebras, V is a completely reducible g-module if and
only if for every g-submodule W of V, there exists a g-submodule W’ so
that ¥V = W + W' (subspace direct sum). For example, if g is a semisimple
Lie algebra, then g is a completely reducible g-module. We now follow
Bourbaki’s proof [1960] of Weyl’s theorem.

Lemma 12.27 Let g be a Lie algebra over the field K, let & be an ideal of g,
and let p be a representation of g in the finite-dimensional vector space V.
Assume that the bilinear form

©(X, Y)=trace p(X)p(Y) for X,Yeg

is nondegenerate when restricted to & x A, Let {X,, ..., X,} be a basis of &
and let {X,’, ..., X,’} = A be a dual basis; that is, 7(X,;, X;') = §;;.

{a) The element
C= ‘le(X ) e p(Xy)

is an endomorphism of V which commutes with every endomorphism p(4)
for A eg. We call C the Casimir operator (of 4) corresponding to p.

(b) If Vis an irreducible g-module, then the Casimir operator of g is an
automorphism of V.,

(c) trace (C) = n (= dim h), where C is the Casimir operator of A.

ProoF A straightforward calculation shows that the bilinear form 7 is
invariant. Thus for 4, X, Yeg we have t([4X], Y) + (X, [AY]) = 0.
Now for A eg and X, X,’ € h as above set

[4X,]= Z a;X; and [4X)]1=Y au X,
using [gh] < h. Then w; obtain ’
a; =1([4X}], X;) = —u(X,, [AX)]) = —aj;.
Now for any 4 € g we have
[p(4), C1 = [p(4), ¥ p(X)p(X )]

= ; ([p(4), (X DIP(X ) + p(X)[p(A), (X ))])

= ¥ (24X Dp(X/) + p(X)p(AX,D)

= gjajm(Xj)p(X )+ aup(X)p(X,)=0
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using a;; = —a;;. Thus the endomorphism C commutes with every endo-
morphism p(A4) for all 4 € g. Next we have

trace(C) = Zl: trace p(X)p(X;)
=Y 1(X,,X/)=n
i

using 7(X;, X;) =6,; and n=dim h. Thus C #0. In particular, for the
Casimir operator C of g we have from [C, p(g)] = {0} that ker C is p(g)-
invariant. Thus by Schur’s lemma [Proposition 9.14(a)], C is an automorphism
if V is g-irreducible.

Exercises (1) Show the Casimir operator is independent of the choice of
basis.

(2) The following result on linear algebra is used in the next proof.
Let W be a subspace of the vector space V and let T € End(V) be such that
T:W-— W and T|W = Al, where I is the identity endomorphism on W.
Then T | W is called a homothetic endomorphism (relative to W).

(i) Show that M ={T ¢ End(V): T(V) « Wand T|W is homothetic}
is a subspace which contains the subspace N = {T e M : T(W) = {0}}.

(ii) Decompose ¥V = W + P into a subspace direct sum and let T e M
be as in (i). Relative to a basis chosen from this decomposition show T has a

matrix of the form
Al ¢,
0 0

for A € K. Thus show that T = AE + T, where E* = Eand T’ € N is as in (i).

(iif) Use(ii) to show N is of codimension one in M ; that is, dim M/N = 1.
Also show we can choose EV = Wand P = ker Ein (ii). Thus ¥V = W + ker E
is a direct sum,

Lemma 12.28 Letg be a Lie algebra over the field K. Then the following
are equivalent.

(a) Every representation of g in a finite-dimensional vector space is

completely reducible. »
(b) If p is a representauion of g in a finite-dimensional vector space M

and if N is a subspace of M of codimension 1 so that for every X € g we have
p(X)M < N, then there exists a direct sum complement of N in M which is

annihilated by p(g).

ProoF First assume (a). Then for the subspace N of (b) we have
p(g)N < N so that N is actually a g-submodule. By the complete reducibility
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there exists a submodule N’ with M = N + N’ (direct sum). Thus p(g)N' = N’
but also by hypothesis p(g)N' = N. Consequently p(g)N' = N n N’ = {0}
which proves (b).

Next assume (b) and let o be a representation of g in the finite-dimensional
vector space V; that is, o(g) is a Lie subalgebra of gl(V). Let W be o(g)-
submodule of V. Then we shall show W has a 6(g)-invariant direct complement
in V. Let v denote the adjoint representation of g/(V) and define u by

p=vea:g-ad(gl(V));
that is, for X € g we have u(X) = ad(¢(X)) so that for T € g/(V) we have
u(X)T = [6(X), T] Thus pu is a representation of g in the space gi(V). Let
M ={T egl(V): T(V) = Wand T | W is homothetic},
N={TeM:T(W)=0}
Then from the preceding exercise we have N is a subspace of M such that

dim M/N =1 and also u(g)M < N asfollows. Let X €g, T e M, and A e W.
Then using W is a(g)-invariant

(WX)T)4 = [0(X), T14
= ¢(X)(TA) — To(X)A4
= a(X)(AA) — Ha(X)4) =0
so that u(X)T € N.

Now from our asumption (b) we can find a direct sum complement N’
of N in M which is annihilated by u(g). Since M = N + N’ and dim N’ =
dim M/N =1 we can assume N’ = KE where E is the endomorphism of the
preceding exercise. Thus since u(g)N’ = {0} we have for all X eg that

0 = u(X)E = [o(X), E]

and therefore ker E is o(g)-invariant. Thus from exercise (2iii) ¥ = W + ker E
is a o(g)-invariant direct sum decomposition so that ¢ is completely reducible.

Lemma 12.29 Let g be a semisimple Lie algebra, let p be a representation
of g in a finite-dimensional vector space M, and let N be a subspace of co-
dimension 1 so that for every X € g we have p(X)M < N. Then there exists a
direct sum complement of N which is annihilated by p(g).

Proor For X eg let 6(X) = p(X)| N. Then we have the following two
cases.

Irreducible case Assume o is simple; that is, N is irreducible. If ¢ =0,
then for X, Y € g we have using the hypothesis

PX)p(Y)M <= p(X)N = o(X)N = {0}
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so that p(X)p(Y) =0. Thus since g is semisimple, g = [gg] and therefore

p(g) = p(lgg)) = [p(9), p(9)] = {0}. Consequently ¢ = 0 implies p = 0.
If 0 #0, let £ = ker 0. Then k is an ideal of g and since g is semisimple,

there exists an ideal 4 of g so that we have the direct sum of ideals
ag=h@®k.

Now h # {0} otherwise g = k so that ¢ = 0 and also p| 4 is injective. To see the
latter let X €4 and suppose p(X)=0. Then o(X) = p(X)|N =0. Thus
X ekero =k and therefore X € h n k ={0}. Using this we have from
Corollary 12.22 that the bilinear form

(X, Y) = trace p(X)p(Y)

for X, Y € his nondegenerate and from Lemma 12.27 we obtain the Casimir
operator C € End(M). From the formula

C= Z PX)P(X))
for X;, X, € h we have, using the nypothesis p(g)M < N, that
C(M) c N.
Therefore by extending a basis of N to a basis of M we obtain
trace(C|N) =trace C =dim A # 0

so that C{N # 0. From this and our assumption that N is irreducible we
obtain C|N as an automorphism. Thus if we let P = ker C, we obtain

PN N={0},
but from C(M) = N we obtain N = Image(C) and the direct sum
M=N+P.

However, from Lemma 12.27 we have [p(4), C] = 0 for all 4 € g and therefore
P is p(g)-invariant. This with the hypothesis gives p(g)P =« P n N = {0}; that
is, P is a direct complement of N annihilated by p(g).

General case We do this case by induction on the dimension of M.
In the o(g)-module N let S be a nonzero minimal ¢(g)-submodule; that is,
S < N and S is an irreducible o(g)-submodule of M. If S = N, then we are in
the preceding case; otherwise let

M =M/S and N’ = N/S.

Now for every X € g the mapping p(X) induces an endomorphism p'(X) :
M’ - M’ and the mapping

p g glM): X - p'(X)
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is a representation of g in the space M'. By the hypothesis we have
P@M)c N
and by the isomorphism (M/S)/(N/S) = M/N we have N’ is of codimension
1 in M'. Thus by induction we can assume there exists a subspace P’ = M’ of
dimension 1 such that
M' =N+ P (direct sum) and p'(g)P = {0}
Now let P < M be the inverse image of P’ relative to the homomorphism
M - M’. Then since P> § and
l=dimP' =dimP/S and p(g)PcS

we can now apply the first part of this proof to the irreducible module S and
its ambient module P. Thus there exists a subspace Q < P so that we have the
direct sum

P=Q0+S and p(g)Q=1{0}
From the direct sum M’ = N’ + P’ we have {0’} = N’ n P’ so that
S=NnPcN.
Also from M’ = N’'+ P’ we have for any A € M that there exist B e N,
CeP,and D e S so that
A=B+C+D=C+ F
for some B’ € N (using S = N). However, from the decompositionP = Q + S

we can write C = F+ Hfor Fe Qand He S c N. Thus we abtain 4 = F +
B” where Fe @ and B" € N; that is

M=0+N.

This sum is direct: if Ze QN NcPn N=S, then Ze Q and Z € S; that
is, Z € Q n S = {0} using the direct decomposition P = Q + S. Thus we have
the desired direct sum

M=Q+N with p(9)Q=1{0}

Theorem 12.30 (Weyl’s theorem) Let g be a finite-dimensional Lie
algebra over the field K of characteristic 0. Then g is semisimple if and only if
every g-module is completely reducible.

Proor Combining Lemmas 12.28 and 12.29 we find that semisimplicity
implies complete reducibility of modules. For the converse we note the hypo-
thesis shows that the adjoint representation is completely reducible. Thus every
ideal & of g has a complementary ideal k such that g = h @ k and the map

d:g-glk=h
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is a representation of g. Now if g is not semisimple, then from Section 10.2, g
has an Abelian ideal 4. Writing the direct sum h = KX, + -+ + KX, for a
basis X, ..., X, of h we have that the map

v :hoKX, 2K
is a representation of h (using [#h] = {0}). Thus
Yod:g9-K

is a representation of g. However, the one-dimensional algebra K has a
representation

p:K-gl2,K) . x— [2 g]
which is not completely reducible. Thus p o y o ¢ is not a completely reducible
representation of g. This contradiction shows that no Abelian ideals exist in
g; that is, g is semisimple.

Exercises (3) Show the above representation p is not completely
reducible.

(4) Let h be a semisimple Lie subalgebra of the Lie algebra g. Show there
exists a subspace m of g such that g = m + h (direct sum) and [hm] = m;
that is, (g, A) is a reductive pair. Note Section 12.2, exercise (7).

ReMmarks (1) If gis a semisimple Lie algebra of endomorphisms acting
on the finite-dimensional vector space ¥ over a field X, then V is completely
reducible relative to g. Consequently the associative algebra g* generated by
the endomorphism in g is a semisimple associative algebra (Proposition 9.15).
Thus results on representations of semisimple associative algebras can be
applied to representations of semisimple Lie algebras. For example, let g be a
Lie subalgebra of g/(V). Then from complete reducibility we see g is com-
pletely reducible in V if and only if g* is completely reducible in V. However,
using exercise (5) of Section 12.1, g* is completely reducible in V if and only if
P @y g* is completely reducible in P @ V. Combining these we obtain the
following which allows one to assume algebraic closure of the field when
discussing complete reducibility.

Propesition 12.31 Let g be a Lie subalgebra of g/(V) where V is a vector
space over K and let P be the algebraic closure of K. Then g is completely
reducible in V if and only if P ® g is completely reducible in P ® V.

We now consider the explicit form of a completely reducible Lie algebra of
endomorphisms.
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Theorem 12.32 Let V be a nonzero finite-dimensional vector space over
a field K of characteristic 0 and let g be a Lie subalgebra of g/(V). Then g is
completely reducible in ¥ if and only if

(a) g =c @ g’ (direct sum), where c is the center of g and g’ = [g, g] is
semisimple or {0};
(b) all the endomorphisms of ¢ are semisimple.

We divide the proof into several lemmas.

Lemma 12.33 Let V be a nonzero finite-dimensional vector space over
the field K and let g = gI(V) act irreducibly in V. Let /4 be an ideal of g so that
every endomorphism of 4 is nilpotent. Then A = 0.

ProoF Using AX — XA e hfor all A eg and X € h we see that the sub-
space hV is a g-submodule of V. By the irreducibility of V' we have AV = {0}
or V.If hV = V, then by induction

V=hV=WV==KV=-.

However by Corollary 11.11 to Engel’s theorem we have 4" = {0} for suitable
n. Thus we obtain the contradiction ¥ = {0}. Therefore AV = {0}.

Lemma 12.34 Let V be a finite-dimensional vector space over the field
K and let T e gi(V) be of the form

T =I¢ZI[A,“ Bk]
where A;, B, egl(V) and [T, A4,]=0for k=1, ..., r. Then T is nilpotent.

Proor From [T, 4,] =0 we have [T?, 4,]=0forp=0,1,2,... and
therefore for p =0, 1, 2...

TP = Y T?%(4 B, — By 4y)
k
= Z Ak TPBk - TkaAk = Z [Ak, Tka].
k k

Thus since the trace of any commutator is 0 we have trace 7°*! =0 for
p=0,1,.... By Lemma 12.13 we obtain T as nilpotent.

Lemma 12.35 Let g be a Lie algebra over the field X, let g’ = [gg], and
let ¢ be the center of g. Assume

@) e¢cng ={0}and
(b) all Abelian ideals of g are contained in c.

Then g = ¢ @ ¢’ (direct sum) where g’ is semisimple or {0}.
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PrOOF Assume g’ is not {0} and using (a) let p=c @ ¢’ and let g be a
complementary subspace of p in g. Thus we have the direct sums of subspaces

g=ptqg=c+g +q
and we let m =g’ +q. Therefore m n ¢ = {0} and since m > g’ we have
[gm] < [gg] = m so that m is an ideal of g. Therefore g = ¢ @ m as a direct

sum of ideals. To show that m is semisimple let # be an Abelian ideal of m.
Then using g = ¢ @ m we have

[gh) < [ch] + [mhl < h
so that % is an Abelian ideal of g. However, from assumption (b) we have
h < ¢ and therefore A = ¢ n m = {0}. Consequently by Corollary 12.23(b),

m is semisimple. Thus since m = [mm] we have g’ = [gg]l =[c+ mc + m] =
[mm] = m.

PrOOF oF THEOREM 12.32. We first show conditions (a) and (b) above
hold for the irreducible case, for let g act irreducibly on V and let

Tecnyg.

Then T =) [4,, B] and [T, 4,]=0 (since T €c). By Lemma 12.34 we
have T as nilpotent. Thus since every element of the ideal ¢ n g’ is nilpotent
we have by Lemma 12.33 that ¢ n g’ = {0}. Thus condition (a) of Lemma
12.35 is satisfied. For condition (b) let # be an Abelian ideal of g and let
T e [h, g] which is an ideal of g. Then

T = Z [AluBk]

for A, € hand B, € g. Since h is an ideal we have T € h and since 4 is Abelian,
[T, A,] = 0. Thus, by Lemma 12.34, T is nilpotent and as before, from Lemma
12.33, [k, g] = {0}. Therefore h < c.

Next assume V is g-completely reducible with direct sum decomposition

where each V; is g-irreducible. The set
ki={Aeg:A4V,={0}}

is an ideal in g and note that ()., k; ={0}. Let g, = g/k, and let ¢, be the
center of ;. Then V; is an irreducible §;-module (where the action is defined
by TX = TXfor T=T + k; €3, and X e V;). Now conditions (a) and (b) hold
for g; on V;; that is, for the irreducible case, and they hold for g on ¥V as
follows.

(a) LetAeg nc. Thenforeachi=1,...,r
A +kiE'g',~'ﬂEi={6,-}.
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Thus 4 ek,, that is, 4 € () k; = {0} so that g’ n ¢ = {0}.

(b) If hisan Abelian ideal of g, then h = h + k; is an Abelian ideal of g, .
Therefore h < ¢, so that [k, §,] = {0,}. Thus [h, g} =k, fori=1, ..., r which
yields [A, g] = () k; = {0} and therefore h < c.

We now show that the endomorphisms of ¢ are semisimple, for suppose
A € c is not semisimple. Then from Section 12.2 the algebra K[A4] generated by
A has a nilpotent ideal R. However, since 4 commutes with every endo-
morphism of the associative algebra g*, the set N = Rg* is an ideal of g*
which is nilpotent. To see the latter we just note N> = Rg* - Rg* = R%g* so
by induction N* c R*g* = {0} for large enough k. Since V is a completely
reducible g-module, V is also a completely reducible g*-module. Thus from
Proposition 9.15, g* is semisimple and therefore we must have N = {0}; that
is, A =0.

To show the converse part of Theorem 10.32 we assume conditions
(a) and (b) hold and note from Proposition 12.31 we can assume the field X is
algebraically closed. By (b) and Theorem 11.14 we have the weight space
direct sum decomposition

V=V(¢)+: -+ V()

where V(¢,) = {X e V: for all T e ¢ implies (T — ¢(T)I)X = 0}. By (a) we
have c is the center of g = c @ g’ and therefore the weight spaces V(¢,)
are g-invariant. However, the g-submodules of each V(¢,) are the same as the
g'-submodules. Thus if ¢’ is semisimple, we can apply Weyl’s theorem (12.30)
to conclude each V(¢,) is g-completely reducible. By the above direct sum
decomposition V is g-completely reducible.

If g’ is {0}, then each of the weight spaces V(¢,) is c-completely reducible
(why?) so that V is actually g-completely reducible.

ReEMARK (2) The preceding direct sum decomposition g = ¢ @ g’ has
the following generalization; see the proofs of Jacobson [1962] and Serre
[1965]).

Theorem (Levi-Malcev) Let g be a finite-dimensional Lie algebra
over the field K and let r =rad g.

(a) There exists a subalgebra % of g such that
g=r+h
is a subspace direct sum. Furthermore & = g/r is semisimple or {0}. The de-
composition g = r + h is called a Levi decomposition.
(b) Letg=r+ h=r+ k be two Levi decompositions of g. Then there

exists ¢ € Aut(g) such that ¢(k) = k. Furthermore the automorphism ¢ can
be chosen to be of the form ¢ = exp(ad X) where X € [gg]l n r.
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We can use this to prove the following variation of a result of Lie [Cohn,
1957, p. 99; Hochschild, 1965, p. 133].

Theorem Let g be a finite-dimensional Lie algebra over R. Then there
exists a real Lie group G whose Lie algebra is g.

Briefly, we write a Levi decomposition ¢ = r + & and note that this is a
semidirect sum. Next we use the result of Section 10.2 which states that the
solvable Lie algebra r is the Lie algebra of a solvable Lie group R. Thus since
the semisimple algebra # is such that the adjoint representation is faithful,
then the group H generated by exp(ad #) has a Lie algebra isomorphic
to h. Therefore the semidirect product G = R x H has Lie algebra (iso-
morphic to) g.

The above result also follows from Ado’s theorem which states: If g is a
finite-dimensional Lie algebra over the field X, then g has a faithful finite-
dimensional representation. Thus if p : g — g/(V) is such a faithful representa-
tion of a real Lie algebra, then the subgroup G generated by exp p(g)
GL(V) has Lie algebra (isomorphic to) g.

5. More on Radicals, Derivations, and Tensor Products

In this section we use preceding results to discuss relationships between
radicals of Lie and associative algebras, the complete reducibility of tensor
products, and derivations of simple nonassociative algebras. Following
Jacobson [1962] we have the next lemma; compare with Lemma 12.33.

Lemma 12.36 Let ¥ be a finite-dimensional vector space over the field K,
let g = gl(V) be a Lie algebra of endomorphisms, and let & be an ideal of g
such that every endomorphism in 4 is nilpotent. Then the associative algebra
h* generated by / is contained in the radical N of the associative algebra g*.

Proor The subspace n = g*h* + h* is an ideal of g* noting first
g*n < g*(g*h*) + g*h* < g*h* < n.
Next using AX — XA e h for all 4 e€h, X eg we have by an easy induction
hh...hgcgh...h+ h...h

— S e

k k k
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Therefore h*g* < g*h* + h* and
ng# c g*h*g* + h*g*
c g*(g*h* + h*) +g*h* + h* cn
Also n* = g*h* + (h*)* so that from Corollary 11.11 to Engel’s theorem h* is
nilpotent and therefore for k large enough n* = g*h*. Now by induction we
can show
(h*Yg* < g*(*)" + (h*)
and consequently
(g*h*)" = g*(h*)".

Using this and 4* as nilpotent we see that (n*)" < g*(h*)" = {0} for suitably
large r. Thus the nilpotent ideal » is contained in N; that is, #* c n < N.

Lemma 12.37 Let V be a finite-dimensional vector space over the field K
and let g = gl(V) be a solvable Lie algebra. If N is the radical of g*, then
g*/N is a commutative (associative) algebra.

ProorF First assume g* is semisimple. Then V is a completely reducible
g*-module (Theorem 9.16) so that V is a completely reducible g-module.
Thus from Theorem 12.32 we conclude that g = ¢ @ g’ whereg’is {0} or semi-
simple (and therefore g’ = [¢’, g']). However, since g is solvable we must have
g’ ={0}. Thus g*/N = g*/{0} = c* is a commutative algebra. In particular, g
is an Abelian Lie algebra.

For the general case we note that since N is an ideal of g* and since as sets
g* = gl(V) = End(V) we can regard N as solvable Lie subalgebra of gi(V);
still denoted by N. Thus since g is solvable, the Lie algebra (g + N)/N is
solvable and the associative algebra generated by this Lie algebra is g*/N
which is semisimple. Thus from the preceding paragraph (¢ + N)/N is an
Abelian Lie algebra which means in terms of cosets (X + N)(Y + N) =
(Y + N}(X + N) for endomorphisms X, Y eg. However, these cosets
generate g*/N so that g*/N is commutative.

Theorem 12.38 Let g be a Lie algebra of endomorphisms acting on the
finite-dimensional vector space V over the field K and let r be the radical of ¢
and N be the radical of g*. Then:

(@) g 0 N is the set of nilpotent endomorphisms in r;
(b) [rgleN.

PROOF Let ry be the set of nilpotent endomorphisms of r. Then since N
is an associative nilpotent ideal, we have g n N < r. Since the endomorphisms
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of N are nilpotent g n N < ry. If rad(r*) denotes the radical of the associative
algebra r* generated by r, then from Lemma 12.37, r*/rad(r*) is commutative.
However, this implies r*/rad(r*) has no nonzero nilpotent elements as follows.
A nonzero nilpotent element in the commutative algebra generates a nilpotent
ideal and therefore is in the radical of the algebra; but r*/rad(r*) has 0
radical. Thus rad(r*) equals the set of nilpotent elements of r* and therefore
ro = rad(r*). From this we obtain

ro =r nrad(r*)

and in particular r, is a subspace of g.
We shall next show r, is an ideal of the Lie algebra g. For this we use the
characterization of the radical of an associative algebra A as

radA={ZeA: f(Z, X)=0forall X € 4} ©)

where f(X, Y) = trace L(X)L(Y); see Proposition 12.14. First for any
X, Y, Z € A we have

JUZ, X), Y) = f(Z,[X, Y])

where [Z, X]=ZX — XZ. Now let A =r* and since r is an ideal in g we
have for Z eg and X, Y er that

[z, XY])=[Z, X]Y + X[Z, Y] er*
so that by induction
[g, r*] < r*.
Nowlet U ery =r nrad(r*)and let Z € g. Then [Z, U] € r and we now show
[Z, U] € rad(r*) as follows. For any X e r*
fX,[Z, U] = f(X, Z], V).
However, [X, Z] € [r*, g] = r* and U erad(r*) so that from formula (»)
we have f([X, Z], U) =0, Thus (X, [Z, U]) = 0 so that from (*) we obtain
[Z, U] e rad(r*). Therefore [g, rol = ry.

Since r, is an ideal in g all of whose elements are nilpotent we can apply
Lemma 12.36 to conclude r, = rad(g*) = N. Thus since r, c g we have
ro = N n g and therefore r, = N n g which proves part (a).

For (b) we use the fact that if L is a Lie algebra of endomorphisms so
that L* is semisimple, then rad L is contained in the center of L; this follows
from Theorem 12.32. We apply this to L = (g + N)/N as discussed in Lemma
12.37 and note that the associative algebra generated by L is L* = g*/N
which is semisimple or {0}.If L*is{0}, then we are done. Otherwise the radical of
(g + N)/N is in the center of (g + N)/N. However, (r + N)/N is a solvable
ideal of (g + N)/N and therefore in the radical of (g + N)/N. Thus

(" + N)/N,(g + N)/N]1= {0};
that is, [r, g] = N.
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Exercise (1) Show how (g + N)/N in the above proof is actually a Lie
algebra of endomorphisms.

Corollary 12.39 Let g be a finite-dimensional Lie algebra over the field
K. Then

rad(g) = {X e g : Kill(X, [AB)) =0 for all 4, B e g};

that is, rad(g) = g'* relative to the Killing form of g.

PrROOF Letr =rad(g)andlet 4 erand X, Y €g. Then Kill(4, [XY]) =
Kill([4X], Y). However, from Theorem 12.38 we have that

ad[4X] = [ad 4, ad X] € [rad(ad g), ad g]

which is contained in the radical of the associative algebra (ad g)*. Thus
ad[4X]ad Y is in the radical of (ad g)* because the radical is an ideal.
Since this radical consists of nilpotent endomorphisms,

0 = trace ad[4X]Jad Y = Kill(4, [XY]).

Thus A e g'* so that r c g'*.

For the other inclusion we first note that A = g’* is an ideal of g. Next if
X e i = [hh], then we have 0 = Kill(X, X) = trace(ad X)?. Therefore by
Cartan’s criterion (Corollary 12.21) we have 4 is a solvable ideal of g; that is,
glcr.

Recall [Section 11.2, exercise (5)] that the nilpotent radical n of a finite-
dimensional Lie algebra g is the maximal nilpotent ideal of g.

Corollary 12.40 Let g be a finite-dimensional Lie algebra over the field X
and let r be its radical and » its nilpotent radical. Then [rg] < n.

PrOOF From Theorem 12.38 we have [ad r, ad g] is in the radical of
(ad g)*. Since this radical is associative nilpotent, there exists £ so that for any
Ay, ..., A,erand X, ..., X, g that

0=[ad 4,,ad X,] - [ad 4, ad X,}
= ad[Alxl] b 'ad[Aka].

Thus by Corollary 11.12, the Lie algebra [rg] is nilpotent. However, [rg] is
an ideal of g (using the Jacobi identity) so that [rg] = n.

We generalize this result as follows:
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Corollary 12.41 Let g be a finite-dimensional Lie algebra over the field
K and let r be the radical of g and n the nilpotent radical of g. Then every
derivation of g maps r into n.

PrROOF Let D be a derivation of g. Then from r = g'* we have for X er
and 4, Beg that

Kill(DX, [AB]) = —Kill(X, D[AB])= 0
where we use
D[AB] = [DA B] + [A DB] eg and Kill(DX, Y) = —Kill(X, DY)

from Corollary 12.3. Thus Drcr.
Next we shall show that the subspace # = r’ + Dr is a nilpotent ideal of r.
Clearly 4 is an ideal of r and let

L=rxKD=r@® KD

be the (external) direct sum of r and the one-dimensional space KD. Define
a multiplication on L which extends the multiplication of r by

[X +aD, Y + bD] = [XY] + aDY — bDX.

This makes L into a Lie algebra in which r is an ideal. However, L/r is one-
dimensional and therefore solvable. Since r is solvable, this implies L is
solvable. By Proposition 11.9 L’ = [LL] is a nilpotent ideal in L, but

L'=r+ Dr
is contained in r; that is, the subspace h = r’ + Dr is a nilpotent ideal of r.
Next since the nilpotent radical n of g is a nilpotent ideal of r we have that
k=h+n

is a nilpotent ideal of r. However, k is an ideal of g as follows. Since # and r’
are ideals of g it suffices to show [Dr g] c k. For X e g and 4 € r we have

[DA X] = D[AX] - [4 DX]

where D[AX]e D[rgl< Dr and [ADX]e[rglcn by Corollary 12.40.
Thus [Dr g] = Dr + n < k so that k is actually a nilpotent ideal of g; that is,
r' + Dr + n < n. Since r’ = n we obtain Dr c n.

As another application of Theorem 12.32 on complete reducibility we
have the following results on derivations due to Jacobson for algebras with
an identity element [Schafer, 1966]. For a nonassociative algebra A, recall
that the Lie transformation algebra L(A) is the Lie algebra generated by the
left and right multiplication endomorphisms of A4 (Section 7.2).



260 12. SEMISIMPLE LIE GROUPS AND ALGEBRAS

Proposition 12.42 Let A be a finite-dimensional nonassociative algebra
over an algebraically closed field K of characteristic 0 such that A is a direct
sum of ideals which are simple subalgebras. If D is a derivation of 4, then
D = U + al where U e [L(A), L(A)], I is the identity endomorphism, and
aek.

PROOF If A = A(1) ®--- @ A(n) is the given direct sum decomposition
into simple ideals, then analogous to the proof of Corollary 12.26 we have for
i=1,...,nthat

DA(i) = D(AG)A®)) = AG)(DA®D) = AG).

Thus D : A(i) > A(i) induces a derivation of A(i). Also using the corresponding
decomposition L(A) = L(A(1)) + - -+ + L(A(n)), it suffices to consider the
case when A is a simple algebra.

Let % = L(A) be the Lie transformation algebra of 4 which is generated
by the left and right multiplications L(X) and R(Y) for all X, Y € A. Since 4
is simple % acts irreducibly on A. Therefore according to Theorem 12.32,
Z =C@® ¥'. Now since C is the center of &, any endomorphism T e C
commutes with an irreducible set of endomorphisms and therefore T = al
where a € K, using Schur’s lemma [Proposition 9.14(a)]. Thus C equals K/
or {0}.

From [D, L(X)] = L(DX) and [D, R(X)] = R(DX) we see [D, ¥] < &Z.
However, since & =C @ £’ with C as above we obtain [D, ¥'|c &'.
First we assume %’ # {0}. Then the mapping

D:¥>% :P-[D,P]

is a derivation of the semisimple Lie algebra #’. Thus there exists U e &’
such that D=ad U. Thus forany V=b6I+ V' € L = C @ £’ we see

[D,V]=[D,V1=DV' =ad UV’ =[U, V]
so that [D— U, V]=0. Thus D— U commutes with an irreducible set of
endomorphisms which implies D — U = al.
In case ¥’ = {0} we see ¥ = KI. Thus for any X € 4, L(X) = «f and
R(X) = BI so that 0 = [D, L(X)] = L(DX) and similarly R(DX) = 0. Since
A is simple, this implies DX = 0; that is, D = 0 which is in 2.

Exercises (2) Let A be a simple nonassociative algebra over K and let
X € A be such that L(X) = R(X) =0. Show X = 0.

(3) Let A be a simple nonassociative algebra over an algebraically closed
field of characteristic 0 and let D be a derivation of A4.

(i) If A contains an identity element, then show that D e L(A4).
(ii) If trace D =0, then show that D e L(A). [This is the case for Lie
algebras since Kill(DX, Y) = —Kill(X, DY).]
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Recall from Section 9.4 that if g is a Lie algebra over the field K and V
and W are g-modules with corresponding representations p and o, then the
vector space tensor product V' ® W becomes a g-module where the action
of g is defined by

ATX®Y)=Y pA)X ® Y + X ® a(A)Y.

Proposition 12.43 Let g be a Lie algebra over the field K and let ¥ and
W be completely reducible g-modules. Then the tensor product ¥ ® Wis a
completely reducible g-module.

We outline a proof as follows. From Proposition 12.31 we can assume K is
algebraically closed.

Exercises (4) Show the (external) direct sum P = V' @ Wisa g-module
which is completely reducible. Also show V' ® W is a submodule of P ® P.
Thus since a submodule of a completely reducible module is also completely
reducible, it suffices to show P ® P is completely reducible.

(5) (i) Let 1 be the completely reducible representation of g in P and
assume 7 is faithful. Show that g = ¢ @ g’ (direct sum) where c is the center
of g and g’ = [gg] is semisimple or {0}.

(ii)) Show that it suffices to assume 7 is faithful in (i) for the proof of the
proposition.

(6) (i) Let T be the representation of g in P ® P and show that
T(g) = 1(c) @ ©(g") where (c) is the center of (g)and 7(g')is semisimple or{0}.

(i) Recalling K is algebraically closed, show that for any A4 e c, the
endomorphism T(A4) = 1(4A) ® I + I ® t(A4) is semisimple. [If X, Y € K are
characteristic roots of t(4), what are the characteristic roots of #(4)?] Thus
by Theorem 12.32 conclude the Proof of Proposition 12.43,

6. Remarks on Real Simple Lie Algebras and Compactness

We combine the results of Section 9.2 on complexification with some of the
results on semisimplicity to obtain the form of a real simple Lie algebra.
Analogous to the last part of the proof of Cartan’s criterion for solvability,
we have the following result.

Lemma 12.44 Let g be a Lie algebra over K, and let P be the algebraic
closure of K. Then g is semisimple over K if and only if § = P ® g is a semi-
simple Lie algebra over P.
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ProOF Let X, ..., X,, be a basis of g over X, and let b;; = Kill(X;, X;),
let Xy, ..., X,, be the corresponding basis for §, and let b;; = Kill(X,, X).
Then using the computations analogous to the last part of the proof of Cartan’s
criterion for solvability [preceding exercise (2)], we see b;; =b,;. Thus g
(respectively §) is semisimple if and only if its Killing form is nondegenerate
which is the case if and only if the matrix (b;) [respectively (b;;)] is non-
degenerate. This yields the result, since b;; = b;;.

For a real Lie algebra g, we see that g is simple over Rimpliess§=C ® g
is semisimple over C. From Section 9.2 we notice that § need not be simple.
However, we have the following result.

Theorem 12.45 Let g be a simple Lie algebra over the reals R. Then g is
isomorphic to the realification of a simple complex Lie algebra, or g is
isomorphic to a real form of a simple complex Lie algebra.

ProoF If§ = C @ gissimple, then g is a real form for the simple complex
Lie algebra J. For the other case we have § is not simple, but, from Lemma
12.44 § is semisimple. Let k& be a proper simple ideal in 4, and let C be the
conjugation givenby C:§—+§: X +iY - X — iY. Then it is easy to see that
h n C(h) is an ideal in g, and since g is simple, A n C(h) = {0} or h n C(h) =
g. In the first case, the set {X + C(X): X € A} is an ideal in g and therefore
equals g. Thus § =k @ C(h) using h ~ C(h) = {0}. Therefore g ® g = jg =
hg ® (C(h))p = hg @ hg. This shows g is isomorphic to the realification Az of
the simple complex algebra h. The case A n C(h) = g is left as an exercise.

ReMARK (1) From Theorem 12.45 we see that in order to find the real
semisimple Lie algebras, it suffices to find the simple complex Lie algebras
and then find their realifications and real forms. We do this in Chapter 15
noting that the “ realification” part of the problem can be done as follows.

Proposition 12.46 Let g be a simple real Lie algebra which is not iso-
morphic to a real form of a simple complex Lie algebra. Then g is isomorphic
to the realification of a simple complex Lie algebra, and conversely every
realification of a simple complex Lie algebra is a simple real Lie algebra.

Proor It suffices to show the converse. Thus let § be a simple complex
Lie algebra, then clearly §y is semisimple. Now let /& be a nonzero ideal in
gr. Then h is semisimple, and therefore / = [hh). Now for X, Yehc g we
have by definition of scalar multiplication in § that i{[XY] = [iXY] e [h} = A
noting § = §y as sets. Thus ih = i[hh] c h so that h is closed relative to scalar
multiplication by complex numbers. Thus # is an ideal of the simple complex
Lie algebra g so that A =g; that is, h = gj.
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REMARK (2) We shall see in Section 15.1 how real forms are related to
compactness, which we now discuss.

Theorem Let G be a connected real semisimple Lie group with Lie
algebra 3.

(a) If G is compact, then its universal covering group is compact.
(b) The group G is compact if and only if the Killing form of g is neg-
ative definite.

For the proofs we refer to the work of Hausner and Schwartz [1968] and
Helgason [1962]. Thus we say a Lie algebra is compact if its Killing form is
negative definite. For example, the compact Lie group SO(n) has Lie algebra
so(n) of skew-symmetric matrices and Kill(X, Y) = (n — 2) trace XY. How-
ever, since 0 # X is skew-symmetric, we see trace XX < 0.



CHAPTER 13

CARTAN SUBALGEBRAS
AND ROOT SPACES

In this chapter we start the detailed analysis of semisimple Lie algebras over
a field K of characteristic 0. In the first section the Cartan subalgebra 4 of a
Lie algebra g is introduced. Since 4 is a nilpotent Lie subalgebra of g, we
consider the weight space decomposition of g relative to the nilpotent Lie
algebra of endomorphisms ad, 4. Thus in the second section we consider the
relationships between these weight spaces for a split semisimple Lie algebra
and give examples. It turns out that a split semisimple Lie algebra g is a sum
of simple subalgebras which are isomorphic to s/(2, K). Consequently, in the
third section we discuss the representations of s/(2, K) and apply this to a
further analysis of the weight spaces of g.

1. Cartan Subalgebras

All Lie algebras in this chapter will be assumed to be finite-dimensional
over a field K of characteristic 0. Recall that a Lie algebra g over K is said to
be “split” if for each X € g all the characteristic values of ad X are in K. All
algebras over an algebraically closed field, in particular the complex numbers,
are split.

264
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Definition 13.1 Let g be a Lie algebra over K.

(a) For any subalgebra h of g let N(h) ={X eg: [Xh] < h}, then N(h)
is called the normalizer of A and is the largest subalgebra of g which contains
h as an ideal.

(b) A subalgebra h of g is called a Cartan subalgebra if it is nilpotent and
N(h) = h.

For any Xeg and 1€ K set
g4, X)={Yeg:(ad X — AI)"Y = 0 for some n}.

Notice that if A is a weight of ad X, then g(4, X) is merely a weight space
of g for the linear transformation ad X. If 4, ..., 4,,, the weights of ad X, all
lie in K, then it is clear that g = g(4,, X) + * - + g(An, X) as a vector space
direct sum; recall Section 10.3. From exercise (2) of Section 11.3 we have
that if A + u is a weight, then

[9(4, X)g(p, X)] = g(4 + u, X)

which implies g(0, X) is a subalgebra of g and [g(0, X)g(u, X)] = g(u, X).
Briefly, to see this we note that D =ad X is a derivation of g. Then for
Ueg(4, X) and Ve g(u, X)

(D-A+wDHUV]=[(D—-ANUVI+ [UD - ul)V].
Thus by induction we obtain
14
(D= +mIpovI= 3. (DD = 20YUD - w1y ™*V)
k=0
and for p large enough, the right side of this equation is O; that is,
[UV] e g(A + p, X). Note that if 1 + uis not a weight of ad X, then

Lg(4, X)g(p, X)] = {0}
Anelement X € g is called a regular element of g if the dimension of g(0, X)
is minimal. This minimal dimension is called the rank of g.

Example (1) Letg=gl(2, K) the Lie algebra of 2 x 2 matrices over K.
As usual let I denote the identity matrix

1 0 01
" T
One can compute that g(0, /) = g(0, E) = g so I and E are not regular. But
g(0, H) = KI + KH which is equal to the diagonal matrices of g and it is not
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too difficult to show that H is regular, g(0, H) is a Cartan subalgebra of g,
and so g/(2, K) has rank 2.

Proposition 13.2 Let g be any finite-dimensional Lie algebra over a field
K of characteristic 0, X € g a regular element, and h = g(0, X). Then h is a
Cartan subalgebra of g.

ProOF We must show that 4 is nilpotent and that N(4) = h. By Engel’s
theorem we can show that A is nilpotent by showing that for all He 4, ad H
acts as a nilpotent linear transformation on A.

Let p(t) = det(ad X — tI) = r'q(t) be the characteristic polynomial of ad X
where r = dim A is the rank of g and t and does not divide g(t). We then have
h={Yeg:(ad X)’Y =0} and if we let k ={Yeg:q(ad X)(Y) =0}, the
primary decomposition theorem of linear algebra tells us that g =h +k, a
vector space direct sum, and that k and k are invariant under ad X that
is, (ad X)hc h and (ad X)k = k. In order to show that h is nilpotent
and N(h) = h we can extend the field X to its algebraic closure if need be
and so we may assume that all the weights of ad X lie in K. In this case k =
Y 2#0 9(A, X) where the sum is over nonzero weights of ad X.

Now assume Y=H+ Y, + Y, + - + Y, € N(h) where Y, eg(4,, X),
A; #0,and H € h = g(0, X). Since X e h we have

[XY]=[XH] + [XY,] + - + [XY,]eh.

Thus using the above direct sum g = 4 + k and using the ad X-invariance
of g(4,, X) we see [XY;] =0. Thus Y,;eg(4,, X) n h ={0}. Consequently
Y=Hehand N(h) =h.

To show that ad H is nilpotent on A for all H € h we first choose a basis
X, X3, ..., X, for g with X;, X,,..., X,ehand X,,,,..., X, € k. With
respect to this basis the matrices associated with the linear transformations
ad X and ad H look like

A0 C 0
adX—-[O B]’ adH=[0 D]

where we know that A is an r x r nilpotent matrixand Bisan(n —r) x (n — r)
nonsingular matrix, and we want to show that the r x r matrix C is nilpotent.
Assume to the contrary that C is not nilpotent and let x, y, and ¢ be three
indeterminants. Define

p(x,y,t) =det(xad X + yad H — tI)=det(xA + yC — tI)det(xB + yD — tI).

Then B nonsingular implies ¢ does not divide det(B — tI) nor does ¢ divide
det(xB + yD — tI), and C not nilpotent implies ¢* does not divide det(C — tI)
nor does ¢ divide det(xA4 + yC — tI). Thus " does not divide p(x, y, t).
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However, then one can find «, § € K so that ¢ does not divide p(a, 8, t) =
det(ad(aX + BH) — tI) whichis the characteristic polynomial of ad(¢ X + BH).
This contradicts the fact that X is regular and completes the proof.

Corollary 13.3 Every Lie algebra possesses Cartan subalgebras.

Proposition 13.4 If & is a Cartan subalgebra of a Lie algebra gand Xe h
with X regular, then 4 = g(0, X).

PROOF For any Yeh, (ad X)"Y = 0 for some m because A is nilpotent
so Y e g(0, X) and 4 < g(0, X).

Now assume that & s g(0, X). Then N(h) = himplies that (ad Z)h & h for
any Zeg(0, X) with Z ¢ h. However, then by induction, for any positive
integer n, there exist H,, H,, ..., H, € h with

[+ UZHH,]--- H,] ¢h

and this contradicts the nilpotence of g(0, X); note Proposition 13.2.

Proposition 13.5 If g is a split Lie algebra over K and 4 is a Cartan sub-
algebra of g, then & = g(0, X) for some regular X € h.

ProoF By the previous proposition we need only show that 4 contains a
regular element. Since g is split and since ad,(h) is nilpotent g =
h+g,+ " +9gn, a vector space direct sum of weight spaces of the weight
functions of ad,(h); Section 11.3. The condition N(h) = h guarantees that A
is precisely the weight space of the weight function which is identically 0 on
ad, (k). Thus foreachi =1, 2, ..., mthere exists an H; € h with ad H; acting
as a nonsingular linear transformation on g;. Now a standard argument over
infinite fields can be used to choose an H € k equal to a linear combination of
the H;’s such that ad H is nonsingular on g, + *** + g,,. Then g(0, H) = A
and H is regular as required.

ReMArRks (1) This proposition can be used to help prove that if X is
algebraically closed, then any two Cartan subalgebras of g are conjugate by
an automorphism of g [Jacobson, 1962, p. 273; Hausner and Schwartz, 1968].

(2) In the next section we consider split semisimple Lie algebras so by
Proposition 13.5 in this case all Cartan subalgebras will contain regular
elements and the dimension of any Cartan subalgebra will be equal to the rank
of the algebra.

(3) Let hbe a Cartan subalgebra of g. Then since A is nilpotent, ad, his a
nilpotent Lie algebra of endomorphisms acting cn g, for if n is an integer such
that for all H,,H,,...,H, in h we have [ ---[HH,)--- H,] =0, then
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[ lad, Hy,ad, H,) -, ad, H,] =ad([ --- [H{H,] --- H,]) = 0. Inthe next
section we use results of Section 11.3 on decomposing a vector relative to a
nilpotent Lie algebra of endomorphism to find a weight space decomposition
of g relative to ad, A.

2. Root Spaces of Split Semisimple Lie Algebras

In this section g will always denote a split semisimple Lie algebra over K
and A will always denote a fixed, but arbitrary, Cartan subalgebra of g. Since
ad,h={ad H:g—g: Heh}is a nilpotent algebra of split linear transfor-
mations of ¢ we know that g is a vector space direct sum of the weight spaces
of the weight functions of ad, A.

Definition 13.6 The weight functions of ad, A are called the roots of g and
their weight spaces are called the root spaces of g; note Definition 10.15.

REMARKS (1) Strictly speaking the weight spaces should be called the
“ root spaces of g with respect to h,” but we will see later than the structure of
root spaces does not depend on the choice of 4.

(2) Usingthe previous notation for weight spaces g(«) will denote the root
space of the root &. Proposition 13.4 implies that g(0) = A. It will be very useful
to express g as the vector space direct sum

g=h+ 3} g,
aeR
where £ denotes the nonzero roots of g. As in Section 13.1 we obtain for
a, B roots of h that

to@a @) < ffr + P

if o4 Bis a root,
otherwise.

Proposition 13.7 Let g be a split semisimple Lie algebra over K,/ a
Cartan subalgebra of g, and as usual let Kill(X, Y) denote the Killing form
of g.

(a) If o, B are roots of g with « + f #0 and X eg(a), Y € g(f), then
Kill(X, Y) =0.

(b) If xe AR, then —ae R and dim(g(—a)) = dim(g(a)).

(¢) Kill(X, Y) restricted to A is nondegenerate.

(d) [nh]={0}.
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PrOOF (a) Let T=ad XadYandnoticethat T*(g(y)) < g(y + k(« + B))
for those positive integers k for which y + k(o + B) is a root of g. Since the
number of roots are finite we have that, for some largeenoughk,y + k(o + )
will not be a root of g and T*(g(y)) = {0}. Since g is a direct sum of its root
spaces, this implies that Tis a nilpotent linear transformation so that Kill
(X, Y) =trace T= 0. Notice that we have included the possibility that «
or f# is the zero root and have used only the fact that « + f # 0.

(b) Suppose ae# but — a¢ A Then from (a) it follows that
Kill(g(«), g(B)) = Oforall roots B of g and Kill( g(x), g) = 0 which contradicts
the nondegeneracy of Kill(X, Y) ong. In fact, general arguments about non-
degenerate bilinear forms allow us to conclude that g(«) and g( — ) have bases
X, Xy, ..., X,and Y,, Y,, ..., Y,, respectively, with Kill(X;, X;) = Kill
(Y;, Y)=0 for all i,j and Kill(X;, Y;) =4, which is the Kronecker
d-symbol. In particular, the dimensions of g(a) and g(—a) are the same.

() 0+#H,eh implies Kill(H,, Y, 29(2)) = 0. If also Kill(H, , h) =0,
then Kill(H,, g) = 0 contradicts the nondegeneracy of Kill(X, Y); so there is
some H, e h with Kill(H,, H,) #0.

(d) ad, A is a nilpotent and therefore a solvable Lie subalgebra of gl(g).
By Cartan’s criterion for solvability we have

Kill(H,, [H; H;]) = trace(ad H }(ad[H, H3]) =0
forall H,, H,, H, € h; that is Kill(h, [hh]) = 0. Now (c) implies [hh] = 0.

Definition 13.8 (a) Let 4* denote the dual space of 4; that is, 4* is the
set of linear functions from 4 into K. Notice that & is a finite subset of A*.

(b) For each a e # let H, denote the unique element of # such that
Kill(H,, H) = a(H) for all H € h. It is clear that such an H, exists because of
an elementary result which states that the conclusion is true for any symmetric
nondegenerate bilinear form on a vector space and any function in the dual
space of the vector space.

Proposition 13.9 Let g be any split semisimple Lie algebra with the
notation as before.

(a) Then Kill(Hy, H,) =Y, gn,a(Hy)a(H,) for all Hy, H, € h where n,
is the dimension of g(a).

(b) Then £ spans h*.

(¢) If Xeg(a), Yeg(—a), and (ad H)X = a(H)X for all H € h, then
[XY]=Kill{X, Y)H,.

Proor (a) Kill(H,, H,) = trace(ad H, ad H,) and the formula follows
by looking at the matrices for ad H, and ad H, in Jordan canonical form.
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(b) Let feh*. Then using the remarks in Definition 13.8, we have an
H,eh such that f(H) =Kill(H;, H) for all Heh. However, from (a),
Sf(H) =Y n,a(H)a(H) so that & spans A*.

(¢) Forany Heh,

Kill((XY], H) = Kill([HX], Y)
= o(H) Kill(X, Y) = Kill(Kill(X, Y)H,, H)

and the formula follows from the nondegeneracy of Kill(X, Y) on A.

Proposition 13.10 Let g be a split semisimple Lie algebra as before. Then
the root spaces g(x) for a € & are not only weight spaces but are in fact
characteristic spaces; that is, [HX] = a«(H)X for any H € h and X € g().

ProOF Choose a basis for g so that the matrices foreachad H withHeh
restricted to g(«) look like

«(H) .

0 " o(H)

For a fixed H € h write ad H =S + N where S is semisimple and N is nil-
potent. Then S(X) = a(H)X for any X e g(a) and since [g(a)g(f)] < g(a + B)
one finds that

SAXYD = (a + HUI[X Y] = [(H)X Y] + [XBH)Y] = [S(X) Y] + [X S(Y)]

for all X € g(a) and Y € g(B). This shows that S is a derivation of g and from
Section 12.3, S = ad Z for some Z € g. By noticing that S = ad Z consist of
the diagonal part of the matrix for ad H we find that S = ad Z commutes with
all the matrices of ad, # and so [ZA] = {0} and Z € N(h) = h. We must show
that S = ad Z = ad H; thatis, N = ad(H — Z) is 0. The matrix for ad(H — Z)
is strictly upper triangular so Kill(H,, H — Z) = trace(ad H, ad(H — Z)) =0
for all H, e h, and H — Z = 0 by the nondegeneracy of Kill( X, Y) restricted
to h. Thus ad(H — Z) = 0 as required.

REMARK (3) Notice that Proposition 13.10 implies that the formula in
Proposition 13.9 (¢) holds for all X e g(«). This formula and some facts about
representations of s/(2, K) will be used in the next section to prove some
further properties of root spaces. First, however, this section will be concluded
with some examples.



2. ROOT SPACES OF SPLIT SEMISIMPLE LIE ALGEBRAS 271

Examples (1) Let g =sl(n, K) and let E;; be as usual, the matrices in
gl(n, K) with 1 in the ith row and jth column and zeros elsewhere. We first
compute the Killing form for si(n, K). Since I commutes with everything in
gl(n, K) and gl(n, K) = KI + sl(n, K), the Killing form of si(n, K) is equal to
thc Killing form of gl(n, K) restricted to si(n, K). Thus for any 4 = [a,}],

= [b;;] € g = sl(n, K), Kill(4, B) = trace(ad 4 ad B) where the trace is
computed by using the E;;’s as a basis for gl(n, K).

(ad A ad B)EU = (ad A) I‘Zl (bklEkj - ka E"‘)

= Zl I(Zl (a"'k bki E"lj - ajm bkiEkm = Gy bjk Emk + Axm bjk Eim)'

This contributes Y 2_, (ay by + ai;bp) — a;; by, — ay,b;; to the trace and if we
sum over all | <4, j < n we find

Kill(4, B) = 2n i 2": a
=1 j=1

uM,

Z": b;; = 2n(trace(4B))

since trace(4) = Y ., a;; = 0; note exercise (3), Section 12.2.

Notice that Kill(4, B) = 2n(trace(AB)) is nondegenerate which shows
that si(n, K) is semisimple.

Leth={}"_1a;E;: Y} a; =0} which is the set of all diagonal matrices
of si(n, K). It is easy to check that 4 is a Cartan subalgebra of g = sl(n, K) and
so g has rank n — 1. The nonzero roots of g are & = {a : j #k, 1 <j, k < n}
where

n
a,-k(‘zl aiiEii) =4a;; — Qi
and the corresponding root spaces are

g(a;) = KE

Notice that —aj = a;; and that each g(a;) is one-dimensional. If we define
H, = (Ej; — Ey)/2n, then, for any H= )7.,a,E;eh, Kil(Hy, H)=
aj; — a so H,, = Hj, where H,, is given in Definition 13.8. It is also very
easy to check that the conclusions of Proposition 13.9 also hold for this
algebra. Thus si(n, K) will be an important example for later results and the
above formulas will be used at that time.

(2) Consider the derivation algebra 2(%) of a split Cayley algebra €
over K as described in example (3) at the end of Section 9.6. Thus 2(¥) =
{D(A,x,y): Aesl(3,K) and x,ye¥ = K3}, where ¥ is the three-
dimensional vector space of column vectors over K. The action of the
derivations on € can be found in Chapter 9. However, the Lie multiplication
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in 2(¥) is of more interest to us now and for convenience will be displayed
once more.
[D(4y, %y, y1), D(A42, X2, y2)] = D(43, X3, y3)
where
Ay = [Ay, 4]+ 3x195" = 3x, 91" + (x5, 31) — (x1, ¥2)),
X3 =Ax; — Aax; —2); X ¥,
yi=—A'ya + A3’y + 2% X x5

The Killing form for 2(%) can be computed as in the previous example using
any convenient basis for 2(%). One finds that

Ki”(D(Al 2 X1, Y1) D(43, X5, ;) = 8 trace(4;4,) + 24(xy, y,) + 24(x;, y1)

so 9(¥) is semisimple since the Killing form is clearly nondegenerate.

To examine some of the other concepts of this chapter set g = 2(¥) and
h={D(H,0,0): H e sl(3, K), H diagonal}. For D(H, 0, 0) € h the multiplica-
tion simplifies to

[D(Ha 0: 0)9 D(A’ X, J/)] = D([Hs A]; Hx, _Hy)

It is now easy to check that A is Abelian and self-normalizing and so is a
Cartan subalgebra of g, and g has rank 2.

Let
1 0 0
wel wol el
0 0 1

be the usual basis for ¥ = K* and let E;;, 1 <1, j < 3, be as in the previous
example. Set H=Y72,a,E;esl3,K) so that a;; + ay, +a33=0. The
roots and root spaces for g are now given in Table 13.1.

Notice that after we discover that g is a direct sum of its roots spaces we
then know that g is in fact a split Lie algebra or at least that all the characteris-
tic roots of ad H for H € hare in K. It will become apparent in the next section

TABLE 13.1

i o(H) glay) g(—ay)

1 ayy —azz KD(E,;,0,0) KD(E;y, 0,0)
2 a1 —4ass KD(E,»,0,0) KD(Es4,0,0)
3 Qzz2 — a3 KD(E;3,0,0) KD(E;,,0,0)
4 a KD, E,,0) KD(@©,0, E;)
5 az2 KD(O’ E2 ] 0) KD(O, 0’ EZ)
6 aiss KD((), Ea s 0) KD(O, 0: EJ)
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that this implies that g is split. Notice that € being a split Cayley algebra
implies that 2(%) is a split semisimple Lie algebra even though the definition
of a split Cayley algebra did not even involve characteristic roots of a linear
transformation. It is in fact known that for any Cayley algebra ¢, 2(%) is
split if and only if € is split as a composition algebra. The following exercises
are related to the examples in Section 2.

Exercises (1) For any integern > 1 let

10 -0
n-|0 0 &
0 I o,

be a (2n + 1) x (2n + 1) matrix where O, and I, are, respectively, n x n zero
and n x n identity matrices. Let #(n, K) be the Lie algebra of all (2n + 1) x
(2n + 1) matrices 4 over K such that J, A'J, = — A. The notation for #&(n, K)
is chosen for historical reasons and will be explained in the next chapter. Verify
the following facts about #(n, K):

(i) 2B(n, K) is just the set of matrices

0 u v
- R S
- T -R

where u, v are n x 1 matrices, R, S, Tare n x n matrices, ' = —S, T' = - T,
The dimension of %#(n, K) is 2n* + n.

(i) Kill(4, B) = (2n — 1) trace AB for any A4, Be %(n,K) and so
%(n, K) is a semisimple algebra.

(iii)) The subalgebra # of Z(n, K) of diagonal matrices in #(n, K) is a
Cartan subalgebra. The rank of %(n, K) is n.

(iv) Let H=37_i@is1,i+1(Eis1sir1 — Eitnt1:i4n+1) be an arbitrary
element of h. The roots and root spaces of g = %(n, K) are described in
Table 13.2.

TABLE 13.2
Root A AH) Basis for g(\)
ay, 1<i,j<ni#j Ar41, 141 — G4, J41 Eivi. 541~ Ejvnst, t4n4e1
B, 1<i<j<nm Qiv1,041 T Apan, g1 Eiv1.54ne1 — Eppr, 14041
Y, 1<i<j<n —@r41,041 — Qj41, 541 Eivntr, 041 — Ejsnin, 141
8, 1<i<n =41, 1+1 Ei iv1—Eiins1,1

&, 1<i<n i1, 141 E\, ivn+1 — Eiy1,1
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(2) Foranynz1,let
Oll ln
L[ o)
be the 2n x 2n matrix where O, and I, are as in the previous exercise. Let

9P(n, K) be the Lie algebra of all 2n x 2n matrices 4 over K such that
L, A'L, = — A. Verify the following facts about 2(n, K):

(i) 2(n, K) is just the set of matrices

R S
[+ -&]

where R, S, T'are n x n matrices and §* = — S, T* = —T. The dimension of
D(n, K) is 2n* — n.

(ii) Kill(4, B) = (2n — 2) trace AB for any A, Be 2(n, K), so 2(n, K)
is semisimple.

(iii) The subalgebra of @(n, K) of diagonal matrices is a Cartan sub-
algebra of 2(n, K). The rank of @(n, K) is n.

(iv) Use (iv) of the previous exercise to produce a table of roots and
root spaces of 2(n, K).

(3) Foranyn>1,let
O, I,
M" - [_In On]
be the 27 x 2n matrix where O, and I, are as before. Let ¥(n, K) be the Lie
algebra of all 2n x 2n matrices 4 over K such that M, A'M;! = — A. Verify
the following facts about €(n, K):

(i) %(n, K) is just the set of matrices

R S
[+ &)

where R, S, T are n x n matrices and S* =S, T'=T. The dimension of
%, K)is 2 +n*n.

(ii) Kill(AB) = (2n + 2) trace AB for any A, Be ¥(n, K) so 4(n, K) is
semisimple.

(iii) The subalgebra of €(n, K) of diagonal matrices is a Cartan sub-
algebra. The rank of ¥(n, K) is n.

(iv) Let H=Y1., a; {E; ; = E 4a 1+) be an arbitrary element of A.
The roots and root spaces of g = €(n, K) are described in Table 13.3.

REMARK (4) The examples and exercises above include all but four of
the simple split Lie algebras over a fixed field K of characteristic 0. The proof
of this fact (which follows in the next chapter) includes many algebraic com-
putations, but the reader should be assured that the above matrix computa-
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TABLE 13.3
Root A A(H) Basis for g(A)
oy, V<ij<ni#j a1 —a;,, Ei;—Ejinisn
ﬁl.]a 1<i<j<n a,+a; Eijent Ejtan
Yug, 1<I<j<n Qi — 4y, Eipnst Ejvmi
28(, 1 _<_15n —2a“ El+n.l
2, 1<i<n 2a, Ei isn

tions comprise the bulk of the tiresome details needed in describing the simple
Lie algebras.

(5) The algebras #(n, K), €(n, K), and 2(n, K) are often described as
the set of linear transformations that are skew with respect to certain bilinear
forms. Thus let J be one of the matrices J,, L,, or M, appearing in the exer-
cises and let X and Y be column vectors of the appropriate size so that
B(X, Y) = X*JY defines a bilinear form. Notice that B(X, Y) is nondegenerate
in all three cases, that it is symmetric in the first two cases, and that it is anti-
symmetric in the third case. For a linear transformation 4 on the given vector
space of column vectors let A* be the unique linear transformation such that
B(AX, Y) = B(X, A*Y)forall Xand Y, onecaneasily checkthat A* = J ™' 4"J.
Then g, the Lie algebra of all linear transformations with A* = — 4, is iso-
morphic to the Lie algebras of matrices that were described in the exercises.

(6) Summarizing some of the results for a split semisimple Lie algebra
g we have

g=h+Y g@)=h+3 g)+g(-a),
where h is a Cartan subalgebra of g and a varies over #. The second sum is not

direct, since we are duplicating some root spaces. In the next section we will
show h =) KH, for H, € h of Definition 13.8 and « varies over #. Thus

g=13 KH, + g(a) + g(—),

and we shall show KH, + g(a) + g(—a) is isomorphic to s/(2, K); that is, g
is built up of three-dimensional Lie subalgebras which are isomorphic to
si(2, K).

3. Irreducible Representations of s/(2, K)

The following basic theorem completely characterizes the finite-dimen-
sional irreducible representations of s/(2, K). This theorem will be used to
obtain further properties of roots of split semisimple Lie algebras.



276 13. CARTAN SUBALGEBRAS AND ROOT SPACES

Theorem 13.11 Let g be an abstract Lie algebra over K with basis H, E,
F where [HE] = 2E, [HF] = —2F, and [EF] = H so that g is isomorphic to
sl(2, K). For any positive integer » > 2 define a linear map p : g - gl(n, K) by
setting

n—1 0 0 7
0 n—-3 0 0
0 0 n—35
p(H)= . N 3
0 3—n 0
| 0 1 —n]
[0 n—1 0 T
0 0 n—2 0
0 O 0
p(E) = . :
0 20
0 0 0 1
i 0 0 0]
0 0 O 7
1 00 0
0 20
p(F) =
. 0 0 0
0 n—-2 0 0
| 0 n—1 0]

Then p is an irreducible representation of g. Conversely, given any finite-
dimensional irreducible representation p : g — gl(V), there exists a basis for
V so that the matrices for p(H), p(E), and p(F) are precisely those above with
n being the dimension of V.

ProoF A straightforward matrix computation will show that [p(H),
p(E)] = 2p(E), [p(H), p(F)] = —2p(F), and [p(E), p(F)] = p(H). Then p is a
representation of g. To show that p(g) acts irreducibly on the n-dimensional
vector space V of column vectors we first consider the usual basis for V. Thus
X, is the vector with a 1 in the kth row and zeros elsewhere. Let X = Z,_, x, X
be any nonzero vector in ¥. We must show that any subspace of ¥ containing
X which is invariant under p(g) must be equal to V itself.
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Suppose x, =0 for | <k <m < n but x,, # 0. Then notice if m # n that

n—1 n=1
p(F)thzx kxy Xiyy = z kxi Xy4

k=m

so p(F)' "X=m(m+ 1)---(n— l)x, X,. Thus any nontrivial invariant
subspace of V contains X,. However, p(E)*X, = k! X,_, so any invariant
subspace contains all the vectors in the basis of ¥ and must be V itself. We
have shown that p is an irreducible representation of g and will now show that
these are the only possible finite-dimensional irreducible representations.

Conversely, given p, we first claim that there exists a 0 # X e V with
p(H)X = aX for some a # 0 and p(E)X = 0. So first assume K is algebraically
closed so that p(H) has a characteristic vector, say p(H)Y = bY. We will see
shortly that » must be an integer so at that point we no longer need the as-
sumption of algebraic closure. If p(E)Y =0, we are finished. Otherwise let
Y, = p(E)Y and notice that

p(H)Y, = p(H)p(E)Y

= (p(IHE]) + p(E)p(H))Y

=20(E)Y + bp(E)Y = (b + 2)Y,.
If p(E)Y, #0, set Yy = p(E)Y, and compute that p(H)Y; =(b+4)Y;. In
this way we obtain a sequence Y, Y,, Y,,... of characteristic vectors of
p(H) each with a different characteristic value so the vectors of this sequence
are linearly independent. Since V is finite-dimensional there can be only a
finite number of vectors in this sequence; that is, p(E) Y, = 0 for some k and
Y, is the vector desired.

Let X; be a vector as constructed in the previous paragraph so
p(H)YX, =aX, and p(E)X, =0. For each positive integer k define X, =
p(FY 1 X, /(k — 1)! = p(F)X,_,/(k — 1). As in the previous paragraph it is
easy to verify that p(H)X, = (a — 2k + 2) X, so only a finite number of the
X,’s are nonzero. Choose n so that X, is the last nonzero vector in the sequence.
The X, X;,..., X, form a basis for V since the following three formulas
show that the subspace spanned by these vectors is invariant under p(H),

p(E), p(F)
p(H)X, = (a — 2k + 2)X,,
()X, =kX, for 1<k<n, p(F)X,=0,
pEYX,=(a—k+2)X,_, for 2<k<n, p(E)X;=0.

We must still prove the last formula. However, first notice that the formulas

precisely coincide with matrix entries we are interested inifa=n— 1.
To prove the formula for p(E) notice that

p(E)X; = p(E)p(F)X,
= (p(H) + p(F)p(E))X; = aX,.
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Now proceed by mathematical induction and assume the result for k — 1.
Then

(k — Dp(E) X, = p(E)p(F) X, -y
= (p(H) + p(F)p(E)) X, -,
=(@—2k+8)X,_y + K —2a—k+3)X_,
=k —1)a-k+2)X,,.

The desired formula now follows. Finally to show that a = n — 1 notice that
the matrix for p(H) = [p(E), p(H)] is of trace O0soa+ (@ —2)+ (@ —4) + -
+ (a — 2n + 2) = 0 = na — n{(n — 1). This completes the proof of the theorem.

Example (1) If n=2 in the theorem, one obtains the usual matrices
for sl(2, K).

Exercise (1) The algebra #(1, K) described in the first exercise of the
previous section is a three-dimensional algebra of 3 x 3 matrices and is iso-
morphic to sl(2, K). An explicit isomorphism from the algebra g described in
Theorem 13.11 to #(1, K) is indicated by H—- H’, E— E’, F— F’, where

00 0 00 -2 010
H=10 2 0], E=]2 0 0}, FF=] 0 0 0].
00 -2 00 O -1 00

Show that the matrices of %(1, K) describe an irreducible representation of
sl(2,K) of degree 3. Find a nonsingular 3 x 3 matrix Pso that PH'P~! = p(H),
PE'P™! = p(E), PF'P™! = p(F), where p(H), p(E), p(F) are as in Theorem
13.11 with n =3.

REMARK (1) For the remainder of this section we will return to in-
vestigating split semisimple Lie algebras. The notation will be as in the
previous section so g is a split semisimple Lie algebra over a field X of charac-
teristic 0 and A is a Cartan subalgebra of g. We know thatg = h + Y, _ 4 g(a)
as a vector space direct sum where &£ denotes the nonzero roots of g and each
root space g(x) is a characteristic space. We wish to find a subalgebra of g
isomorphic to s/(2, K). To find such a subalgebra we can use Proposition
13.9(c) that says that for any Xeg(a) and Yeg(—a) we have [XY] =
Kill(X, Y)H, where Kill(H, H,) = a(H) for all H e h.

Proposition 13.12 With the notation as above we have:

(a) «(H,)=Kill(H,, H,) #0 for each «a € #;

(b) the dimension of g(x) is | for each a € #;

(c) if we define h(e) = [g(a)g(—a)] = KH,, then h(a) + g(a) + g(—a)is a
subalgebra of g isomorphic to si(2, K).
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ProoF (a) Suppose for a fixed « € # we have a(H,) = 0. Then choose
any X eg(x), Y eg(—a)so that Kill(X, Y) = 1. Notice [H, X] = a(H,)X =0,
[H,Y]=0, [XY]=H,. Thus H,, X, Y span a three-dimensional nilpotent
subalgebra of ¢ and ad H,, ad X, ad Y span a three-dimensional nilpotent
(and solvable) subalgebra of gl/(g). Since ad H,=[ad X, ad Y] and
{ad H,, ad X] =0, we have by Lemma 12.34 that ad H, is a nilpotent
linear transformation. By Proposition 13.10, ad H, is a diagonalizable linear
transformation. A linear transformation which is both nilpotent and diago-
nalizable must be 0 so ad H, = 0. This clearly contradicts the semisimplicity
of g.

(b) and (c¢) For a fixed a € # choose any X € g(a) and Y € g(—«) so that
Kill(X, Y) = 2/a(H,) and set H =2H,[«(H,). Then [HX]=a(H)X = 2X,
[HY]= —2Y,and [XY] = Kill(X, Y)H, = H so g, the subspace of g spanned
by H, X, Y, is a subalgebra of g isomorphic to s#(2, K). To complete the proof
we must show that g(«) is one dimensional or equivalently that g(—a) is one
dimensional.

Suppose the dimension of g(—a) is greater than I, then choose some
0 # Z e g(—a) with Kill(X, Z) = 0; note the proof of Proposition 13.7(b).
Then

(ad X)Z = [XZ] = Kill(X,2)H, =0, (adH)Z =[HZ]= —a(H)Z = —2Z.

This is precisely the situation described in the last part of the proof of Theorem
13.11, except for an unfortunate clash of notation. We could follow the com-
putations there to show that Z, = Z, Z, = (ad Y)Z, Z, = (ad Y)?Z/2, ...,
Z,=(ad Y)""!1Z/(n — 1)! forms a basis for a subspace W of g invariant under
ad X, ad Y, and ad H. Furthermore we can conclude from previous com-
putations that ad H restricted to W has a matrix

-2 0 0
0 —4 0 0

AH) = 0 0 -6
0 . —2n

where A = ad restricted to W. On the other hand A(H) = [A(X), A(Y)] on W,
so that trace A(H) = 0. This is a contradiction which shows that g( —«) is one-
dimensional.

Definition 13.13 For each a € 4, let
H,' =2H,[«(H,),

where, as before, H, is the unique element of 4 such that Kill(H,, H) = a(H)
for all H e h.
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REMARK (2) Clearly [H,’X] =2X for any X eg(«) and [H,'Y] = -2Y
for any Yeg(—a). Given any nonzero X eg(x), there exists a unique
Y € g(—a) with [XY] = H," and then H,’, X, Y multiplies like the usual basis
for sl(2, K).

Definition 13.14 For any «, f € #, define (a, g) = Kill(H,, Hg). Since
& spans h*, the dual space of 4, this definition can be extended to a symmetric
nondegenerate bilinear form {4, u> on h*.

ReEMARK (3) Definition 13.14 can be thought of as a simplification
of notation. Thus H,' = 2H,/{a, «), and from Proposition 13.9
<}', ”) = z <As a)(#’ (X)

aed

for any 4, u€ #. Now if the base field K is either the real numbers or the
rational numbers, then for any Be #

B, B> = Za B, ay* > 0.

Thus (A, p) is positive definite in this case.

We make a few more observations. For 4 € A*, let A(H) = Kill(H,, H).
Then if A=) a,a; by Proposition 13.9, we have H, = a;H, , for A(H) =
Y a;aH) =Y a;Kill(H,,, H) = Kill(}_ a;H,,, H) and the result follows.

Next note for A, u € h* that

<4, p> =Kill(H,, H)),

for writing A=Y a,0, and p=Y b;a;, we see <A, u) =Y a;b<a;, o4;> =
Y. a,b; Kill(H,,, H,) = Kil(H,, H,) using the preceding paragraph.

Proposition 13.15 If o, e # and B is not a multiple of «, then m =
2{a, BO/{o, o) is an integer, and B, f — o, § — 2a, ..., B — ma are all in R if
m>0and 8, f+a, f+20,...,8 —maarein Zif m <0.

PrOOF Choose X e g(a), Y e g(—a) so that H,', X, Y are a basis for a
subalgebra of g isomorphic to s/(2, K). Now ad H,’, ad X, and ad Yactong,
so these maps restricted to an irreducible submodule of g must have matrices
like those of Theorem 13.11. Any root space of g must also be a weight space
in an irreducible submodule of g; in particular, this is true for g(f). For any
Zeg(p)

[H,'Z] = B2H, /o, 0))Z = (2{a, B>/{2, a))Z = mZ.

Thus m is a characteristic value of ad H,". Thus by comparing with p(H) in
Theorem 13,11, m must be an integer. We are finished with the proofif m = 0.
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If m > 0, then by again examining p(H) we find that m,m — 2, m — 4, ...,
—m are all characteristic values of characteristic spaces of ad(H,’) in the same
irreducible subspace of g as g(B), in fact Z, (ad Y)Z, (ad Y)?*Z, ..., (ad Y)"Z,
form a basis for these spaces, and these elements lie in g(8), g(8 — o), g(f — 24),
..., g(f — ma) as required. The same argument works for m <0 by using
ad X instead of ad Y. Also note exercise (4) of this section.

Proposition 13,16 Let «, a,, ..., a, € & be a basis of #* over K andlet V'
denote the vector space over the rational numbers Q spanned by «,, «,, ...,
a,. If a, f € R, then {a, B> € Q and thus {4, u> € Q for all 4, ue V. Also
{4, p is positive definite on V.

ProorF By remark (3), {f, B> = Y ,ca (B, 2)* > 0 and therefore
4/<B, B> = 4B, BYI<B, BY* = ag,a 4{B, ad*/<B, B>?

which is a sum of integers squared, using Proposition 13.15. Thus {8, 8> € 0
and since 2{a, #>/{B, B> is an integer, {a, B> € Q. Since A, u € V are rational
linear combinations of elements of #, {4, u) € Q also.

Now {4, u) is positive definite on ¥ as follows. From remark (3) we see
for Ae V, with A(H) = Kill(H;,, H) for H € h, that

<4, 4y =Kill(H,, H,)
= Z n,o(H)a(H,) = Z a(H}.)z
using Proposition 13.9, and the dimension of g(e) is 1. Thus {1, 1) =0 im-

plies a(H,;) =0 for all « € &, which gives H, =0 since # spans A*. Thus
A=0.

Proposition 13.17 If «, f € # and p, q are the largest nonnegative integers
suchthat f+pae R and f —que &, then f—qo, f—(q— De, ..., B + pa
are all roots of g and 2{a, B>/{at, ) = q — p.

ProorF Continue the notation in Proposition 13,15 so that m =
2{a, f>/{a, a>. For Z; e g(f§ + pa) and Z, € g(f — qo), we have

(ad H,)Z) =(m + 2p)Z,,  (ad X)Z; =0,
(ad H,)Z, =(m — 29)Z,, (ad Y)Z, = Q.

Both Z, and Z, can be used to generate irreducible subspaces m, and m,
under the action of the algebra spanned by ad H,, ad X, and ad Y. Using
irreducibility, these two subspaces must either coincide or have zero inter-
sections. By checking the matrices of Theorem 13.11, we discover that the
dimensions of m, and m, are m + 2p + 1 and —(m — 2¢q) + 1. The sum of



282 13. CARTAN SUBALGEBRAS AND ROOT SPACES

the two dimensions is 2(p + g + 1), so the spaces coincide and are in fact
equal to g(B —qu) + g(B — (g — Da) + - - + g(B + pa). Thus all B + ka are
roots for —g < k < p (with k integral). Finally, since the dimension of m, is
p+tq+l,weseep+gq+l=m+2p+1=29g-m+1sothat m=gq—p
as required.

Exercises (2) Suppose r is the largest positive integer such that, for a
given « € &, we also have ra € #. Let

k=g(—a)+ KH,' + g(&) + g(2a) + - - + g(ra).

Show that k is a subalgebra of g which is invariant under ad H,', ad X, and
ad Y where X e g(), Y € g(—a).

(3) By considering the trace of ad H,' = [ad X, ad Y] restricted to k in
exercise (2), show that 0, «, —« are the only integral multiples of « that are
also roots of g.

(4) Showthatifae®,reK,and rae#,thenr =0or *1.

(5) Consider the Lie algebra g = 2(%) of example (2) of the previous
section. Letting § = a, and & = ag, verify directly the properties in the con-
clusion of Proposition 13.17.

(6) Given g an arbitrary semisimple split Lie algebra as before, show
thatif o, B, + fe R and 0 # X eg(a), 0 # Y € g(f), then [XY] 0.

Proposition 13.18 Consider a semisimple split Lie algebra g over a field
K of characteristic 0 as before. If ay, a5, ..., o, € # is a basis for A* over K
and if V is the vector space over the rational numbers Q spanned by a,, ...,
o,,then Zc V.

ProorF Following the proof of Jacobson [1962], suppose S =
Yi.itio;e R We must show that each t,€ Q. Consider the system of
equations

2B, a,5/<ey, > = (z 62, o5y, o))

forj=1,2,..., n This system of equations in t, ¢,, ..., t, has integral co-
efficients and will have a rational solution if that solution is unique. However,
the uniqueness follows from the linear independence of the a,’s over the
field K.

ReMARK (4) Given g as in Proposition 3.18 and a fixed « € &, define a
nonsingular linear transformation S, : V> V by

S,(A) = 4 — 2(Kat, 2D/<at, @)
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for all A€ V. Proposition 13.15 guarantees that S,(1) € ¥ and at the same
time shows that S,(f) € # for all 8 € &. Thus S,(#) = R, that is, S, permutes
the finite number of elements of #. Notice also that S, () = —a and U =
{A € V|S,(A) = 1} is a subspace of V of dimension one less that the dimension
of V. These will be properties of # and V that will be very important in the
next chapter.

One can consider the group W of linear transformations on ¥ generated
by the S,’s as « varies over the elements of 2. This group is finite because it
can also be thought of as a set of permutations on the finite set #. Moreover
this group actually only depends on the Lie algebra g and is called the Weyl
group of g.

Exercise (7) Find the Weyl groups of si2, K) and s/(3, K).



CHAPTER 14

SIMPLE SPLIT LIE ALGEBRAS

In this chapter we examine the important results on roots of a semisimple
split Lie algebra given in Chapter 13. This leads to the study of abstract
root systems by means of Dynkin diagrams, and we classify the irreducible
root systems. Conversely, in the second section we construct some models of
simple Lie algebras corresponding to the irreducible root systems. These
algebras consist of four classical matrix types which we have previously
considered in examples and five exceptional types. In the third section we
discuss the inner automorphisms of these simple algebras in terms of sym-
metries of the corresponding Dynkin diagram.

1. Root Systems

We now consider some of the previous resuits on roots and study abstract
root systems. The Dynkin diagram of a root system is introduced, and by
means of these diagrams we find the root systems which correspond to simple
split Lie algebras.

Definition 14.1 Let V be a finite-dimensional vector space over Q, the
field of rational numbers, and let (x, ¥) be a positive definite symmetric
bilinear form on V.

(2) A finite subset & of nonzero vectors of Vis called a root system in Vif:

(i) R spans V,
(ii) aeRandrtaeR withte Q,thent= +1,

284
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(iii) «, f € R, then 2(a, B)/(a, ) is an integer;
(iv) o, B e R, then B - 2[(a, B)/(, a)] x € R.

The elements of # are called roots.

(b) A root system is called irreducible if there is no proper subset ¥ = ®#
such that (¢, f) =0 forallae ¥ and fc # but B ¢ &.

(c) For each x € # define the a-symmetry of V, S,: V> V, by S,(x) =
x — 2[(«, x)/(e, @)] a.

The Weyl group W of the root system &% is the group generated by the S,’s
as o varies over the roots of %.

Example (1) Let g be a split semisimple Lie algebra over a field of
characteristic 0, Z is its nonzero roots, V as in Proposition 13.18, and (4, p) is
the restriction of {4, u) to V. Various propositions of Chapter 13 show us
that & is in fact a root system in V.

ReMArRks (1) Many authors give a less restrictive definition of root
systems and then prove properties (i)—(iv) in Definition 14.1(a). Our definition
was chosen to correspond with properties already proved in Chapter 13.
Also authors use different names for irreducible systems such as indecom-
posable systems.

(2) Certain properties proved for roots in Chapter 13 are obvious from
Definition 14.1. Thus S (%) =% for all « € &, the elements of the Weyl group
are completely determined by their action on #; the Weyl group is finite;
and if x € &, then —a =S () e R.

Proposition 14.2 If# < Vis any root system, then there exist subspaces
VeV with V=V, +V,+--+V, as a vector space direct sum, and
(x,y)=0if xeV, yeV,, i #j. Furthermore # =#, VR,u - UR, asa
disjoint union where #; =% ~ V, is an irreducible root system in V;. Thus to
determine all root systems, we need only find the irreducible ones.

Proor If # < Vis not irreducible by definition, Z =2, U &,, a disjoint
and orthogonal union. Now set V, as the span of #;, i =1,2,s0 ¥, and V,
are orthogonaland V=V, + V,. Clearly &, is aroot system in V;. Now repeat
as often as necessary.

Proposition 14.3 For any root system £ in V and any « € &, we have
(Sa(x)isa(y)) = (x» y) for all x, yeV.
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ProoF From the definition we have

_ (a, x) )]
(S8, = (x -2 G5 ey 200 e)
_ (x’ y) _ 4 (az, x)(a, }’) + 4 (a’ x)(a’ y)(a’ C!) = (x, y)~

(o, @) (o, a)(a, )

Proposition 14.4 For any root system & in V and a, f e®, we have
2(«, f)/(B, B) =0, £1, £2, or +3. Define N(a, B) = 2(x, B)/(B, B).

ProOF By extending the base field of V to the real numbers R, we can
consider # to be a subset of R™, where m is the dimension of V and (x, »)
on Vis just the restriction of the usual inner product on R™. If we let 6 denote
the angle between o and B thought of as vectors in R™, we have

cos? 0 = (a, B)*/(a, a)(B, B)

so that N(a, B)N(B, &) = 4 cos? 0 < 4. Since N(a, B) and N(B, «) are both
integers, — 4 < N(a, f) < 4. We must rule out the possibility that N(x, ) =
+ 4. Assume N(a, f) =4. Then N(B,a) =1 and cos @ =1. Thus (a, a) =
2(«, B) = 4(B, B). However, then 8§ = 0and (a — 28,2 — 28) =0so thata = 28,
a contradiction. Similarly if N(x, ) = — 4, then 8 = n and « = — 28, againa
contradiction.

Examples (2) The following is a list of the possible root systems when
V is two-dimensional (see Fig. 14.1). In each case we describe a V< R?,
draw a graph, and assign to the root system a certain * type.” The notation
for the types follow a scheme that will be explained later in this section; also
see the work of Samelson, [1969, p.47]. '

(i) Type 4, x 4,, V= 0% a=(1,0), B =
(i) Type 4,, V={(s,3"%):5,teQ}, a=
and ® = {ta, 8, (2 + B)}.
(i) Type B,, V=02 a=(1,0), B=(—1,1), and & ={+a, £,
t(@+ f), £Qx+ B}
(v) Type Gy, V=1{(s,3"%: 5,1 0}, a=(l,0), B =(—3/2,3"/2), and
R={ta, £, @+ p), £Qux + B), +(3u+ B), +(3x + 28)}.

Notice that the root system of type 4, x A4, is not irreducible but the other
three root systems are.

©, 1), and # ={+a, +8}.
(1,0), B=(-1/2, 3'?/2),

(3) Suppose we wish to compute the Weyl group of the above root
system of type G,. The short (or long) roots are the vertices of a hexagon.
It is clear that the Weyl group W must be a subgroup of the dihedral group
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Ry

(i) (i)

L 3a+20

at+f 2a+fB
3a+f3

(iii) (iv)
Fig. 14.1. Root systems. (i) Type A; X A,. (ii) Type A;. (iii) Type B,. (iv) Type G,.

of order 12 consisting of all rotations and reflections of this hexagon. We see
SpSa+p(@) = Sg2a+ f) =20+ B and S§,S,.:45(2a + f) =Sp(@) =a + B, so
SgS,+4 rotates the hexagon counterclockwise 60 degrees. Thus W is clearly
the entire dihedral group of order 12.

Exercises (1) Find the Weyl groups of the other three root systems in
example (2) above.

(2) Show that there are seven possibilities for the angle 6 between
roots « and f # +a of a root system, namely 8 = n/6, n/4, n/3, =/2, 2n/3,
3r/4, 5n/6. Show that all of these angles occur in the graphs of the root
systems of example (2). Showthatif N(x, f) = +2,then N(B,«) = +1,0 = n/4
or 3n/4,and (a, a) = 2(B, B). Also if N(«, f) = +3,then N(B,a) = +1,0 = =/6
or 57/6, and («, o) = 3(B, B). Finally if N(a, f) = N(B, 2) = +1, then 6 = n/3
or 2xn/3, and (a, a) = (8, B).
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Proposition 14.5 If « and f are two roots in a root system Zwith f # +a
and («, f) >0, thena — f e &.

ProoOF Since («, f)> 0 implies N(x, f) > 0 and N(B, a) > 0, exercise (2)
implies N(«, f) = 1 or N(8,a) = 1.If N(, f) = 1,then Sg(a) = « — N(a, f)f =
o —PBeRIN(S, a) = 1,then —S,(f) = — B + N(B, ®)a = o — f € &, recalling
from remark (2) that « € ®# implies —a € &.

Proposition 14.6 If o, B € &R, B # +a, and p and g are the largestintegers
such that f§ + pa € & and § — qx € &, then

(8) B+ ka e & for all integers k with —q <k < p;
(b) N(ﬁ’ a) = 2(“1 ﬂ)/(a9 a) =q-—p.

ProoF (a) The result is obvious unless p> 1 or g> 1. Assume that
p>1. Then —3 < N(B, o) =2(x, f)/(2,®) <3 so that — 3o, @) < (o, )<
3(a, @), and fork>2wehave (o, f + ko) = (¢, B) + k(a, ) > 0. By Proposition
145, B+ k)—a=f+k—NaeR if f+kaecR Thus B, B+a, B+
2a,...,8 + pa € R. By considering —o instead of o, we find f —qu, § —
(g—Na,...,e A

(b) Since

So(B + ko) = B + ko — 2[(B + ko, )/(2, ®)]ot = B — (k + N(B, o))

we must have S,(f +pax)=p —qo and B —(p + N(B, a))x = § — go. Thus
N(p,a) =q—p as required. Notice that this is precisely the result in
Proposition 13.17 proved for root systems of split semisimple Lie algebras.

Definition 14.7 (a) A subset Z <% is called a root system basis for
the root system Z in Vif & is a vector space basis for V and, for any f e ®
we have =Y 7., m a, where # ={a,,a,,...,,}, and either all the m,’s
are nonnegative or they are all nonpositive.

(b) A root system basis # =% is said to be irreducible if there is no
nontrivial disjoint union # = #,V%#, with («, f) =0 for all « € #, and
Be &,

Proposition 14.8 Every root system possesses a root system basis.

ProorF Given the root system £ in V, choose any vector space basis
for V from &, say {Bi, B, -..,8,3. Any B €2 can be written uniquely as
B = 2;;, t;B; with t, e Q. We define a total ordering of # by prescribing
x > 0 for x € V if the first nonzero coefficient of x = Y}, ¢, B, is positive,
and for a, f € & set « > f il @ — f > 0. The usual properties for inequalities
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now hold. Define 2" ={ae Z:0>0land R ={—a: e R*}={aeR: —a
> 0}. Finally define # = {a e 2" : for all B,y e #*, « # B + y}. The proper-
ties of the next lemma show that & is a root system basis for &.

Lemma 14.9 With the notation as above, we have the following.

(a) % spans V.

(b) Ifa,fe®anda+#p,then (a, §) <0.

(c) 2 is a vector space basis of V.

d) If Z={a,,...,a,} and BeR*, then either B € # or there is some
a, € Bwithp—o,eR*.

(e) If BeR*, then there exist positive integers m; for i=1,...,n with

B= Z?=1 ma;.

Proor (a) It suffices to show that % spans #*. Suppose « € #* but
is not in the span of #, Then a = B + y where B,7 e®*. Now > o,y > a,
and either B or y is not in the span of #. Thus by repeating this process we
find there is no smallest element of #* not in the span of 4, a contradiction.

) If o,feB, a+#ph, and (x, f) > 0, then by Proposition 14.5 either
«a—PeRt or f—aeR*. However, then either o = (« — ) + p with B,
a—BeR*,or f=(f—a)+awitha, f —ae R, a contradiction.

(¢) We must show that the vectors of # are linearly independent.
Suppose they are not. Then we can write Y 7., 7,0, = 0 where each o, € &,
and the «,’s are ordered so that ¢, > O for each i < &, ¢; < 0 for i > k and some
k > 1. Then

0< (‘; ti“nig ’i“i) = (i Loy, f ("1)“1)

which is a contradiction.

(d) Assume f is a root such that fe R*, B¢ B, and B —a; ¢ R™ for
each «; € 4. If for some a; we have f — a; e #7, then a; = (¢; — f) + B with
(a; — B), BeR*, a contradiction. Thus 8 —a, ¢ #Z for all a, € B, and by
Proposition 14.5, (8, ;) < 0. Using this fact and (b), we can follow the proof
of part (c) to show that {§, «,, ..., a,} is linearly independent, a contradiction.

(e) This follows easily by induction using (d). Thus if § ¢ %, then there
exists a; € B with B — a; € #*. Since B — «, < B, we can assume by induction
that § — a; = ) n,a, with n, positive integers; this gives the results.

Proposition 14.10 If # is a root system basis for a root system & in V,
then £ is irreducible if and only if # is irreducible.
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ProoF Suppose £ is not irreducible so 2 = &, U &, with (a, f) = 0 for
o€ %, and B € B,. Let &, be the roots in # spanned by #;, i = 1, 2. Then we
claim that # =%, U &,, for suppose @ € # but a ¢ #, and o ¢ #,. Then by
Lemma 14.9(d) we can assume that « € # with a =o; + B, «; € #,, and B
in the span of #,. Now S, (®) = S,,(¢; + f) = —a; + f € &, and this contra-
dicts the definition of a root system basis. Conversely, suppose # =%, U #,
is not irreducible; then & = #, U #, where #; = %, n #. This shows that
4 is not irreducible.

Example (4) For each of the root systems in example (2), the notation
has been chosen so that # = {«, §} forms a root system basis.

Definition 14.11 Given a basis £ = {a,, ®,,...,q,} for a root system#
in V, let N(«, B) = 2(a, B)/(B, B) for any a, § € # as in Proposition 14.4.

(@) The matrix (N(a;, a;)) is called the Cartan matrix of the root system .

b)) Ifa=Y7r,mae,eR*, then Y7, m, is called the height of «
(with respect to #).

(¢) Two root systems #;in V,, i = 1, 2, are said to be isomorphic if and
only if there exists a nonsingular linear transformation T from V] onto V,
such that T(#,) = #, and (Tx, Ty) = c(x, y)forallx,y € V; where 0 < c € Q
and (x, ») is the bilinear form for V; and {(x, y) is the form for V,.

Example (5) The Cartan matrices of the root systems in example (2) are

o2 [ 2) [5G we |57

Also notice that the last three root systems have unique roots of maximal
height.

ReMAarRk (3) Notice that every Cartan matrix has 2’s down the diagonal
and negative integers or 0’s elsewhere. Also notice that an isomorphism of
root systems takes a basis of the first onto a basis of the second in such a way
as to preserve the Cartan matrix.

Proposition 14.12 (a) All the roots of a root system 2 can be determined
from a basis & for # and the Cartan matrix for £ with respect to %.

(b) Two root systems with bases such that their Cartan matrices are
identical are isomorphic root systems.

ProofF (a) We will proceed by induction on the height of roots to
find all roots of #*. The roots of height 1 are just those in #. Assume we
know the roots of 2" of height k and we wish to find the roots of height k + 1.
By (d) of Lemma 14.9, every root of this height is of the form « + «a; with
ae®R* of height k and «, € #. The Cartan matrix allows us to compute
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N(e, ). By Proposition 14.6(b), N(a,a;) =g — p where o + ko, € & for
—q < k < p. By the induction hypothesis ¢ is known, so we are able to deter-
mine p and decide whether o + o; € # or not.

(b) This follows easily from (a).

ReEMARK (4) At this stage we have not shown a given root system has
the same Cartan matrix up to a permutation of rows and columns no matter
what basis is chosen. This is in fact true but will only become clear once we
show that essentially different Cartan matrices correspond to root systems
of nonisomorphic Lie algebras.

Definition 14.13 The Dynkin diagram A of a root system & in ¥V with
basis # = {a,,...,a,} consists of a graph in the real space R? with » vertices
labeled with ay,...,a, and N(a;,2)N(a;,«;) line segments joining the vertex
of a; to the one «;. Finally if N(«, 8) # 0 and (8, §) > («, @), draw an arrow
on the line segments from the vertex of § to the vertex of a.

Example (6) The accompanying graphs are Dynkin diagrams of the
four root systems of example (2).

[ a o

" A A A A
Type A, x A, Type A, Type B, Type G,

Proposition 14.14 The Dynkin diagram A of a root system & in V with
basis # ={a,,...,a,} completely determines the corresponding Cartan
matrix of &.

ProoF We must merely show that N(x;,«;) can be determined for i # j.
If vertices o; and «; are not joined, then N(«;,a;) = 0. If they are joined
by a single line, then N(a;, a;) = N(«;,a;) = —1 and (o, %) = (¢, ;). If
N(2;,2)N(a;, ;) = 2, then the roots cannot have the same length with the
longer being indicated by the arrow. Assume (2;,a;) > (a;,a;). Then
—N(a;, @) = =2(a;, ap)/(ay, o) < —2(0y, 2)/(2;, @) = — N(ay, @), so
N(x;, ¢y = —1 and N(w;, a;) = —2. Finally if N(x;, @)N(a;, @;) =3 and
(a;, ;) > («;, @), then a similar argument yields N(a;, ;) = —1 and N(o;, ;)
= -3

ReMARK (5) We have thus reduced the problem of finding all irreducible
root systems to that of finding all Dynkin diagrams which (by Proposition
14.10) must have each vertex joined to at least one other vertex; that is, the
diagram is connected.
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We shall show at the end of this section that there are only four infinite
classes and five exceptional cases for Dynkin diagrams arising from irreducible
root systems. These diagrams are listed in Proposition 14.15, and the notation
used to label the diagram is historical with subscripts denoting the number
of vertices and the letter the * shape” of the graph.

Proposition 14.15
root systems {a,, o,

Type 4,,
Type B,,

Type C,,

Type D,,

Type E;

Type E,

Type Eg
Type F,

Type G,

nx1

nx=2

n=3

n=>4

The list of Dynkin diagrams arising from irreducible
...,0,} are precisely the accompanying.

o Lo — )
y b
o 173 %l— 1 Oy
=] Qe '—O#O
3
%y o Op—y 0ty
[ Q r— —O#O
3
oy 7] Op—y %y
/° Xy
[+] O . —
oy a2 “n-z\
o,y
° a6
o o
oy oy oy oy o’
o a7
Q
oy o, o oy o o6
[ as
[e]
221 o a3 Oy as Ug
o] /V {o]
oy o, 05 o’
B

ay



1. ROOT SYSTEMS 293

Example (7) Leta, =(-1,0,0,0), 2y =(3,4, 4, 1), 23 =(0,—1,0,0),
ay = (0,0,—1, 0), and let Z be the system of roots
+a;,, i=1,2,34; +(, + ), i=1,3,4;
i-(al + <z2 + as); i(al + 0‘2 + a4): i(“z + d3 + a4)a
(o + oy + oy + ), + (o + 20, + a; + ay).

Then Z is an irreducible system of roots with & = {a,, a,, a3, 04} as a basis.
The Cartan matrix and Dynkin diagram are
2 -1 0 0
-1 2 -1 -1
0 -1 2 0
0 -1 0 2

and

/°d4
o o .
o d\
1 2 oo

3

The Dynkin diagram is of type D,.

We now prove Proposition 14.15 in many steps. First we shall find the
diagrams without the arrows and put them in later; we shall still call these
diagrams without arrows * Dynkin diagrams.”” Thus if # = {«,,...,,}is a
root system basis, we replace the «; by the unit vector X, = a;/|a;]| where
Jla,ll is the length of «; determined by the form (x, y) on V considered as in R";
note Definition 14.1. Consequently we study the set {X,,..., X,} satisfying

(XiaXi)=1» (Xis XJ)SO) 4(Xisz)2=09 l’ 2’3 (*)

for i#j and i, j=1,...,n These conditions come from Lemma 14.9 and
Proposition 14.4 using a; = [la,/| X so that N(x,, o, )N(a;, ¢)) = 4(X;, X;)%.

The corresponding Dynkin diagram, still denoted by A, consists of the
points X, ..., X, in R" as vertices with the number of lines joining X; and X
given by : X, and X; are connected by 4(X,, X;)?=0,1,2, or 3 line seg-
ments. Since we want to find the irreducible root systems, we see from
remark (5) that the corresponding diagrams must be connected; that is, for
points U, V in A there is a sequence U, =U, U,,....,U, = Vin A so that
U, and U,;,, are connected in the diagram [note Proposition 14.6 and
exercise (1), Section 14.2].

We now determine the connected diagrams using the following steps.

(1) Let A be a Dynkin diagram corresponding to the vectors X,..., X,,.
Let A’ be the graph obtained by omitting a number of points and the lines
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joining these points. Then A’ is a Dynkin subdiagram corresponding to the
remaining vectors X;,..., X.
This follows from the definition of a Dynkin diagram. For example,

becomes

o o]

Using conditions (+) we also have the following.
(2) A correspondence between diagrams and values of inner products
is given by

Xl Xj’ (Xi’Xj)___ _1/21
o N= — 1/2
X‘ st (Xh XJ) 2 /23
[ — _11/2
Xi Xj’ (Xh Xj)"‘ 3 /2

(3) There are no closed polygons.

ProOF Suppose X,,..., X, are the vertices of a polygon where X, is
connected to X;,, for 1 i<k —1 and X, is connected to X,. Then set
X =Y X, and use (2) to compute

(Xa X)= Z(XiaXJ)SO

Thus (X, X) =0 so that }_ X; =0. This contradicts the linear independence
of X{,..., X, over Q.

(4) There are at most three lines coming from a vertex.

ProorF Let X be a vertex with Y,,..., Y, connected to X. Since there
are no closed polygons, no two Y; are connected. Thus (Y;, Y;) =0 for i # .
In the vector space spanned by X, Y,,...,Y,, we can choose a vector Y, so
that (Y,, Yo) =1 and (Y, Y) =0fori=1,..., k. We also have (X, Yp) #0,
otherwise X is dependent on Y, Y;,...,Y, which implies X is dependent on
Y,,...,Y,, a contradiction to the choice of vertices in a diagram. Since
X =Y (X, Y,)Y;is an orthogonal representation of the unit vector X, we have

I = (X9 X) = (X9 Y0)2 + (X’ Yl)z + e + (X, Yk)z
>X, YD+ + (X, V)2
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However, 4(X, Y))? is the number of lines joining X and Y; so that 4>
*_, 4(X, Y)? which is the total number of lines coming from X.

(5) The only connected Dynkin diagram in which three lines join two
vertices is of type G,.

Proor If this were not the case, there would be more than three lines
coming from one vertex, contradicting (4).

We now consider the remaining cases where one or two lines join two
vertices. Using (4), we note that the accompanying graphs are not Dynkin
diagrams:

\/
A

\
/
This can be be generahzed as follows.

6) Let X, Xz,....X;, Xivto---» Xirgs--» X, be a set of vectors
satisfying condition () and let A be the corresponding Dynkin diagram.
Suppose the vertices X;, X;4+1,-.., X;44 are such that X;,, is connected
to X;.,+, by asinglelineforp=0,...,k — 1 and let X =Y%_, X,,,. Then
the vectors X,,..., X;_1, X, Xi+x+1,---» X, satisfy condition (*) and the
corresponding Dynkin diagram A’ is that of the original diagram except all
the X,,..., X, have been replaced by the vector X.

ProoF Since X;., is connected to X,,,., by a single line, we have
2(X;4p» Xi4p+1) = — 1. Since there are no closed polygons, (X;+,, X;4+,) =0
for p < g unless ¢ = p + 1. Thus we can compute

k

(X’ X)= Z (Xi+p,Xi+q)

=k+2 Z (Xi+p’ Xi+q)
p<q

—k+(k=1)=1

to obtain X as a unit vector. Now let Y be a vector in A with Y# X, ,. Then
since there are no closed polygons, Y is connected to at most one X, for some
r. Thus (Y, X;,,)=0 if p#r which implies (X,Y)=) (X.,,,Y)=
(Xi+,, Y). Therefore 4(X, Y)? = 4(X,,,, Y)* =0, 1, 2, 3; that is, conditions
(*) are satisfied for X,,..., X;_1, X, X;4x+15.-.» X, and has Dynkin diagram
as described.
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REMARK (6) Inthe following examples, the diagram A’ is obtained from
A by shrinking the vectors X, ..., X, (together with the single line joining
them) to a single point X. If the accompanying graphs were Dynkin diagrams
A, then they can be shrunk to Dynkin diagrams A’ of the form following (5).

(e]

J YRR pu—Y

o] ¢ ——0

~—
—
~
—

c TN DR Y

However, these small graphs are not Dynkin diagrams so the large graphs
are not Dynkin diagrams.
(7) The only connected Dynkin diagrams are the accompanying ones.

o o Gz Y
o o G oo —_— Qe —_—0 o
o]
T
.
o
C Q —— ——O o O m— —0 ]
. o gt ¢t 0 A,.

ProorF If a connected Dynkin diagram A has three lines joining two
vertices, then A is of type G,. If A has two lines joining two vertices, then,
from remark (6), A is of the second type above. Finally we have the case
where any two given vertices have one line joining them. Thus if there are
two endpoints, we obtain a diagram of type A4, . If there are three endpoints,
we obtain the third diagram. By remark (6) there cannot be four or more
endpoints.

(8) If a connected Dynkin diagram has three endpoints, then it is one
of the accompanying.
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S————0

ProoF The third diagram in (7) is the only possibility, and one of the
branches must contain only one vertex (besides the center vertex). If this is
not the case, we use step (1) to obtain the accompanying subdiagram where

oYy

:Y,

o

{Y,...Yo e {X),....X,}. Let X =Y, + 2Y, + 3Y; + 2Y, + Y5 + 2Ys + Y,
and using step (2) we compute (X, X) <0. Thus X =0 which contradicts
the linear independence of Yi,...,Y;. Next a subdiagram of the form shown
in the accompanying figure is impossible. Otherwise, let

oYs

Y, Y, Y, Y. Y5 Y, Y

X=)’1+2Y2+3Y3+4Y4+2Y5+3Y6+2Y7+ Ys
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and we obtain (X, X) < 0 which contradicts the independence of Y,,...,Ys.
Thus only two vertices can occur at one end.
Finally the form of the accompanying subdiagram is impossible. Other-

oY,

wise, X=Y,4+2Y,+3Y,+4Y,+5Y;+6Y,+3Y,+4Y, +2Y, yields
(X, X) <0 and a contradiction. Thus the possibilities where one branch has
one vertex (the endpoint) and the other branches have two or more vertices
are of type Eg, E;, E5. When two branches have only one vertex (which must
be an endpoint) we obtain a diagram of type D,.

(9) The Dynkin diagrams which contain two vertices joined by two
lines must be one of the accompanying.

e —O B”, C"’

Fy

PrROOF From step (7) we must have the accompanying diagram where

o 0

Y, Y, Y., Y, Z, Zpy Z, 2,

[ T PP — ¥ O * ¢ ¢ O

the Y’s and Z’s are just a relabeling of the original X’s. Let Y= Y7, iV,
and Z=Y{_,kZ,. Then using 2(Y;, Y;,,) = —1=2Z,, Z,,,) and the
fact other obvious vertices are not joined, we compute

o J

P
=Y 2+2Y iV, Y)
i=1 i<j

p—1
2= Y i+
1

1 i=

—p(p—D2=p(p+1)2

i
M

i
=P

~

and
(Z,Z) =q(q + 1))2.
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Next using certain vertices are not connected and step (2), we compute
(Y,Z2)=Y ik(Y;, Z)
ik
=pq(Y,.Z,) = —pq2'/*12.
From Schwarz’s inequality (and the independence of Y and Z),

p'a*/2=(Y.2)* <IYIP|Z|* = [p(p + 1)/2)/lg(q + 1)/2],

and since pg > 0 we obtain 2pg < (p + 1) (g + 1) ; thatis, (p — DN(g — 1) < 2.
Because p and ¢ are positive integers, the only possibilities are p = 1 with ¢
arbitrary, ¢ =1 with p arbitrary, and p =¢g =2. This gives the desired
diagrams.

We now put the arrows on the diagrams replacing the unit vectors X,
by the a; = |jo;| X; for i = 1,..., n in the root system basis #. Since multiply-
ing every «; by a nonzero real number does not change the situation, we assume
one of the a; is a unit vector which we choose as an endpoint. Also note that a;
and «; are connected by the same number of lines as X; and X;. Thus if
o, B € # are connected by one line

N(a, IN(B, &) = 1,

and since N(a, f) and N(B, o) are negative integers, we have

—1 = N(a, f) =2, B)/(B, B) = N(B, o) = 2(B, ®)/(x, )

which implies («, &) = —2(a, f) = (B, B). Thus there are no arrows on the
Dynkin diagrams of type 4,, D,, Eq, E;, Eg.

If a, B € B are connected by two lines, then N(a, B)N(B, «) = 2 which gives
two possibilities : N(a, ) = — 1, N(f,a) = —20orN(a, f) = =2, N(f,a) = — 1
so that (B, ) = 2(a, &) or (x, a) = 2(f, f). Thus depending upon the choice
of endpoint as a unit vector and using the results above for vertices joined
by a single line, we obtain diagrams of type B,, C,, and F, (since F, is a
symmetric graph, the choice of unit vector is immaterial). Similarly we obtain
the diagram of type G, ; this completes the proof of Proposition 14.15.

We have followed Jacobson [1962] and Samelson [1969] for the above
proof and other variations are by Bourbaki [1968, Chap. 6] and Hausner and
Schwartz [1968]. A method for choosing the vector X with (X,X) <0 is
given by Samelson [1969]. However with a little practice, it is easy to see how
to make a guess for the desired coefficients; see exercise (6).

Exercises (3) Find aroot system in R* of type 45, that is, whose Dynkin
diagram is of type 4,.
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(4) IfRisanyrootsystemand a € #,seta’ = 20/(%, ®). Showthat S, = §,
and that N(a', ') = N(B, a). Let #* = {a’ : « € #} and show that #* is a root
system called the dual system of #. If # is a basis for 2, show that #* =
{a' : a € B} is a basis for #*. Finally show that if # is of type B,, then #* is
of type C, and conversely.

(5) Complete the determination of the arrows in the diagram of type G, .

(6) (i) Show directly, without the above classification, that a diagram
of type G, is not contained in any larger connected diagram. [Hint : Assume a
diagram

O

O

]

with three vertices X, X,, X5. Then consider X =rX, + sX, +tX,; and
use step (2) to find r, s, ¢ so that (X, X) <0.]

(ii) As above show directly that the accompanying diagrams are impos-
sible.

>
o

2. Classification of Split Simple Lie Algebras

In this section we will construct split simple Lie algebras corresponding
to the Dynkin diagrams of type 4,, B,, C,, D,, G,,and F,. Let g denote a
split semisimple Lie algebra over a field K of characteristic 0, & a Cartan
subalgebra, # the set of nonzero roots with A its Dynkin diagram, and we
continue the previous notation.

Proposition 14.16 The algebra g is simple if and only if 2 is an irreducible
root system.

Proor Leta, B e & If (o, B) = Kill(H,, Hg) = 0 then [H, Y] = f(H,)Y =
(¢, PYY =0 for Y e g(B). Suppose # is not irreducible so £ =R, u &, with
(¢, )=0ifa e R, f € R,.Set h;asthespan of all H, witha € &#,and g, = h,
+ Y eea,9(0), i =1,2. From above it is clear that [#, g,] = 0and [#, g,] =0.
Now consider X € g(), Ye g(f) witha e &, and B e &, . Since (o, 2 + f) =
(e, o) #0 and (B,a+B)=(B, B #0, we have a + B¢ & so [XY]=0 and
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[9:9,] =0. Thus g = g, ® g,, a direct sum of ideals. The argument is revers-
ible if g is not simple.

Exercise (1) Show g is simple if and only if the Dynkin diagram A
(corresponding to # and %) is connected.

Proposition 14.17 Let g be a split semisimple Lie algebra with nonzero
root system 2, and let 4 be a root system basis for Z. For each «; € 8, set

H" = H;‘ = 2Ha,/(d,-, d‘-).

Choose any 0 # X; e g(«;) and then let Y; e g(—a;) be the unique element
such that [X;Y;] = H;. Now let

M={H,',X‘,Y,:i= l,2,...,n},

where n is the dimension of # (and which equals the number of roots in #).
Then

(a) «f generates g;

(b) & is a part of a basis for g such that all the basis elements not in o
can be determined from A as well as all of the structure constants relative
to this basis;

(c) The structure constants of the basis above are all rational numbers
and any such basis for g is called a Weyl basis.

ProoF We will show all of the properties of the proposition simultaneous-
ly by showing by induction on the height of roots that we can step-by-step
add basis vectors from higher root spaces which continue to satisfy the desired
properties.

First a basis for root spaces of height 1 is contained in &/. We can compute
explicitly

(H H j] =0,

[Hixj] = N(“j, ai)st

[H; Yj] = —N(“j, O‘i)Yj,

[X;Y]=H,,

[X;7;]=0 if i#]).
Also [X,; X;] and [Y; Y;] are in higher root spaces. Here the root space g(—a)
will always be considered at the same time as g(«). Notice that the nontrivial
structure constants are entries of the Cartan matrix and ca.. be determined
from the Dynkin diagram A.

Next assume for all « € #* with a of height k or less that X, € g(a) and
Y, e g(—a) have been defined so that for any product of these elements
which also lies in such a root space, all of the properties of the proposition
hold. For any fe #* of height k + 1, we can write f = a; + « with a; € #
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and « of height k using Lemma 14.9. Define X; = [X,; X,] and Y; = [V, Y,].
Suppose in a similar manner y = a; + 8. We can now list some products which
shows that the products at this height also satisfy the required properties.
Thus using the Jacobi identity, we obtain
(X, Y] = [X,[X,[Y, Y01 + [[X (Y, Y]IX,]
= [ XX, VY]] + [X ([ Yi[X, Y]] + N(o, 0)[X, Y]
+ [[ Yi[XiY¢]]Xu] .
There is a similar formula for
X, Y] ={[X; X,]lY, Y]],
[Xi[xj Xa]] = [Xj [XiXa]] + {[X1X1]X¢]’
H,X,]= N@2)X,.
This completes the proof.

The following is an easy consequence of the preceding result:

Corollary 14.18 For any split simple Lie algebra g over a field K of
characteristic 0, there exists a subset g, = g such that g, is a split simple Lie
algebra over Q. The root system of g, is the same as that of g, and g =
go(K) = go ®a K.

Theorem 14.19 Given a field K of characteristic 0, then:

(a) there exist split simple Lie algebras which have root systems deter-
mined by each of the Dynkin diagrams listed in Proposition 14.15;

(b) two such algebras are isomorphic if and only if they produce the
same Dynkin diagram.

(c) the algebras are described in Table 14.1 where we use the notation
H(n, K) = sl(n + 1, K), B(n, K), €(n, K), 2(n, K) for the algebras defined in
Chapter 13.

We separate the discussion of Theorem 14.19 into several parts and give

TABLE 14.1

Root system Model Rank Dimension
Ay A (n, K) nz=1 (n+2)n
B, #(0n, X) n>2 @n+ Dn
Ch €(n, K) n>3 @n+ Dn
D, 2(n, K) n=>4 (2n— Dn
Es 6 78
E, 7 133
Ey 8 248
F, D(M,®) 4 52
G, D(E) 2 14
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some examples. First we assume part (a) and now consider (b). Let g, and g,
be two split semisimple Lie algebras and suppose ¢ : g, — g, is an isomor-
phism. Then Cartan subalgebras, weight spaces, etc., of g, map onto a
corresponding item in g,. Also if Kill,(, ) denotes the Killing form in g;,
then Kill,(¢ X, ¢ Y) = Kill,(X, Y). To see this we just note that from ¢[X Y] =
[pX¢Y] that ad ¢X = ¢ ad X¢~'. Now take the trace according to the
definition of the Killing form. The Dynkin diagrams are determined by the
number of roots (which is the same for g, and g,) and the numbers N (a, 8)
for i = 1, 2 using Proposition 14.14. These numbers are in turn determined
by the Killing forms which are equal as above. Thus the Dynkin diagrams
are the same up to possible relabeling.

Conversely, suppose g, and g, have the same Dynkin diagram. Then
Proposition 14.17 applied to the corresponding sets of generators &/, and &/,
show that we obtain the same structure constants for a basis determined by
&, and o/, . Choosing such a basis, we see that the linear map which assigns
the corresponding basis elements is an isomorphism; also note the proof of
Samelson [1969, p. 52] for a similar argument.

Example (1) When part (a) is proved, we shall see that g = si(3, K)
has a root system of type A,. To illustrate the details of constructing g
solely from the Dynkin diagram, we apply Proposition 14.17. First we have
the accompanying Dynkin diagram and the Cartan matrix

o] O
ay oz

2 -1
-1 2]
where N(a,, a,) = N(a,, o) = — 1. Also N(a,, a;) =g —p wherea, + ka,e £
for —g <k <p. However =0 so p=1 and a, + a, € #. We can assume

(2, ;) = (2, ,0;) = 1so(a;,,) = —4, and we can compute (o; + a5, %, + a5)
=1,(a; + a5, 0,) = (o; + ®;,0,) = 4. This gives

N(al + az,a]) = N(al + az, az) =1.
Thus g=1 and p=0 in these cases, so 20, + o, ¢ &, o, + 201, ¢ #. Let
{X,H,Y,,X,,H,,Y,} be as in the proof of Proposition 14.17. For
o, + «,, the root of height 2, set X;=[X,X,], Y;=[Y;Y,]. We can
compute

[X;3Y3]= [Xl[[XZYl]YZ]] + [XI[YI [X2Y2]]] + N(a;,a)[X,Y,]

+ [[Y1[X1 Yz]]X2]
= [Xl[Yle]] - H,
= —Hl —H21

[V, X5]= [[Y1X1]Xz] + [XI[YIXZ]] = X,,
[X1Y3] =Y.
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Now let g be the Lie algebra spanned by X,, X,,X;,H,H,,Y,,Y,,Y;
with multiplication determined as in Proposition 14.17 and listed in the

X, X, X, H, H, Y, Y, Ys
X, 0 X3 0 =-2X, X H, 0 Y,
X2 0 0 X, —2X, 0 H, -n
XJ 0 —X; '—XJ "'Xz X| “HI—HZ
H, 0 0 -2Y, Y. —Y;
H, 0 Y, —2Y, —Y;
Y, Q) 0 ) 0
Y, 0 0
Y; 0

accompanying tabulation, where (*) is determined by anticommutivity. Now
g is a split Lie algebra of type 4,.

ReMARK (1) Once we know that the Lie algebras of Theorem 14.19
exist, Proposition 14.17 could be used to construct an algebra of the proper
type from the Dynkin diagram. The above example shows that if the Dynkin
diagram is very large, there will be many computations involved.

We now consider parts (a) and (c) by giving models of algebras corres-
ponding to a given Dynkin diagram. We do this for types 4, B, C, D, G,, and
F,. Most of the computations have already been done in the examples in
Section 13.2. Since the Dynkin diagrams will be connected, these Lie algebra
models are actually simple algebras.

Type A, Letg=sl(n+ 1, K) with n > 1 as in example (1), Section 13.2.
Recall that it was determined that the roots of g were the set of all a;, : h —» K
such that a;, (372! a; E;)) = a;; — a,, where Y21 a,; =0. More precisely

‘Q={ajk:j¢kalsjaksn+ l}
With au + ajk = (1,-,‘ and ajk = —dkj. Set a1 = Ot”‘, 0(2 = 0623, .. .,Ot,, = 0(,,,,4.1,
and let & = {a,, &5, ...,,}. We claim that # determines a Dynkin diagram
of type A". Thus if i<j, then ujk = ajj'f‘l + aj+1j+2 + - +mk..lk, and
since oy, = —0oy;, it is clear that 4 is a root system basis for #.

It was also shown that

Hg, = (Ej;; — Ex)[2(n + 1)
50

CTR Ki“((Eu — E;)2(n + 1), (Exy — En)[2(n + 1))
= [1/2(n + 1)] trace [(E;; — EyNEwi — Epm)]-
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Thus by computing this trace, we see <{ajy,au> =1/(n+1) and
Uiis1s Xarivzy = —1/2(n + 1). Finally <a;;4+(, #;540> =0forj>i+ 1.

To construct the Dynkin diagram, we join the n vertices «,,...,a, by
various lines: «; and a; are joined by N(a;, 2;)N(«;, «;) line segments where
N(e, B) = 24a, B>/{B, B>. From the above computations, we see the adjacent
roots o; and a;,, are joined by N(a;, o+ )N(%;4y, @) =1 line segments,
while nonadjacent roots a; and «; are joined by N(a;, 2))N(;, a;) = 0 line seg-
ments. If o; and «; are joined by a single line, then N(a;, o) = N(a;, o)) = — 1
and (a;, o) = {a;, ;). Thus there are no arrows. Consequently the Dynkin
diagram for sl(n + 1, K) is

oy oy oy o,
and so sl(n + 1, K) is a split simple Lie algebra of type 4,. A notation which
would agree with the other notation in Chapter 13 is to define &/(n, K) =
slin + 1, K).
To obtain the dimension given in Theorem 14.19, just use the dimension
of si(n + 1, K) as (n + 1)* —1. Also note Section 2.3 for arguments concerning
the other dimensions.

Type B, Let #(n, K) with n > 2 be the Lie algebra given in exercise (1),
Section 13.2. Thus %(n, K) consists of all (2n + 1) x (2n + 1) matrices over
K suchthat J,4'J, = — A where

] O s 0
0 0,

that is, 8(n, K) consists of all skew-symmetric matrices relative to the non-
degenerate symmetric bilinear form determined by J, on a 2n + 1-dimensional
vector space over K.

From the table of roots for #(n, K), let ay=a; ,,0, =0 3,...,
Ay_1 = Oy_q - and a, =¢,, and let B ={a,,...,a,}. Then a straightforward
computation shows & is a root system basis. For example, let H =
Y @4y, i+1(Eisy, i+1 — Eitn+1,i4n+1) be in the Cartan subalgebra 4. Then

forp<gq
ap,q(H)=ap+l‘p+1 —Qg+1,q+1
=dpy1,p+1 —pe2,pt2 T Api2,p+2~ Gps3,pt3 + "
+ 45,5 41,9+t

= (a, + -+, )(H).

Similarly f, ,=a, + * * * +a,_y + 20a,, etc.
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Instead of using direct computations as in the A,-type, we shall use
Proposition 14.6 to determine the B,-type Dynkin diagram. First let He 4
anda,,...,o,beas in the preceding paragraph. Then we compute the numbers

N(a;, a.l)
by computing the corresponding numbers p and ¢ according to Proposition
14.6. Thus consider «; and «,,, for i=1,...,n — 2. We shall show
@4y —oy  and a4+ 20
are not roots while
o, and a4 + o

are roots. Consequently g =0, p=1, and N(o;, «;,,) = —1. Thus for He h
as above we see
(04y — 0 )(H) = aypy, g4 2(H) — 0 444 (H)
=28142, 142 = Bi+3,143 — Ait1, 410
Comparing this value with the possible values of roots given in exercise (1),
Section 13.2, we see a,,; — a; is not a root. Similarly
(@41 + 200)(H) = (%141, 142 + 20 444 )(H)
=2q541,041 — Q142,042 — D143, 143

which also shows «;,; + 2, is not a root. Next «,,, + a; =a; ;. is a root
because

(g1 + a)(H) = 014y, 14 2(H) + o, 141 (H)
=Qpeq, 41— Qa3 i3 = 04 2(H).

Thus for the root «; and «,,,, we see N(«;, ®;,,) = —1 as desired. Similarly
we can show N(o;,, o;) = —1 so that in the Dynkin diagram the vertices
a, and o, are joined by N(a;, o, )N(;41, @) = 1 line segment.

Next for o; and «; with j # i + 1 # n and j # n, we see

(i —a)(H)=a111,i41 = Gis2,042 — o1, j+1 + G2, jr2

which shows «; — «; is not a root. Similarly a; + «; is not a root so that p =
g=0 and N(x;, ) =0. Thus in this case the a; and o; are joined by
N(a;, a)N(;, o)) = 0 line segments.

Consider «,_; and «,. A computation shows «,_, — «a, is not a root, but

(an—l + Zd")(H) = an,n + an+1,n+l = ﬂn—l,n(H),

sothata, ., + 2a, = B,4, ,isaroot. Thusq =0, p = 2,and N(a,,_,, ) = —2.
A similar computation shows N(«,, «,_,) = — 1 sothat a,_, and «, are joined
by N(e,_;, o, )N(a,, a,—1) = 2 line segments.
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The roots «,,...,a,_, are all the same length, since
N(oy, a549) = N(oj4q, ) = —1
implies fusing Proposition 14.6(b)]
(@410 %e1) = —2(0y, 2;4) = (2, ).

Next

- l = N(a,,, an—l) = Z(an—l’ an)/(an—l’ an—l)
and

—-2= N(an—l! an) = 2((1,,, an—l)/(an’ an)

implies (a,-q, ®,—1) = 2(a,, @,) so that a,_, is longer than «,. This gives an
arrow from «,_; to «, and the accompanying Dynkin diagram.

Qe 8 ¢ ¥ e O

©

oy o Xy e Oy

The same process can be used for the C,-type and D,-type which we now
sketch and leave the computations to the reader.

Type C, Let €(n, K) with n>3 be the Lie algebra of exercise (3),
Section 13.2. From the table of roots, we set
al = al, 25 0(2 = aZ, 3,...,“,,_1 = an_],", a" =26,,.

Then # = {a,,...,%,} is a root system basis. The roots «,,...,a,_, are the
same length, but («,,%,) > (¢,-,, @,—;). Thus we obtain the accompanying
Dynkin diagram.

Qe s & v ——0

O#O .

al 253 Uy—2 Op—1 %y

Type D, Let 9(n, K) with n >4 be the Lie algebra of exercise (2),
Section 13.2. Then the root system of 2(n, K) can be considered as consisting
of precisely the roots «; ;, B;, ;, and y; ; listed as roots of #(n, K). Thus if we
let

Oy =0y 25000y Uy =0y ps an=ﬁn~l,ns

then 4 ={«,,...,qa,} is a root system basis. The roots a,,...,a,_, are con-
nected by a single line segment. Also the roots ,_, and «,_, are connected
by a single line segment and so are the roots «,_, and «,. Thus we obtain
the accompanying Dynkin diagram.

o] a"
op-2

&y %) Op-3 ° Op_y
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Exercises (2) Complete the computations to determine the Dynkin
diagram for the C,- and D,-types.

(3) In the statement of Theorem 14.19, we make restrictions on the rank
to obtain nonisomorphic algebras. When these restrictions are removed,
show the following isomorphism between types; we denote these isomor-
phisms symbolically by

(i) 4, 2B,2C,,
(i) B,=C,,
(i) A, = D,,
(iv) D, = A, + A, ; thatis, a member of type D, is a direct sum of
two of A4, (see the book by Freudenthal and De Vries [1969] for details).

Next we consider some exceptional simple Lie algebras.

Type G, Consider the derivation algebra of a split Cayley algebra
as described in example (2), Section 13.2. Thuslet g = Z(¥) = {D(A, x, ) :
Aesl(3, K)and x, y e K3}, andleth = {D(H, 0,0) : H € 5i(3, K), H diagonal}.
It was shown that # = {+ «,: i =1, 2,..., 6}, where the a;’s can be described
by setting H= Y }., a, E, €sl(2,K) so a;, + a;; +a;; =0 and listing
the a(D(H,0,0)) in the accompanying tabulation. Set « = a5 and f = a,.
Then # = {u, #} is a root system basis for & since a + f =4, 20 + f = —a,
3a+B=0a;, 3a+28=0a,, and #={+a, +h, +@+p), +QRx+p)
1 (Ba+ ), £ + 2p)}.

i a{D(H, 0, 0))

1 a;, —a:
2 Qg —4ass
3 Az — d33
4 a,
5 a;
6 33

Now from this listing of roots, we see f, f + a, f + 2a, f + 3a are roots,
but B — « is not a root. Therefore, from Proposition 14.6, wesee N(f, «) = —3.
Similarly, since « and « + f are roots while @« — # is not a root, we see

N(a, ) = —1. Thus « and g are joined by N(a, S)N(B, a) = 3 line segments.
From

=3 =N(B, a) = 2(a, Pl(x, %)
we see 3(x, o) = —2(a, f). Similarly —1 = N(a, f) implies (8, ) = —2(z, B).



2. CLASSIFICATION OF SPLIT SIMPLE LIE ALGEBRAS 309

Thus (8, f) = 3(«, @) so that § is longer than a. This gives the accompanying
Dynkin diagram so that 2(%) is a split simple Lie algebra of type G, .

OEO
« B

From Section 9.6 we note that € is a simple nonassociative algebra with
an identity element. Thus from exercise (3), Section 12.5, every derivation
of € is inner. More explicitly, if P is the subspace of End(¥) spanned by all
L(X) and R(Y) for X, Ye ¥, then the Lie transformation algebra Z(%) =
P + [P, P] ; see Section 7.2. Now the identities for ¥ yield forany X,Y € ¥that

D(X, Y) = [L(X), L(Y)] + [L(X), R(Y)] + [R(X), R(Y)]
is an inner derivation of €, and consequently any derivation D of ¥ equals
Y. D(X,,Y)) for suitable X;,Y; € %.

Type F, We again use derivations of a suitable nonassociative algebra
to construct a Lie algebra of type F,. First recall from example (3), Section
9.6 that the split Cayley algebra % given by 2 x 2 matrices has an involution

X — X given by
a ul b —u
v b —v al’

Now let M,® denote the 3 x 3 Hermitian matrices with entries from ¢ and
with this involution. Thus M,® is the set of all matrices

a,y X 7
X a, Z
Y Z a,

where g, e K and X, Y, Ze 4. If S, Te M,®, then the product
S-T=3HST+ TS) e M,®

where ST and TS is the usual matrix product. Thus M;® is a Jordan algebra;
that is, a nonassociative algebra which satisfies the identities

§$'T=T-S and (S2-T)-S=8*-(T-9S).

Let J = M,® and let g = 2(J). Then from the identities we see the Lie
transformation algebra #(J) = P + [P, P] where P is the subspace spanned
by all L(X) for X e J. Since J is a simple nonassociative algebra with an
identity element 1, every derivation D of J is inner. Thus if D=
L(Z) + ¥ [L(X;), L(Y})), then 0 = D(1) = Z so that D = Y [L(X ), L(Y})] for
suitable X,,Y, € J. We now sketch the proof that g is of type F, [Jacobson,
1971a, b, p. 407; Schafer, 1966].
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Let E; denote the usual matrix basis and E; = E;; for i, j= 1, 2, 3. Then
from the above matrix description of J, we set

A= AE; + AEj,
for A € ¥. Thus 4;;€J and
Jy={4,: A €%}
is a subspace such that J;; = J;;, and we have the direct sum
J=KE +KE, + KE; + Jy; +Jy13+ J,3.

Let Dy ={Deg: DE;=0for i=1,2,3}. Then D€ D, implies DJ;; c J;;
using a few matrix computations involving E;; - S. Thus D induces an endo-
morphism of J;;. This, in turn, induces an endomorphism D;; of ¥ by the
formula DA;; = (D; A);;for D € Dy, A € ¢, and A;; € J,; asabove. From this
we obtain the following result [Jacobson, 1971a; Schafer, 1966]. The Lie
algebra L of all endomorphisms of the Cayley algebra € which are skew-
symmetric relative to the bilinear form induced by the norm in € is of type D, .
Furthermore the map Dy —» L: D D is an isomorphism of D, onto L.
Using these results, we can decompose

g=Do+ g2+ 913+ 923 Q)

where gy, = {[L(E,), L(4,,)]: 4 € 6}, g,3={[L(E,), L(4,3)]: 4 € 6}, and
923 = {{L(E3), L(A33)]: A € ¢}. Now choose a four-dimensional Cartan
subalgebra h for D, as discussed in type D, and use g, to express the roots
to obtain for i #£j24roots o; ;=¢ —¢;, B;, j =€ +¢,7;, ;= —¢& — ¢ for
1 <, j < 4. Thus since the dimension of the g, is 8, we obtain the dimension
of g is 52.

In the above decomposition (+) for g, ad, 4 acts diagonally on g,,, g1,
and g,; and fori = 1, 2, 3, 4 has roots +¢;; +A, where A;=4(¢, + ¢, + &,
+8)—¢;and + M, where M, =3(e, + &, + &3 + &), My =4(c, + &, — &3
— &), My=14(e, — &, + &5 — &), My =3¢, — &, ~ &3 + &,). From this & is
a Cartan subalgebra for g.

Next let a, =4(ey — &5 — 83 —&4), Ay =4, O3 =835 — &, Uy =&; — E3.
Then # = {a,, @, #3, %4} is a root system basis. To obtain the Dynkin
diagram, we use the usual process to compute the N(a;, a;) noting we can add
a, twice to a5 and still have a root; this gives the accompanying diagram.

L.
- < .

]

Exercise (4) Let A denote either of the algebras ¥ or M2 given by
the above matrices, and let A, denote the subspace of matrices of trace 0.
Show that g = 9(A4) acts irreducibly on A4,.
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For an abstract detailed construction of algebras of type E, we refer to
Hausner and Schwartz [1968] and for construction relating derivations and
nonassociative algebras, details can be found in Jacobson [1971a, b] and
Schafer [1966].

3. On Automorphisms of Simple Complex Lie Algebras

In this section we restrict ourselves to simple Lie algebras over the com-
plex numbers and sketch results on automorphisms of their algebras. The
algebras must automatically be split, so each must be of one of the types
Apyo.., Gy, etc.

If a closer study of the relationship of Cartan subalgebras and the corre-
sponding root systems to automorphisms of split simple Lie algebras is made,
then we find that the Dynkin diagram is also related to automorphisms of
the algebra. We state without proof an important theorem about this rela-
tionship; this theorem is part of Theorem 33.9 of Freudenthal and de Vries
[1969] and another variation is given by Jacobson [1962, Chap. 9].

Theorem 14.20 Let g be a simple complex Lie algebra, let Aut(g) and
Int(g) be the complex Lie groups of all automorphisms of g and the subgroup
of inner automorphisms, let # be a root system basis for a system of roots #
of g, and let A be the corresponding Dynkin diagram. Let Aut(A) denote
the group of automorphisms of A. More precisely Aut(A) is the group of the
permutations of # = {a,, ..., a,} which preserve lengths of the «;’s and angles
between pairs of them (this information is easily read from A). Then the group
Aut(g)/Int(g) is isomorphic to Aut(A).

Proposition 14.21 Table 14.2 lists Aut(g)/Int(g) for all simple Lie algebras
g over the complex numbers.

TABLE 14.2
Type of g Aut(g)/Int(g)
A, n=>2 Z,
B, n>2 {1}
C. n>3 {1}
D, n=>5 Z;
AI’GZyF4$E7, E8 {l}
D‘ S3

Es Z,
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Proor The only Dynkin diagrams having one symmetry are those of
types A4,, D, , Es . The nonidentity automorphism of A in these cases are given
by arrows shown in the accompanying diagrams. The only Dynkin diagram

™~

Qe ¢ # 8 —)

with more than one symmetry is D,, and in this case the outside roots

can be permuted in any manner. Thus two possibilities are illustrated in the
accompanying diagrams.

o > , / ) .
N T~

Proposition 14.22 Let g =sl(n,C) with n =22 and ¢ € Aut(g). Then
there is some U € SL(n, C) such that

o(X)=UXU"! for all X e g,

or
o(X)=-UX'U"' forall Xegy.

ProoF It is easy to check that both definitions give automorphisms of g.
If Yeg, then (exp ad Y)(X) = (exp Y)X(exp Y)~' where exp Ye SL(n, C).
Thus if ¢ € Int(g), then ¢ can be written as an automorphism of the first
type above. Since, by Proposition 14.21, Aut(g)/Int(g) has order 1 if n =2
and has order 2 otherwise, we need only show that X - — X' is not an
inner automorphism if n > 3. Equivalently we need the fact that there is no
UeSL (n, C) such that UX = — X*U for all X € sl(n, C). This is easy to
show for n > 3 by choosing in succession the usual basis for g to substitute in
for X and show that certain entries of U are 0 until one obtains a contra-
diction. For n = 2 we have the following result.

Exercise (1) Find a matrix Ue SL(2,C) such that UXU ! = - X'
for all X €si(2, C).
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Proposition 14.23 Let % be a Cayley algebra over the complex numbers,
let g = 2(%) be its derivation algebra, and let Aut(%) be the automorphism
group of €. If ¢ € Aut(g), then there exists some T e Aut(¥) with ¢(D) =
TDT 'forall Deg.

PrROOF Since g is of type G,, we have Aut(g) = Int(g). If Ee 2(%),
the exp EeAut(¥) and exp(ad E)elInt(g). However, (exp(ad E))(D) =
(exp E)D(exp E)™', and since the maps exp(ad E) generate Int(g), we obtain
the results.

Exercises (2) F.ove a result analogous to Proposition 14.23 for the
algebra M,3.

(3) Each of the simple Lie algebras #(n, C), ¢(n, C), 2(n, C) can be
described as a set of matrices X satisfying JX'J™! = — X for some fixed J.
Consider the corresponding groups B(n, C), C(n, C), D(n, C) as the set of
nonsingular matrice, U such that JU'J ! = U1,

(i) Show that any inner automorphism of the three Lie algebras above
can be written as X —» UXU ™! with U in the corresponding group.

(ii)) Show that for g of type B, or C, that Aut(g) = Int(g); note Propo-
sition 14.21.

(iii) For g of type D, with n > 4, show Aut(g) has an automorphism
which is not inner [Consider the map X — PXP~! where P is given by the
interchange map

(Xla---’XZn)—'(Xl’“-’Xn—l’ Xpers Xn’ Xn+2:""X2n)-]

What can be said about X - — X*?

(iv) For n> 4 and g of type D,, show Aut(g)/Int(g) is of order 2.
What is the general form of an element in Aut(g) ? Type D, is more complicat-
ed, and we refer to the work of Hausner and Schwartz [1968] and Jacobson
[1971a].



CHAPTER 15

SIMPLE REAL LIE ALGEBRAS
AND GROUPS

In Section 12.6 we showed that a finite-dimensional simple Lie algebra over
the real numbers is either isomorphic to the realification of a simple complex
Lie algebra or is isomorphic to a real form of a simple complex Lie algebra.
We have classified the simple complex Lie algebra and have shown that a
realification of a simple complex Lie algebra is a simple real Lie algebra.
Thus it suffices to describe the real forms to obtain a classification of the
simple Lie algebras over the real numbers, and we do this in Section 15.1.
Next we consider the irreducible representations of simple real and complex
Lie algebras discussing the maximal weight and how they are determined,
the basic representations, and how an irreducible representation is obtained
from these. We also discuss Weyl’s formula for the dimension of an irre-
ducible representation and give examples showing how the Dynkin diagram
determines an irreducible representation. Finally in Section 15.3 we discuss
how the previous results apply to Lie groups.

1. Real Forms of Simple Complex Lie Algebra

In this section we first discuss generalities about real forms of a simple
complex Lie algebra § by noting they are given in terms of a conjugation
operator C : §j — §. These conjugations can be written in the form C = ¢C_

314
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where C_ is a conjugation of a compact real form and ¢ is a suitable
automorphism of § with ¢ = I. In the second part of this section, we discuss
the real forms for the classical Lie algebras by explicitly computing the
automorphisms ¢. This discussion follows closely the general approach of
Hausner and Schwartz [1968].

Definition 15.1 Let § be a simple complex Lie algebra.

(a) If Cisaconjugation of §, then the fixed pointsetg ={X e€§ : C(X) =
X} is called the real form of C and C is called the conjugation of g.

(b) Two conjugations C, and C, of § are called equivalent conjugations
if the real forms of C, and C, are isomorphic.

Thus from results in Section 9.2 we have for the real form g the decom-
position § = g + ig and relative to this decomposition C(X + iY) = X — iY
for X, Y € g. Also since the isomorphism of real forms defines an equivalence
relation, it induces an equivalence relation on conjugations, and we seek a
suitable representative for each equivalence class.

Proposition 15.2 Two conjugations C, and C, of a simple complex Lie
algebra § are equivalent if and only if there exists an automorphism ¢ of §
such that C,¢ = ¢C,.

PrOOF Let g, and g, be the real forms of C; and C,. If ¢ is an auto-
morphism of § with C, ¢ = ¢C,, then for all X eg, we have C,(p(X)) =
o(Ci(X)) = p(X) so ¢(X) e g, and ¢ restricted to g, is an isomorphism onto
gz

Conversely if C, and C, are equivalent so that g, and g, are isomorphic,
choose a particular isomorphism ¢ :g, - g,. Any element of § can be
written uniquely as X + /Y with X, Y €g,, so we can define ¢:§ —§ by
X +iV)=yY(X)+if(Y). Forall X, Yeg,

Cao(X + iY)) = C(¥(X) + if(Y))
= Y(X) — Y(Y) = p(X — iY) = p(Cy(X +iY))

so C,¢ = ¢C, as required. It is easy to check that ¢ is an automorphism of §.

Proposition 15.3 Let § be a simple complex Lie algebra.

(a) If C, and C, are conjugations of g, then C,C, is an automorphism
of §.

(b) If C, is any fixed conjugation of § and C is any other conjugation,
then C = ¢C, where ¢ is an automorphism of § such that Co@Cy = @1,
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(©) If C, is a fixed conjugation of § and C, = ¢,Cq, C; = ¢,C, are
two conjugations as above, then C, and C, are equivalent if and only if
there exists an automorphism ¢ of § such that ¢, = ¢, Co 07C,.

_ProofF (a) This consists of some straightforward computations which
will be left to the reader.
(b) Since Cy% =1 we note C = (CCy)C,y, so C = ¢C, where ¢ = CC,
is an automorphism of §. Now I = C* = ¢C, ¢Cq 50 Co ¢Co = @~ 1.
(c) By Proposition 15.2, C; and C, are equivalent if and only if there
exists an automorphism ¢ with ¢,Co0 =C,¢ = ¢C, = ¢0¢,C, or
@2 = 00;Co 07 Cy.

REMARKS (1) Given a real form g of a simple complex Lie algebra g,
the Killing form of g is equal to the Killing form of § restricted to g, since a
basis for g over the real numbers is also a basis for § over the complex num-
bers This fact will be helpful in computing the Killing forms of real forms.

(2) The Killing form of a real form g is a nondegenerate symmetric
bilinear form over the real numbers. Consequently by Sylvester’s theorem,
there exists an orthogonal basis for g such that Kill(X,;, X,) = +1 for each
basis element X ;, and the signature, or the number of + 1’s minus the number
of —1’s, is independent of the basis chosen. The signature of the Killing form
will be referred to as the signature of g. Notice that isomorphic real forms have
equal signature; that is, more importantly, if two real forms have different
signatures, then they are not isomorphic.

Definition 15.4 A real form g of a simple complex Lie algebra is called a
compact real form if the Killing form of g is negative definite; that is, if the
signature of g is —m where m is the dimension of g.

Proposition 15.5 Any simple complex Lie algebra possesses at least two
nonisomorphic real forms, a compact real form and a split real form. The
signature of a split real form g is equal to the rank of g; that is, equal to the
dimension of any Cartan subalgebra of g.

ProoF Given a simple complex Lie algebra §, choose a Cartan subalgebra
h of § and a basis @ for the root system # of §. By Proposition 14.17, §
possesses a Weyl basis; that is, a basis such that the Lie product of any two
basis elements is equal to a linear combination of the basis elements with
rational coefficients. Let g be the set of linear combinations of these basis
elements with real coefficients. It is clear that g is a split real form of §;
that is, a split real Lie algebra and a real form of §.

To compute the signature of g we construct an orthogonal basis for g
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from the Weyl basis of g. Clearly one can choose an orthogonal basis for
h=gnh, and the Killing form restricted to h is positive definite (note
Proposition 13.16). Thus this part of the basis for g will contribute +n to the
signature of g where n equals the dimension of h. For each positive root « € #
there exist X, € g(¢) and Y, € g(—a) so that [X,Y,] = H, e hwith [H /X, ] =
2X,and [H,'Y,] = —2Y,. However, then
a=2Kill(X,, Y) =Kill([H,/X,], Y,
= Kill(#,, [X,Y,]) = Kill(H,/, H,) >0,
so we can set
U,=(X, + Y,)/a'? and V,=(X, - Y)/a'

Consequently Kill(U,, U,)= 2 Kill(X,, Y)a =1, Kill(V,, V) = -1,
Kill(U,, Uy =Kill(U,, H)=Kill(V,, H)=0 for all Heh and positive
roots a, f € &, and finally Kill(U,, Up) = Kill(V,, V) =0 for all positive
roots a # f. It is clear that the set of all U,’s and V,’s complete an orthogonal
basis for g and contribute nothing to the signature of g. Thus the signature of g
is n as required.

We can alter the above basis slightly to obtain a basis for a compact real
form of §. Thus consider an orthogonal basis for § as follows: iH, for
k=1,...,nwith H e hand iU,, V, as « varies over all positive roots of #.
Let g, denote the set of all linear combinations of these basis elements with
real coefficients. Clearly the Killing form of § restricted to g, is negative
definite, so we must merely show that g, is a subalgebra of § or, what is
equivalent, that g, is the fixed point set of a conjugation of §. We see g, is the
real form of the conjugation @C where C is the conjugation of the split real
form g, and ¢ is an automorphism of § such that ¢(H) = —H for all H e h,
and for any positive root a, ¢(X,) = —Y,, ¢(Y,)= —X,. 1t should be
clear that X,’s and Y,’s can be chosen so that they satisfy the properties of the
previous paragraph and also so that ¢ defines an automorphism of §; note
Helgason [1962, p. 155] for a slightly different proof.

Example (1) Let g=sl(n+1, C), so it is of type 4,. We have pre-
viously shown that, for X, Y e§, Kill(X, Y) =2(n + 1) trace(XY), and a
Weyl basis is given by setting Hy ;4; = Ey y — Eyyy 41 fork=1,2,....n
and for 1 <j<k<n+1, X, =Ey,and Yy = E,;. To find an orthogonal
basis for the split real form, we first choose H,, H,, ..., H, € h where h is
the set of real diagonal matrices of trace 0 such that Kill(H,, H,) =1 and
Kill(H;, H)=0 if j#k Also Uy=(Ey+ E)/2(n+ 1)"? and V=
(Ejx — E/2(n + DV* for 1 <j <k < n+ 1and so clearly all these elements
span the split real form g = sl(n + 1, R). The corresponding compact real
form with basis iH,, k =1,2,...,nand iUy, Vy, 1 <j<k <n+1 clearly
is the algebra su(n + N ={Xej: X '= — X}.
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Similarly in Table 15.1, § is a simple classical Lie algebra over C of the
type listed with n the rank of § and g_ the compact form of § up to isomorph-
ism (note Proposition 15.6(b) and the book by Chevalley [1946] for a com-
plete discussion of the compact sp(n)). The notation is given in Section 12.6,
but we shall change it slightly later.

TABLE 15.1
g g- dimension g _
A, (n=1) su(n+1) n(n + 2)
B, (n=2) so2n+ 1) n(2n+1)
C, (n=3) sp(n) n(2n+ 1)
D, (n=>4) so(2n) n2n—1)

Proposition 15.6 Let g be a simple complex Lie algebra, and let g_ be a
compact real form with conjugation C._. .

(a) If C is any conjugation of §, then C = ¢C_ where ¢ e Aut(j),
¢*=Land C_¢=¢C_.

(b) If K_ is a conjugation of § corresponding to any other compact form
of §, then C_ and K_ are equivalent.

ProoF (a) From Proposition 15.3, C = ¢,C_ where C_¢,C_ = ¢;?,
so all we have to do is show there is a conjugation ¢C_. equivalent to C with
C_ ¢C_ = ¢. Moreover we can assume that ¢ has the form ¢ = y¢p,C_y~1C_
for some € Aut(g§) which we give below.

Forany Z, =X, +iY,,Z, =X, +iY,ej=g_+ig_ withX,, Yeg_
we compute

Kill(C_(Z,), C_(Z,)) = Kill(X, — iY,, X, — i¥,) = Kill(Z,, Z,) ()

where 4 is the conjugate of @ in the complex numbers. We define the form on
g by
(Z4,Z) = —Kil](Zl, C—(Zz))

and see it is a positive definite Hermitian inner product on § as follows. The
form is linear in the first variable, additive in the second, and satisfies
~(Zy, Z,) =Kill(Zy, C_(Z,)) =Kil(C_(C_(Z,)), C_(Z,))=Kil(C_(Z,),
C_(C_(Z))=Kill(Z,, C_(Z,)) = —(Z,, Z,), using (*). Also (Z,, Z;) =
—-Kill(X, +iY;, X, —iY)) = —Kill(X,, X,) — Kill(Y;, ¥;) =0 so that the
form is positive definite.
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For an endomorphism A of § we define the adjoint A* by (4Z, W) =
(Z, A*W) and note that if Kill(4Z, AW) = Kill(Z, W), then

(AZ, W) = —Kill(4Z, C_(W))
= —Kill(Z, A"*C_(W)) = (Z, C_A"'C_(W))

so that A* = C_A~'C_. Consequently A* = A ifand onlyif A = C_A4"!C_
if and only if 47! = C_ AC... In particular, this gives ¢, = ¢,*; that is, ¢,
is a2 Hermitian linear transformation so has real characteristic roots and is
diagonalizable by a unitary transformation. If we regard ¢, as a complex
matrix where the adjoint matrix is the transpose of its complex conjugate,
then we can write ¢, = PDP~' where D is a real diagonal matrix and
P*=P'=P~! Now set Y = PDP~! where D is the diagonal matrix with
entries equal to the positive square root of the absolute values of the cor-
responding diagonal entries of D~'. Note by construction that §/* = y.

Using this we see yd, = ¢, Y*¢, 2 =1, and C_y~'C_ =y = y*;
that C_y~!'C_ =y is just a matrix computation using C~ ¢;:C_ = ¢,.
Finally i is an automorphism as follows. Let 4,, ..., 4, be the characteristic
roots of ¢ which give the matrix D, and let g, , ..., §,, be the characteristic
spaces. Let X €§; and Y €§,,. Then [XY]=Z €4, ,, if 1;4; is a character-
istic root, otherwise [XY] = 0. Now the spaces g,, are the same characteristic
spaces which give the matrix D for y, and if [XY] = Z as above, then

WXYY]=|4| "2 4] 712Z
= |41 722 = yZ = y[XY]
which yields ¢ € Aut(g).

Now let ¢ =¥, C_y~'C_ =y*¢,. Then C_¢$C_=¢ ! =¢ since
¢? = 1. Thus, by Proposition 15.3(c), ¢,C- is equivalent to ¢C_ with ¢
having the required properties. Note from the construction of ¢ = y?¢,
we have ¢* = ¢ relative to the form (Z,, Z,), and therefore ¢ is diagonal-

izable.
(b) Let K_ be a conjugation corresponding to another compact real

form h_. of §. Then up to equivalence, we can write K_ = ¢C_ where
¢* =1,¢C_ = C_¢, and ¢* = ¢ € Aut(J) as above. We also have from these
that p =C_K_=K_C_. Let{Z,, Z,) = —Kill(Z,, K_(Z,)) for Z; e § =
h_ + ih_. Then as for formula (*) in part (a),

Kill(K_(Z,), K_(Z,)) = Kill(Z,, Z,) = Kill(C_(Z,), C_(Z;)) (*%)

and also {Z,, Z,) is a positive definite Hermitian form.
Next ¢ is positive definite, for if ¢X = AX with 4 <0, then using (sx)
0> XX, X) = (X, X}
—Kill(K-(C_(X)), K_(X))
—Kill(C_(C-(X)), C_(X)) = (X, X)
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which contradicts (Z,, Z,) is positive definite. Since ¢ is diagonalizable with
real positive characteristic roots and ¢> = I we see ¢ = I. Thus, since we have
written K_ = ¢C.. up to equivalence, we see K_ is equivalent to C_.

REMARK (3) We usethe preceding results to classify the real forms of a
simple complex Lie algebra § as follows. The real forms are determined by
conjugations with isomorphic forms giving equivalent conjugations. Thus
we must choose a suitable representative of the equivalence class which gives
isomorphic real forms. From Propositions 15.5 and 15.6 we can choose a
conjugation C_ corresponding to a compact real form, and it does not make
any difference (up to equivalence) what compact form is chosen. However,
any other conjugation C can be written C = ¢C_ with the automorphism ¢
given according to Proposition 15.6(a). Thus it suffices to discuss such auto-
morphisms which we do for those algebras whose automorphism groups were
computed in Chapter 14,

Exercises (1) Let g_ be a compact real form of a semisimple complex
Licalgebrag. Let S e Aut(§) besuchthat S = J,andletk = {X €§ : SX = X}
andp ={X €§ : SX = — X}..Show that the direct sum k + ip is a real form of
g and every real form of § is obtained this way up to an automorphism of §.
Also note the book by Helgason [1962, pp. 152-159].

(2) Let § be a simple complex Lie algebra, and let 4 be a maximal
compact subalgebra of § [note Section 12.6, remark (2)]). Show that 4 is a
real form of g.

Proposition 15.7 Let §=sl(n+ 1, C) for n>2 be the complex Lie
algebra of type 4,. Then C_ : X -» —X"' is a conjugation of a compact real
form. Any given conjugation of § is equivalent to precisely one of the follow-
ing conjugations:

@@ C-;

(b) C,:X-X;

(© Ci:X-> -TX'Tifork=1,2,...,[(n+ 1)/2]where T, is a diagonal
matrix with the first n + 1 — k entries down the diagonal equal to 1 and the
last k equal to —1.

(d) Co:X - TXTif n+ 1iseven, where T'is a matrix with all entries 0
except for a series of the matrices [, ] down its diagonal.

ProoF Since the real form of C_ is compact [example (1)], every con-
jugation of § is equivalent to some ¢C_ where ¢ is an automorphism of §,
p*=1Iand C_oC_ = ¢.
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From Proposition 14.22, the automorphisms of § are given by
o(A): X > AXA™'  and t(4): X - —AX'A7?

where 4 € SL(n + 1, C). One can compute that 6(A)o(B) = 6(AB), 6(A)t(B) =
1(AB), 1(A)o(B) = 1(A(B)7"), w(A)u(B) = o(A((B)™")), o(4) ' =a(4™Y),
1(4)"! = 1(A4"), and 6(4) = o(B) or 1(4) = 7(B) if and only if B is a scalar
multiple of 4.

We first show that any conjugation a(4)C_ is equivalent to one of the
conjugations in (a) or (c). We may assume o(4)?> = 6(4%) = Iand C_ a(A4)C_
= d((A")"') = 6(A) noting the proof of Theorem 15.6(a). Thus A% =al
and AA' = b for some complex numbers a and b. Since det 4 = | we have
a"*! = b"*1 = 1. By replacing A4 with c4 where c is a square root of @, we
may assume A2 = 7 and AA"' = bI. Now (n + 1)b = trace(44") >0 so b =1
and A'= A"! = A. Thus 4 is a Hermitian matrix. By possibly replacing 4
with — 4, we may assume that 4 has + | and — | asits only eigenvalues with
at least as many + I’s as — 1I’s. Moreover since 4 is Hermitian, it is diagonal-
izable by a unitary matrix, so we can choose a matrix B with B*= B~
and BAB™! equal to I or one of the matrices T, of (c). Finally

6(B)a(A)C_a(B)"'C_ =a(BAB") = 6(BAB™Y),

and so (4)C _ is equivalent to 6(BAB~*)C_ which must be one of the con-
jugations in (a) or (c).

Next consider the conjugations of the type ©(4)C_. Assuming =
1(A4)? = a(A(A") V) and C_t(A)C_ = 1((A")~') = 1(4), wefind that A(4") ! =
al and AA* = bl. As in the first case we find that b=1so (4) '=4
and A4 =al = AA. Now al = AA= AA =al so a is real and by taking
determinants a"*! = 1 recalling A € SL(n + 1, C). There are two possibilities
either a = 1 orif n + 1 is even we could have a = — 1.

So consider ©(4)C_ with A4 =1 and A'= A", We claim each such
conjugation is equivalent to 7(J)C_ : X — X, the conjugation of (b). Since

o(B)t(A)C_a(B)~'C_ = 1(BAB™Y),

it suffices {by Proposition 15.3(c)] to show that there existsa B e SL(n + 1, C)
with
BAB™'=1

or equivalently B~!B = A. Since A is unitary its eigenvalues have absolute
value | and it is diagonalizable. Thus we need only define the action of
B on eigenvectors of A in order to determine B completely. If X is an eigen-
vector of A with corresponding eigenvalue o, then define BX = X where
B? = &; note this gives g = 1. Since

AX=A4"'X =a " 'X = aX,
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X is also an eigenvector of A with eigenvalue «, and we can assume that we
have BX = BX. Then

B 'BX = B fX = pIBX = P?X = oX = AX

and B™!'B = 4 as required.

The last case to be considered is ©(4)C_. with A4 = ~1I, A'=A4"},
and n + 1 is even. We shall proceed precisely as above in order to show that
each of these conjugations is equivalent to ©(T)C_ where T is as in (d).
We need to define B on eigenvectors of 4 in such a way that BAB™1 = T.
If AX =aX, then AX = ~4A7'X = -7 1X = —aX, so eigenvectors of 4
occur in pairs X, X with corresponding eigenvalues the negatives of each other.
If AX = aX define B, X = fX where f% = & Then clearly we can assume
B, X =X so that Bi'X =B;{'X =87'X = X, BAB['X = p%aX = X,
and B,AB['X = —p*aX = —X. Using the fact that 4’ = B;AB[! has half
of its eigenvalues equal to +1 and the other half equal to —1, A’ has the
same Jordan canonical form as T and consequently B,A4’B;! = T for some
B, . Next from the form of T notice that iT is a real matrix. Also for eigen-
vectors X, X as above we see 4'X =X and 4'X = —X implies /X =X
and A’X = —X which gives A’ = —A’. Therefore i4’ =14’ = (=i} (~4') =
iA' so that j4’ is also a real matrix. This gives for the real matrix iT =
B,(iA')B; . Thus the real matrices iT and i4’ can be assumed to be similar by
a real matrix B, since they are similar by a complex matrix. We can conclude
T =B, A’'B;! with B, a real matrix. However, then B! = B;! and for
B = B, B, we see

BAB—I = (B2 BI)A(BZ Bl)_l = B2 A’B;l = T

as required.

The fact that none of the conjugations listed are equivalent follows from
the fact that their real forms are not isomorphic, and in fact all have distinct
signatures. The signatures are listed in the following corollary, and showing
that the list is correct is left as an exercise.

Corollary 15.8 Any real form of §=sln+ 1, C) of type 4,, n=2
must be isomorphic to precisely one of the algebras shown in Table 15.2.

Exercises (3) Use remark (2) of this section to verify that the correct
signatures are given in the above tabulation. Also show that none of the
signatures can coincide for a fixed n.

(4) Show that the 2 x 2 matrices X of complex numbers such that
To X T, = X where T, = [2;§]form an algebra over the real number which
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TABLE 15.2
Name Signature
@ sun+D={Xeg: X'=—X)} —n®—2n
(b) sin+ 1,R)={Xej: X=X} n
© Hmk,RA={Xeg:-T X'T.=X)} 1 —(n+1—2k)?

fork=1,2,...,[(n+ 1)/2] and
Ty as in Proposition 15.7.
(d) Ifn+1iseven, si(n+ 1/2, 2) is the set of —n—2
(n+ 1)/2 X (n + 1)/2 matrices with
entries from 4, the real quaternion
numbers, such that the trace of the
matrices is a quaternion number of
trace 0.

is isomorphic to the quaternion numbers. Also show that sl((n + 1)/2, 2) is
isomorphicto g, ={X €j: TXT = X} where n + 1 is even, § = sl(n + 1, C),
and Tis as in Proportion 15.7(d).

(5) Show that any real form of § = sl(2, C) of type A; must be iso-
morphic to si(2, R) or su(2).

Proposition 15.9 Let § be a simple complex Lie algebra of type G,.
Then there are only two isomorphism classes of real forms of g, the split
real forms and the compact real forms.

ProoF We may assume § = 2(%), the derivation algebra of € the
complex Cayley algebra as described in example (2) of Section 9.6. Let
A:% — % denote the map which sends an element [¢ #] into [¢ §] where
these elements were defined in the example mentioned above. Clearly A2 = 1,
MaX)=al(X)where aeC and Xe¥, and ¥, ={Xe¥: A(X)=X}is a
split real Cayley algebra. Define C, :§—§ by C, : D— ADA. Then it is
easy to verify that C, is a conjugation of § and its real form is 2(¥,), a
split algebra of type G, . By following the similar arguments for Lie algebras,
it can be shown that every real Cayley algebra is the fixed point set of some
TA with T € Aut(¥), and the real algebras ¢, and €, corresponding to
T,A and T; A are isomorphic if and only if there is some T € Aut € with
T, = TT,AT 1. However, it follows from Proposition 14.23 that Aut(g)
is equal to the set of automorphisms @(T): D— TDT™! with T € Aut(¥).
Finally one can check that the real form of ¢(T})¥ .. is 2(%¥,) where €, is the
fixed point set of T'A and that 2(¥%,) and 2(¥,) are isomorphic if and only if
%, and ¥, are isomorphic. Since we have mentioned that there are only two
isomorphism classes of real Cayley algebras, the same must be true for their
derivation algebras.
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Proposition 15.10 Let §j = 9(n, C) be the simple complex Lie algebra of
type D, and assume n > 5; that is, § = {X e gl(2n, C) : LX'L = — X} where

<[ g
The following is a listing of one representative from each isomorphism class
of real forms of g.
() 2 k, RA)={X€j: —T,X'T,= X} where k=0, 1,2, ..., nand
T 0 0 0 Pr-k

o|lolo |1 [k

olo| TIT]o pn-k

ol r|o]o Jx

b -

The signature of 2(n, k, R) is 2k(2n — k) — n(2n — 1), and for k =0 the
form is compact.
b)) 2(n, -1, R)={Xej: —T_,X'TZ} = X} where

I 0 Iin
-]
-1 |}n.

0

ProoF We must first describe Aut(g). It was seen in Chapter 14 that the
inner automorphisms of § consists of all (T) : X - TXT ™! where LTL =
T~!and det(T) = 1. Itis clear that (T) is an automorphism even if det(T) =
—1, and it is claimed that such ¢(T)’s are not inner automorphisms. Thus
Aug(gd) = {@(T): LTL = T"'and det T = +1}. To show that we cannot have
o(T,) = o(Ty) with det(T;) = —1 and det(T}) = +1, merely notice that this
would imply @(T{'Ty)=1 so T{'T,=+I and det(xD)=1# —1=
det(T1Ty).

The signature of 2(n, —1, R) is —n.

It is clear that D(m, 0, R) = {X e§: — X' = X} is a compact real form so
denote its conjugation by C_ : X — —X". Every conjugation of § is equivalent
to one of the type @(T)C_ where ¢(T)?> = ¢(T?) =TI and C_ o(T)C_ =
®((T™') = @(T). The first condition implies 72 = +I and the second
implies TT* = I.
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We first consider the case T? = I. Then T has eigenvalues +1 and we can
assume that the +1 eigenspace has at least the dimension of the —1 eigen-
space. We can consider the nondegenerate symmetric bilinear form on the
2n-dimensional complex vector space V¥ of column vectors defined by (x, y) =
x'Ly so §={XeglV):(Xx, y) +(x, Xy)=0} and LT'L =T"! if and
only if (Tx, Ty)=(x, y). Now with T as above, suppose Tx =x and
Ty = —y. Then (x, y) = (Tx, y) = (x, T~'y) = —(x, y) so the + 1 eigenspace
and —1 eigenspace are orthogonal with respect to (x, y). Next notice that for
each T, of (a) we have T,2 = I, T, T, = I and the + 1 eigenspace is orthogonal
to the —1 eigenspace for T, . It is also easy to verify that the —1 eigenspace
of T, has dimension k, so it follows that there exists an S with LS'L =S~
and for some k, STS™! = T,. Since T" = T~! = Tand T'is Hermitian, we can
assume that S is unitary; that is, §* = ™1, However, then noting

C-¢(5)™'C_(X) = C_¢(S)"(-X
=C_(—57'X'S) = §'X(5) ! = ¢(59(X),

we obtain ¢(S)P(T)C_ ¢(S)"1C_ = ¢(STS") = (STS™') = ¢(T;). There-
fore by Proposition 15.3(c), ¢(T)C - is equivalent to ¢(T;)C_.

For the second case T? = — I, we repeat the now familiar agruments once
more. Thus T has eigenvalues i and if Tx =ix, Ty =iy, then i(x, y) =
(Tx,y) =(x, T"'y) = —i(x, y), so (x, y) =0 for all x, y in the +i eigen-
space. This implies the +i and —/ eigenspaces have the same dimension.
For T-, as in statement (b) we see T2, = —J and T, has eigenspaces like
T, so once again we can show that ¢(T)C_. and ¢(T-,)C_- are equivalent.

It remains to show that none of the algebras on our list are isomorphic.
First we would have to verify that the correct signatures are listed and then
check that this helps imply the desired conclusion. The calculation of the
signatures will be omitted since they are straightforward but long and cum-
bersome. The remainder of the calculations are given in the following exercise.

Exercise (6) Assume the signatures as given in the previous pro-
position. Then show that for a given n the only algebras which have the same
signatures are 2(n, n — n*’2, R) and 9(n, —1, R) if n happens to be a perfect
square. Show that these two algebras are not isomorphic.

Proposition 15.11 Let § = #(n, C) with n > 2 as described in exercise
(1), Section 13.2. Then the following list gives one representative from each
isomorphism class of real forms: #(n, k, R) ={X €§ : T,'X'T,’ = X} where

1] 0
T, =|—
0| T
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fork=0,1,2,..., nand T, is as in Proposition 15.10. The signature of
R(n, k, R) is (2k — n)(2n + 1) — 2k?, and for k = 0 the form is compact.

Proposition 15.12 Let § = €(n, C) with n > 3. Then the following list
gives one representative for each isomorphism class of real forms of §.

@ €0k, R)={Xej: -SX'Sy=X}fork=0,1,2,..., [n/2] and
- 11000 Pn—k

o|-1{0 0 Dk

Sk=
00| 7]0 Pn-k

L oo | o | -1k

The signature of €(m, k, R) is 8k(n—k) — n(2n + 1), and for k = 0 the form
is compact.

(b) €(n, -1, R)={Xej: —T_ X'T-} =X} where T_, is as in
Proposition 15.10. The signature of ¥(n, —1, R) is n.

Exercises (7) Show that a proof of Proposition 15.11 is actually
contained in the proof of Proposition 15.10.
(8) Prove Proposition 15.12,

REMARK (4) We do not have enough information about the auto-
morphism groups of the complex Lie algebras D,, F,, E4, E,, and Eg to
classify their real forms in the same manner as the others. We list the number
of real forms of each type and their signatures in Table 15.3 without proof.
A very explicit proof of all of these facts can be found in the work of
Freudenthal and De Vries [1969].

TABLE 15.3

Number of classes

Type of real forms Signatures
D, 5 4,2, —4, —14, —28
F, 3 4, —20, —52
Eg 5 6,2, —14, —26, —78
E, 4 7, —5, —25, —133
Eg 3 8, —24, —248
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2. Representations of Real and Complex Simple
Lie Algebras

Since the simple complex Lie algebras and their real forms are all com-
pletely reducible, the finite-dimensional representations of these algebras are
all direct sums of irreducible ones. In this section we will describe the irre-
ducible representations of the simple complex Lie algebras and their relation-
ship to the representations of the real forms.

ReEMArk (1) For the remainder of this section § will denote a simple
complex Lie algebra, f a Cartan subalgebra of §, # the set of nonzero roots
of g, and # a basis for #. We wish to determine the equivalence classes of
finite-dimensional irreducible representations of § where two representations
{i:dg—-gl(V), i=1, 2, are called equivalent representations if there exists a
nonsingular linear transformation T: V; —» V, with {,(X) = T{(X)T"* for
all X ej. As in the case of the adjoint representation, if {:§—gl(V) is a
representation of §, then V is a direct sum of weight spaces of {(h). More
explicitly let V(A) ={ve V:({(H) — AH))'v =0 for all Heh and some
positive integer k}. Here A is any linear transformation A: f— C and 1 is
called a weight of { if V() is nonzero. Let #” denote the set of all weights of
{ (including O perhaps). Then

V=13 V@)

AeW
as a vector space direct sum.

Proposition 15.13 (@) If ae®, X ej(a), Ae W, and ve V(4), then
UX)(v) e V(x+ A) if « + 4 € # and otherwise {(X)(v) = 0.

(b) The weight spaces are in fact eigenspaces; that is, {(H)(v) = A(H)v
for all H eh and v € V(J).

() If B={n, a5, ..., o,}, then there exists a unique weight 1, € %~
such that A, + o, ¢ # for k=1, 2, ..., n, and A, is called the maximal
weight of .

(d) If Aew’, then A=2, — Yr_, t o, for some positive integers 7.

(e) The dimension of V(4,) is 1.

ProOOF (a) and (b) Clearly there exists some A€ ¥ and veV(d)
such that {(H)(v) = A(H)v for all H € h. Then for any X € §(a)
LX) = UX)L(H)() + [E(H), {(X))(v)
= (A(H) + a(H)){(X)(v)
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so either {(X)(v) =0 or {(X)(v) is an eigenvector of {(H) and {(X)(v) €
V(a + A). Now it is clear that v generates a j-submodule of ¥ which consists
entirely of eigenvectors of {(k). Since V is irreducible this §-submodule must
be all of V.

(c)(e) Let A, € # be a weight suchthat Ay + o, ¢ # fork=1,2,...,n.
Such a weight must exist because V is finite dimensional and so has only a
finite number of weights, and given any weight we can continue to add «,’s
to this weight until it satisfies this property.

Let 0# X, ed(a) and 0 #Y, €g(—a) for k=1, 2, ..., n. Choose a
fixed v, € V(4,). Then since V is irreducible, it is clear that V is spanned by
vectors of the type T(v,) where T is a product of certain {(X;)’s and {(Y})’s.
Also notice that A, + o, ¢ # implies that {(X,)(v,) =0fork=1,2,..., n.
We claim that ¥ is spanned by a vector of the type T(v,) where T'is a product
of certain {(¥,)’s. To see this set Hy = [X,, Y,] so that H, € k and notice that
if j # k, then using Proposition 14.17

SXDUYI(o) = LUX; V) vo) + LY(X ) vo) = 0

and

XD (Y)(o) = L(Hi)(vo) + LY Xi)(vo) = Ao(Hi o .

By making repeated use of the above procedure we see that we can eliminate
any {(X,)’s from longer products.

Now suppose that T(v,) #0, where T is a certain product of {(Y,)’s
where {(Y;) occurs ¢, times. Then T(v,) € V(A) where

n
A=do =Y tioy.
k=]
This proves (d).

To see that the dimension of V(4y) is 1, notice that the formula above
guarantees that none of T(v,)’s, with T a nontrivial product of {(Y,)’s, are in
V(Ag). Thus V(Ag) consists of all multiples of v, and the proof of (e) is
completed.

Finally we must show that 1, is the unique maximal weight. Our proof has
shown that all weights of { can be found from a maximal weight by the formula
in (d) and it is clear that only one weight can satisfy this property.

ReMARKS (2) Proposition 15.13 implies in particular that each root
system of a simple complex Lie algebra has a unique root of maximal height;
that is, there is a unique root Y 3., f, o, € #* with Y'5_, #, maximal.

(3) Although dim V(4;) =1 we may have dim V(4)>1 for other
A e . In fact this is always true for the weight O of the adjoint represen-
tation of a § with rank § > 1.
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Proposition 15.14 For any « € # let H,' € h be as usual so that we can
choose X eg(x), Yeg(—a) with [H,/X}=2X, [H/Y]= -2Y, and
[XY]= H,'. Then A(H,’) is an integer for each A € #".

PrROOF Let g’ be the subalgebra of § generated by H,’, X and Y so that
g = sl(2, C). Choose any v € V(A). Then the action of g’ on v generates an
irreducible g’ subspace V' of V. Now {(H,')(v) = A(H,')v and A(H,’) must be
an integer by Theorem 13.11.

Example (1) Let § =sl(2, C). Then for & = {—a, a} we have H,' =
[4 -9]. The weights of the adjoint representation are #', ={—a, 0, a}
and a(H,) =2. Let V be the vector space of two-dimensional complex
column vectors with § acting on V as usual by matrix multiplication. Then
the weights of this representation are %, = {— /2, ¢/2} and V(«/2) is spanned
by the vector [¢]. Finally 4a(H,) =1 an integer as guaranteed by the
proposition.

Theorem 15.15 Let § be a simple complex Lie algebra and Ay:h— C
a linear transformation such that each Ao(H,) is a positive integer or O for
o, € B. Then there exists an irreducible representation { : § — gl(V) with A,
as maximal weight. The representation is finite-dimensional, determined up to
equivalence by 1, and every finite-dimensional representation of § is equi-
valent to some such {.

PROOF It is clear from the proof of Proposition 15.14 that A,(Hg,)
is a nonnegative integer if A, is the maximal weight of a finite-dimensional
representation of §. Therefore, all we need show is that { is completely
determined once we are given some 0 # v, € V(4,), § and the nonnegative
integers A,(H,,) = a;.

Now fork =1,2,...,n,let H, = H, and choose X, € §(o,), Y, € g(—o)
so that H,, X,, Y, forms the usual basis for a subalgebra g, of § with g, =
sl(2, C). By Theorem 13.11 the number g, completely determines the action of
g, on an irreducible subspace of V with v, in the weight space of the maximal
weight. More precisely {( Y)(v0),j=0,1,2,...,p, for some p is a basis for
one of the modules described in Theorem 13.11,

It suffices to show that we can determine the action of all of § on
basis elements of the type

v ={(Y,,)" LYY 9(vo)
and we proceed by induction on Z;’-=,tj. Since {(X )Y, = LY )UXY)
+ C(HY, LX) = UY)U(X)) if j # k and {(X,)(vo) = 0, we can determine
the action of {(X) on v for all X € () witha e #*. Forany He h

A = GolH) = 3 (D)
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Next to determine whether or not {(¥,)(v) is 0 we first set
o, ={X)(®) #0  where {(X)'()=0.

Then the integer {(H,)(v,) determines an irreducible representation of g,
with v, as maximal weight vector. From this we determine whether or not
{(Y)(v) is O.

To show that the module generated is finite dimensional we need only
show that for each k =1, ..., n there are only finitely many irreducible g,
submodules of our g-module. From the fact that each weight space of our
module is finite dimensional and there are only a finite number of weights 4
of our representation with A(H,) > 0, we conclude there are only finitely
many maximal weight spaces for irreducible representations of g, .

Finally we must determine a basis for each weight space.

Exercise (1) Finish the proof of Theorem 15.15 by showing that a

basis for each weight space can be determined from § and the integers
iy ovoy Ay,

Definition 15.16 The representations {;, k = 1, ..., n of § with maximal
weights 4, such that 4,(H,) = 1 and 4,(H)) = 0 for j # k are called the basic
representations of §.

Proposition 15.17 If u, and g, are finite-dimensional representations of
g with g;:G—>gl(V), j=1, 2 and y; has maximal weight 4;, then define
H @ puonV; ®V, by

(1 @ pa)(X) 2 u ® v (X)) @ v + u @ pr (X))

Let 0#v;eVA) for j=1, 2, then p, @ u,: gV, ® V,) is a rep-
resentation of § such that the submodule of V; ® V, generated by v, ® v,
is the module of an irreducible representation with maximal weight 4, + 4,.

PROOF Some trivial computations show that u, ® p, is a representation;
note Sections 9.4 and 12.5. Now

(11 ® w)(H)(v;, ® vy) = (4, + L) (H)(v; ® vy)

and clearly v; ® v, belongs to a maximal weight space of ¥; ® V, so the
proposition follows.

Corollary 15.18 Any finite-dimensional irreducible representation of §
can be obtained from some tensor product of basic irreducible representations
as in the previous proposition.
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PrOOF Let { be an irreducible representation of § with maximal weight A
and set a, = A(H ) tor k =1, 2, ..., n. Each g, is a nonnegative integer so we
can set V equal to a tensor product of V,’s with V, occurring a, times where
W - G — gl(V,) are the basic irreducible representations defined in Definition
15.16. This tensor product yields a representation as defined in Proposition
15.17, and the tensor product of the maximal weight vectors of the V’s
generates a g-submodule of ¥ with has the same maximal weight as (.

Exercises (2) Show that the adjoint representation of the complex
Lie algebra of type G, is a basic representation. Also show that the rep-
resentation of this algebra as derivations of a Cayley algebra is basic and not
equivalent to the adjoint representation.

(3) Istheadjoint representation of § = si(n + 1, C) a basic representation ?

REMARK (4) Often a representation is described by adding to the Dynkin
diagram of § the number A4(H,) to the vertex of the diagram corresponding
to the root a, . Since the Dynkin diagram completely determines the structure
of § and an irreducible representation { is completely determined by the
numbers A,(H,) for its maximal weight A,, theoretically one could construct
the Lie algebra and its representation using only the diagram. In practice, of
course, the computations are prohibitive, but it is not too difficult to determine
the maximal weight 1, from the diagram.

Example (2) Consider the accompanying diagram with 0’s and 1’s
attached to the roots which is the diagram for a basic irreducible represen-

1

o] as
0 0 0 0 0
o £7) o3 7 Us

tation of the complex Lie algebra of type E,. We can set Ao = Y o_ 6%
and we would like to determine the coefficients ¢,. We know

Ao(Hg) = 2{Ag, #6D[{0tg, 0y = 1 and Ao(H) = 2{Aq, )[{ay, 2> =0
fork=1,...,5. Also

2oy, /oy, ) = 2, 2¢ay, app/Cay, @) = ~1,
2oy, a3p/{ay, 0> =0
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and so forth. Thus
Ao(Hy) =2t; — 1, =0,
Ag(Hy) = —t; + 21, — 1, =0,
Ao(H3) = ~t; +2t3 — 1, — 15 =0,
Ao(Hy) = —t3+2t, —t5 =0,
Ao(Hs) = —t4 + 2t5 =0,
Ag(Heg) = —t3 + 2t = 1.

Solving the system of equations one finds that ¢, =1, =1,1, =1, =1, =2,
and ;=3 so Ay =ay + 20, + 305 + 20, + 05 + 2a,. This is, in fact, the
maximal weight of the adjoint representation of the complex Lie algebra of
type E¢ . There are convenient tables listing the maximal weights of all of the
basic representations for all of the simple complex Lie algebras as well as a
listing of all of the weights of the adjoint representations in the appendix
of the book by Freudenthal and de Vries [1969].

ReMARK (5) Given an irreducible representation {:J — gl(V) with
maximal weight A, and with 2* the positive roots of g, then the dimension of
V can be obtained from Weyl’s formula

dim V = ,11% + B, a)/{B, &)

where f =14 Y .. 4+ o« The proof of Weyl’s formula uses properties of rep-
resentations we have not discussed so it will not be given here. A proof can
be found in the book by Jacobson [1962].

Exercise (4) Letg beacomplex Lie algebra of type A5 and {: § - gl(V)

a basic irreducible representation corresponding to the accompanying

diagram. Assuming Weyl’s formula and assuming that we know that
0 1 0

- o o,

oy oy a3

R ={ay, ay, a5, @, +ay, @, + a3, @ + &, + a3}, find the maximal weight
A of { as a linear combination of the «,’s and find the dimension of V.

Examples (3) The complex Lie algebras of type 4,, B,, C,, and D,
were all defined as certain sets of matrices so this definition includes the
description of a representation on a set of column vectors. Thus si(n + 1, C),
B(n, C), €(n, C), and 2(n, C) are descriptions of representations on spaces
of dimension n + 1, 2n 4+ 1, 2n, and 2n, respectively. In each case these are
representations on spaces of minimal dimension.



2. REPRESENTATIONS OF REAL AND COMPLEX SIMPLE LIE ALGEBRAS 333

(4) Consider two irreducible representations {,: g —»>gl(V)), k=1, 2,
such that the diagram for (, is obtained by permuting the numbers assigned
to the vertices of the Dynkin diagram by reflecting them through a symmetry
of Dynkin diagram. From the symmetries involved in constructing § and the
representations from the diagrams it is clear that dim ¥; = dim V, and there
will be a natural correspondence between weight spaces. Thus we can assume
that V; = V, = ¥ and the representations {; and {, will resemble each other
even if they are not equivalent. For example, if §=sin+ 1, C) forn>2
(so g is of type A,) and we consider the representations corresponding to the
accompanying diagrams. It can be shown that in this case dim(V)=n+ 1

1 0 0 0 0 0 0 1
o oz o Op—y oy oy oz o Op—y oy
& £,

and we can let V be the vector space of complex » + 1-dimensional column
vectors. For A eglin+ 1, C) and x € V we can set {,(A)(x) = Ax the usual
matrix multiplication and {,(4)(x) = — A'x. The statement that {; and {, are
not equivalent is the same as saying that A —» —A* is not an inner automor-
phism of §.

REMARK (6) We will now consider representations of real forms of a
simple complex Lie algebra. Given a real form g of § and {:§—gl(¥) a
representation of §, then { restricted to g is clearly a representation of g but is
considered to be unsatisfactory in certain ways because this gives an action
of the real algebra g on a complex vector space V. This can be remedied by
restricting the scalar multiplication on ¥ to the real numbers, but a more
useful solution is described in the next definition. Notice that we have altered
our notation slightly, for the remainder of this section §, ¥, ¢ will denote the
complex Lie algebras, vector spaces and representations and g, ¥, { will
denote real ones.

Definition 15.19 (a) Given a finite-dimensional complex vector space
Vand C: V- ¥V a nonsingular linear transformation of ¥ when we restrict
scalar multiplication in ¥ to the real numbers. If C? = I and C(ax) = aC(x)
for all e C and x € 7, then C is called a conjugation of ¥ and

V={xeV:C(x)=x}

is said to be the real form of ¥ corresponding to C.

(b) Given a real form g of §, a simple complex Lie algebra, and {: § —
gl(V) an irreducible representation of g, then { is said to be real for g if
there exists a conjugation C of ¥ with corresponding real form V such that
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{(X)x) e Vforall X eg and x € V. In this case the restriction { of { to g
acting on V is said to be a real form of {.

Proposition 15.20 (a) If V is a real form of ¥, then V is a real vector
space with the dimension of ¥ over R equal to the dimension of ¥ over C.

(b) If £:5—gl(V)is an irreducible representation of §, then any real
form of {, say { : g — gl(V), is an irreducible representation of g.

() IfZ :5-gl(V,) and I,:§—gl(V,) are two equivalent irreducible
representations of §, then {, is real for a real form g of § if and only if {,
is real for g.

PrROOF (a) and (b) are trivial to prove.

(c) Choose a T: P, = ¥, such that {,(X) = T{(X)T"? for all X €§
and let {, : g—gl(V,) be a real form of {,. Then V, ={T(x): xe V;} is a
real form of V7, and for all Xeg, xeV, we have [,(X)T(x)=
TL(X)T(T(x)) = TL(X)(x) € V, as required.

Examples (5) Obviously the adjoint representation of any complex
Lie algebra § is real for all real forms of §.

(6) The representations of the complex Lie algebras of type A4,, B,,
C,, and D, discussed in example (3) above are real for their split forms
because we know that si(n + 1, R), #(n, R), ¢(n, R), and @(n, R) are rep-
resentations of the split real forms in terms of real matrices of the required

type.

Exercises (5) Letg be the complex Lie algebra of type 4,, g a compact
real form of §, and 7 : § — gl(n + 1, C) the usual representation of § as the set
of (n + 1) x (n + 1) complex matrices of trace 0. Show that { is not real for g.

(6) Show that both basic irreducible representations of a complex Lie
algebra of type G, are real for both real forms.

3. Some Simple Real and Complex Lie Groups

In this section we make a few brief comments on how the results we have
obtained for representations can be applied to Lie groups. We will concern
ourselves only with simple Lie groups; that is, Lie groups whose Lie algebras
are among the finite-dimensional simple Lie algebras we have discussed.
Also see Definition 10.14.
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Definition 15.21 A Lie group G is said to be a linear Lie group if there
exists some finite-dimensional vector space V' and some G, < GL(V) with
G and G, isomorphic as Lie groups.

Examples (1) If {:§—gl(V)is a representation of a simple complex
Lie algebra § and exp : g/ ¥) —» GL( V) is the usual exponential map, then the
subgroup of GL( V) generated by exp({(§)) is clearly a complex linear Lie
group. If { : g > gl(V) is a real form of Z, then the subgroup of GL(V') gener-
ated by exp({(g)) is a real linear Lie group.

(2) For n>2 let § be a complex Lie algebra of type A4, and let 7,,
£,:3—>gln + 1, C) be the two representations of example (4), Section 15.2.
Thus {, and {, are not equivalent. The groups generated by exp({,(§)) and
exp({,(§)) are equal to SL(n + 1, C). Therefore the complex linear Lie groups
corresponding to the two inequivalent representations can be viewed as the
same set of matrices.

ReMArRKk (1) Recall that the centers of connected simple Lie groups are
discrete and are finite if, in addition, the groups are compact. If G is a con-
nected simple Lie group, G, is the simply connected covering group of G and
Z is the center of G,, then there exists a subgroup H of Z such that G is Lie
isomorphic to G,/H. If we are given a simply connected simple Lie group
G, and { a representation of the Lie algebra g of G;, then G, the group
generated by exp({(g)), is Lie isomorphic to some G,/H. One reason that
representations of Lie algebras are so important is that the subgroups H
may not be isomorphic for inequivalent representations (. It is also known
that for certain subgroups H of Z, the group G,/H is not Lie isomorphic to
the group generated by exp({(g)) for any irreducible representation { of g.
For certain subgroups H the groups G,/H may even fail to be linear groups.
It is a difficult problem determining the relationship between the real forms of
irreducible representations of a simple Lie algebra and the corresponding
subgroups of the center of the appropriate simply connected group. We will be
satisfied stating a few results for the case that the Lie algebra is simple complex
oris a compact real form. A very interesting set of tables containing the results
for all real forms can be found in the book by Tits [1967].

Proposition 15.22 If g is a compact real form of a simple complex Lie
algebra g and { : g — gl(V) is the real form of some irreducible representation
of §, then G, the group generated by exp({(g)), is a real compact Lie group;
that is, G is compact as a manifold.
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PROOF Since any covering group of a simple compact Lie group is
compact (Section 12.6), we need only consider the case when { is the adjoint
representation of g. Thus let G be generated by exp(ad(g)) and recall that

Kill(T(X), T(Y)) = Kill(X, Y)

forall X, Y egand T € G. We can define a positive definite bilinear form
on g by B(X,Y)=—Kill(X,Y), and we have G < O(g) ={T € GL(g):
B(T(X), T(Y)) = B(X, Y)}. Thus G must be compact since O(g) is compact.

REMARKS (2) A much stronger result is known and is not too difficult
to prove, namely a simple connected Lie group is compact if and only if its
Lie algebra is a compact real form of some complex Lie algebra.

(3) We conclude this section by stating a theorem which lists the centers
of simply connected, compact, simple Lie groups. Several texts, including
those by Wolf [1967], Loos [1969], Freudenthal and de Vries [1969], and
Tits [1967] give a proof of the theorem or parts of it. The last book mentioned
also lists similar information for noncompact groups and lists the centers of
the groups generated by exp({(V)) for various representations of simple
Lie algebras.

Theorem 15.23 Let G, be a connected, simply connected, simple,
complex Lie group. Let G be the maximal compact subgroup of G, and let
g, and g be the Lie algebras of G, and G, respectively. Then g is a compact
real form of g, and G is simply connected. If Z(G,) and Z(G) denote the
centers of G, and G, then Z(G,) = Z(G) and these centers are listed in the
Table 15.4.

TABLE 15.4
Type of g4 Z(G,) = Z(G)
An; n>1 Zn+l
B,, n>=2 V4
Cna n 2 3 ZZ
D,, neven,n>4 Z,PZ,
D,, nodd, n>5 Z,
Eq Z,
E, Z,

Es, F4, G2 {n




APPENDIX

In such texts as those by Helgason [1962), Kobayashi and Nomizu [1963],
Loos [1969], and Wolf [1967], a differential geometric approach to Lie groups
is used. In this chapter we briefly introduce some of the basic concepts of
differential geometry and relate them to some of the algebra we have developed.
We give few proofs but sufficient references.

Thus, after generalizing differentiation in Euclidean space to “ differentia-
tion”’ on a manifold M by using a connection V, we discuss the basic concepts
of geodesics, parallel translation, pseudo-Riemannian structures, and
holonomy groups. Then we apply these results to the G-invariant connections
on M = G/H which is a reductive homogeneous space. The G-invariant
connections are in one-to-one correspondence with certain nonassociative
algebras which are rather general, as shown in Fig. A.1l, where the dashed
arrow denotes a local correspondence. Next we show how these algebras
correspond to certain multiplications p: G/H x G/H — G/H analogous to
the Lie group results in Sections 1.6 and 5.3. These results generalize facts
on Lie groups and Lie algebras and we indicate how simple nonassociative
algebras are related to irreducible G-invariant connections on G/H and how
to construct general results from these components. Finally we give a way
of computing those nonassociative algebras which induce pseudo-Riemannian
G-invariant connections on G/H in terms of a Jordan algebra of endomor-
phisms.

Connections

Multiplications - ————=—= Algebras
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1. Connections on Manifolds

We now consider the concept which generalizes differentiation in R" to
differentiation on a C*-manifold M. Then the geometric concepts of geodesics,
curvature, torsion, holonomy, and Riemannian connections are discussed.

Definition A.1 Let M be a C*-manifold and let D(M) be the vector space
of C®-vector fields on M. An affine connection on M is an R-bilinear map
V: D(M) x D(M) - D(M) : (X, Y) —» Vy Y satisfying

Vix+ov@) =fVxZ + gVyZ,
Vx(fY) =fVxY + (Xf)Y,

where f, g € C®(M). The operator Vy is called covariant differentiation relative
to X.

Note that for M = R", a vector field Y can be regarded as a function
Y : R" -+ R"; thus the above definition reduces to that given in Chapter 1.
Also it is shown by Kobayashi and Nomizu [1963] that connections exist on
a manifold.

In terms of a coordinate neighborhood U of p e M with coordinate
function x = (x,, ..., x,), the connection V is determined by n> real-valued
C*-functions I'}; on U by

Va/ax. (a/axj) = Zk: rfj 0/0x;

where 0d/dx, are the usual coordinate vector fields on U.

These functions I'}; completely determine V on U, for given vector fields
X=Y a,0/0x;and Y=Y b; d/0x; on U, we can use the properties of V to
show

Vx¥ =Y ¥ [a(0by/0x, + 3 Ti;b))] 9/o,. *)

Conversely, given any real-valued C®-functions I'f; on U, we can define
Vx Y by (*). This can then be extended to all of M provided certain compati-
bility conditions are satisfied [Helgason, 1962, p. 27].

Definition A.2 Let M be a C®-manifold with affine connection V, let
o :I - M be a C*-curve in M with tangent vector field X; that is, X(¢t) = 6(2)
for all ¢ in the open interval /, and let J be a closed subinterval of . A C*-
vector field Y on ¢ is parallel along ¢ (restricted to J) if (Vy Y)(o(t)) =0 for
all 1€ J. The curve o is a geodesic if (Vyx X)(o(f)) =0 for all te J.
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The proofs of the following results on parallel fields and geodesics can be
found in the work of Helgason [1962], Hicks [1965] and Kobayashi and
Nomizu [1963] and simply involve the solution to differential equations.

Theorem A.3 Let M be a C®-manifold with affine connection V, let
o:1— M be a C*-curve in M, and let [a, b] = I. For each Y e T(M, o(a))
there is a unique C®-vector field Y(¢) on ¢|[a, b] such that Y = Y(a) and
Y(t) is parallel along o (restricted to [a, b]). Furthermore the map

o(a, b) : T(M, o(a)) » T(M, a(b)) : Y(a) - Y(b)

is a vector space isomorphism called parallel translation along ¢ from a(a) to
a(b).

OUTLINE OF PROOF Without loss of generality we can assume o lies in
a coordinate neighborhood U and has no double points. For x,,..., x,
coordinate functions on U, we can write o(t) =) o,(t) 6/ox{(a(t)) and
X(1) = 6(t) =Y a/(1) 0/dx(a(t)) and Y() = Y ay(1) 3/ox{c()). Then Y(t)
parallel along ¢ implies

0=V Y=Y (Y 6/ da/ix;+) o/a;T};)0/0x,
ko L
on . This gives for 1 € [a, b] the equation for the q,,

dak/dt + Z ajO‘,-Tfj =0
iLJ

for k = 1,...,n where we use the chain rule on a(t) = a,(0,(1), ..., 6,(1)).
The unique solution to this system of linear differential equations gives the
results concerning the isomorphism a(a, b). If g is to be a geodesic, we obtain
for X(t) = Y(t) the system

d?e,/di* + ) T'¥, do/dt do;/dt =0
‘.'j

whose unique solution with specified initial conditions gives the following
result.

Theorem A.4 Let M be a C®-manifold with affine connection V, let
peM, and let X e T(M, p). Then for any real number a there exists a real
number ¢ > 0 and a unique geodesico : [a — ¢, a + €] > M such thato (@) = p
and 6(a) = X.

Note that if we let ¢ = a(t, p, X, a) be the curve given by the above
theorem, then from the theory of differential equations ¢ is a C*-function of
the parameters ¢, p, X, and a. Also note that for M = R" and I fj =0on M
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we obtain from the above differential equations that the geodesics are straight
lines. We now consider some functions related to affine connections.

Definition A.5 Let M be a C*-manifold with affine connection V and
let X, Y, Z be C®-vector fields on M. The torsion tensor, Tor is given by
Tor(X,Y) =Vy Y — V, X — [X, Y] and the curvature tensor, R is given by

RX,Y)Z=(VyxVy—=VyVy—Vix nZ

We also use the notation Tory and Ry.

Note that Tor(X, Y) and R(X, Y)Z are again vector fields which are multi-
linear in X, Y, Z and satisfy several algebraic identities. The following results
can be found in the work of Hicks [1965] and Kobayashi and Nomizu [1963].

Theorem A.6 Let M be a C*-manifold.

(a) If V is an affine connection, then there exists a unique connection V
with the same geodesics as V and Torg = 0 on M.,

(b) Two connections V and V on M are equal if and only if they have
the same geodesics and Tory = Torg on M.

Definition A.7 Let M be a C*-manifold, let p € M, and let Z(p) denote
the set of nondegenerate symmetric bilinear forms on T(M, p). A pseudo-
Riemannian structure on M is a map

)Mo ) Ep)
peM
such that for all p, g e M, the bilinear forms {, Yp) and {, Y(g) have the

same index and such that {, > is C* as follows. For each pair of C®-vector
fields X, Y on M, the function (X, ¥) : M — R given by

(X, Y)(p) = <X(p), Y(p)>(P)

is C* on M. We often use the notation ¢, >, for the bilinear form <, )(p) on
T(M, p). If each bilinear form ¢, X(p) is positive definite, then {, > is a Rie-
mannian structure on M. A pseudo-Riemannian manifold is a C*-manifold
with a pseudo-Riemannian structure.

ReMARks (1) If the manifold M is connected, then we see that the
index is automatically the same on each tangent space. This uses the C®-
nature of the function {, > and consequently if the index did change at a
point, then the form becomes degenerate at that point.

(2) If M is a paracompact C®-manifold, then there is a Riemannian
structure on M; see the work of Singer and Thorpe [1967].
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Example (1) Let G be a connected Lie group and H a closed (Lie)
subgroup. Then on the homogeneous space G/H the diffeomorphisms
(@) : G/H - G/H :pH -apH for aeG induce the tangent maps
T(r(a))(ﬁ) : T(G/H, py— T(G/H, ap). In particular, for ue H we use
the notation %#(u) = T(t(w))(e): T(G/H, &) » T(G/H,&) and note %(H)=
{#(v) :ue H} is a subgroup of GL(T(G/H, ¢)). Let C be a nondegenerate
symmetric bilinear form on T(G/H, e) such that for all X, Y € T(G/H, &) we
have C(%(w)X,%u)Y) = C(X,Y) and for p =1(a)éc G/H define a nonde-
generate symmetric bilinear form <, »(p) on T(G/H, p) by

KU, V() = C(Te(a™ " Yp)U, Tr(a™ ' Yp)V)

for U, Ve T(G/H, p). Using CEWX,¥(uw)Y) = C(X,Y) for X, Ye T(G/H, e)
we see that {, )(p) is independent of the choice of a € G so that t(a)e = p. A
homogeneous space with a pseudo-Riemannian metric {, > given as above
is called a pseudo-Riemannian homogeneous space. Note that when H is com-
pact there exists a positive definite form C. Thus in this case G/H is a Rieman-
nian homogeneous space. For another example, let g and & be semisimple and
write g = m + b with m = k' relative to the Killing form Kill of g. Then
identifying m with T(G/H, e), note that C = Kill|m x m is a nondegenerate
symmetric bilinear form such that C(¥(u) X, %(u)Y) = C(X, Y)forall X, Ye m.
Thus we obtain a pseudo-Riemannian metric {, ) on G/H.

The proof of the following can be found in the work of Helgason [1962],
Hicks [1965], and Kobayashi and Nomizu [1963].

Theorem A.8 Let M be a C*-pseudo-Riemannian manifold. Then there
exists a unique affine connection V satisfying the following conditions.

(a) The torsion Tor is zero.

(b) Parallel translation preserves the bilinear form on the tangent
spaces; that is, if X, ¥ are parallel vector fields along a curve g, then the func-
tion (X, Y) is a constant on o.

The connection V given above is called the pseudo-Riemannian connection
relative to the pseudo-Riemannian structure on M. It should be noted that
conditions (a) and (b) can be expressed as:

@) VyY—-VyX—-[X,Y]=0;
(0) Z{X, Yy =<V X, YD+ (X, V. Y)
for C®-vector fields X, Y,Z on M.
We shall now show how parallel translation induces a group acting on a

tangent space T(M, p); a detailed expository discussion of this can be found
in the text by Nomizu [1961]. Thus let V be an affine connection on M and
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for pe M let H(p) be the set of vector space isomorphisms of T(M, p) ob-
tained by parallel translation around all broken C*-curves ¢ which start and
end at p. We shall let the same letter ¢ also denote the parallel translation
along the closed curve . For two such parallel translations g, 7 along closed
curves g, T at p, the parallel translation along the composite curve o7 is just
the endomorphism product of the parallel translations ¢ and 7. With this we
see that H(p) becomes a group of endomorphisms of T(M, p) called the
holonomy group of V at p. The restricted holonomy group H(p) is the sub-
group of the holonomy group H(p) obtained by restricting the parallel trans-
lations to closed curves which are homotopic to 0.

Remarks (3) If M is connected, then for each p,qe M we have H(p)
is isomorphic to H(g) as groups. In this case we define up to isomorphism the
holonomy group of M, denoted by Hol(V), by Hol(V) = H(p) for some pe M.

(4) The holonomy group H(p) is a Lie group.

(5) Let M be a pseudo-Riemannian manifold with pseudo-Riemannian
structure ¢, ) and with the corresponding pseudo-Riemannian connection
V. Then we define the holonomy group of the pseudo-Riemannian connection at
p to be those endomorphisms of H(p) which are {, )(p)-orthogonal endo-
morphisms of T(M, p). Thus in this case the elements of the holonomy group
satisfy the additional condition of preserving the pseudo-Riemannian
structure.

A discussion of the above remarks and the following results is given by
Nomizu [1961] and Kobayashi and Nomizu [1963]). Let M be a connected
Riemannian manifold with Riemannian structure {, > and let p,ge M. The
distance d(p, q) between the two points p and ¢ is defined to be the infimum of
the lengths of all broken C!-curves joining p and ¢. [The length of a C*-curve
o(t) fora <t < bis {5 < 6(t), 6(f) > dt where () denote the tangent vectors
of the curve.] The function d satisfies the axioms of a metric and gives the
same topology on M as the original manifold topology.

Definition A.9 A Riemannian manifold M is complete if the above metric
d is complete; that is, if every Cauchy sequence relative to d has a limit point.

REMARKS (6) Every compact Riemannian manifold is complete and
also every Riemannian homogeneous space G/H is complete.

(7) If M is a connected complete Riemannian manifold, then any two
points p, ¢ € M can be joined by a geodesic whose length equals d(p, q).

Completeness is used in the global version of the following decomposition
theorem due to deRham:
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Definition A.10 Let the manifold M have affine connection V and let
H(p) be the holonomy group at p e M. Then T(M, p) is holonomy irreducible
if the group H(p) acts irreducibly on T(M, p). If M is connected, then M is
holonomy irreducible if H(p) is holonomy irreducible relative to some reference
point pe M.

Theorem A.11 Let M be a connected Riemannian manifold with Rieman-
nian connection V.

(a) There is an orthogonal direct sum decomposition T(M, p) =
To+ T+ -+ T,, where T, ={XeT(M,p): AX =X all A€ H(p)} and
for 1 <i < seach T;is H(p)-invariant and irreducible.

(b) If M is simply connected, then the decomposition in (a) is unique up
to order and H(p) is the direct product Hy, x H, x -+ x H of normal sub-
groups, where H, is the identity on T(M, p) and each H, for | < i < s acts
trivially on T for j # i and irreducibly on T;.

(c) If M is a simply connected and complete Riemannian manifold, then
M is isometric to the direct product My x M, x -+ x M, where M, is a
Euclidean space (possibly of dimension 0) and the M; for 1 < i < s are simply
connected complete holonomy irreducible Riemannian manifolds. This de-
composition is unique up to order.

2. Connections on Homogeneous Spaces and
Nonassociative Algebras

Let G be a connected Lie group with Lie algebra g and H a closed (Lie)
subgroup with Lie subalgebra . Then the pair (G, H) or (g, h) is called a
reductive pair if there exists a subspace m of g so that g = m + h (subspace
direct sum) and (Ad H)(m) < m. This last condition gives the condition
[hm] = m in terms of Lie algebras. The corresponding manifold M = G/H is
called a reductive homogeneous space. The main example we shall be using is
when H is semisimple and connected. In particular, when G is also semisimple
we can decompose g = m + h where m = h* relative to the Killing form of g.

In order to consider G-invariant connections on G/H we use the following
definition [Helgason, 1962; Kobayashi and Nomizu, 1963].

Definition A.12 Let ¢ : M - M be a diffeomorphism of the manifold M
with connection V. Then ¢ is an affine map or a connection preserving map if
'(VxY)=V,x¢'Y for all X, Ye D(M), where ¢’ is given by ¢'X =
[(T$)X]- ¢~ *; see Section 2.7,
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Definition A.13 Let G/H be a reductive homogeneous space and for
aeG let 7(@): G/H - G/H : xH - axH. A connection V on G/H is a G-
invariant connection if for all ¢ € G the functions t(a) are affine maps.

Let (A4, a) denote a nonassociative algebra A where « is the bilinear
multiplication on the underlying vector space 4. Then continuing the same
notation, the G-invariant connections on G/H are given by the following
result and we use the notation of Nomizu [1954]; also note the work of
Kobayashi and Nomizu [1968].

Theorem A.14 Let G/H be a reductive homogeneous space with a fixed
Lie algebra decomposition g = m + h such that (Ad H)(m) = m and let Ad H
denote the induced maps on m. Then there exists a one-to-one correspondence
between the set of all G-invariant affine connections on G/H and the set of all
nonassociative algebras (m, «) with Ad H = Aut(m, a) which is the group of
automorphisms of the algebra (m, o).

REMARKS (1) To obtain a(X, Y) for X, Yem we evaluate V,,Y*
at e = eH for certain vector fields X*, Y* determined by X, Y on a neigh-
borhood N* of é.

(2) Let H consist of the identity so that G = G/H is an n-dimensional
Lie group with Lie algebra g. Then any nonassociative algebra structure on
the n-dimensional vector space g yields a G-invariant connection on G and
conversely. Thus as with Lie groups and Lie algebras, we can use the results
on nonassociative algebras to study G-invariant connections.

(3) As discussed in example (4), Section 7.3, the subspace m in the de-
composition g =m + h can be made into an anticommutative algebra as
follows. For X, Yem let [XY]= XY + h(X,Y), where XY = [XY],, (re-
spectively A(X, Y) = [XY],) is the projection of [XY] in g into m (respec-
tively /). This algebra is related to connections by the following result [Nomizu,
1954; Kobayashi and Nomizu, 1968].

Theorem A.15 On a reductive homogeneous space G/H with fixed de-
composition g = m + A, there exists one and only one G-invariant connection
which has zero torsion tensor and such that the curves y(t) = exp ¢tX for all
X e mproject by = : G — G/H into geodesics y*(t) = ny(t) in G/H. In this case
we have a(X, Y) = 4 XY. This connection is called the canonical connection of
the first kind and we shall denote the corresponding algebra by (m, 1 XY).

These algebras are not too difficult to compute. Thus continuing exercise
(7), Section 12.2 and example (1), Section 6.4 we have for g = so(n), h = so(p)
the decomposition g = m + h with m = h* consisting of matrices of the form

X X
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and A consisting of matrices of the form

0 0
0 B,,|

Consequently XY = [X, Y], is of the form

[[Xn,Yu] + (X2, Y21l X1 Yy — Yquz].
Xu Yy — YuXy, 0

REMARK (4) For a G-invariant connection determined by the algebra
(m, ) the torsion and curvature tensors evaluated at € = eH are given by

Tor(X, Y) = a(X, ¥) — a( ¥, X) — XY,
R(X, Y)Z = o(X, (Y, Z)) — a( Y, (X, Z)) ~ «(XY, Z) — [W(X, Y) Z]

where X, Y,Zem and XY, h(X, Y) are given above. Letting R(X, Y) be the
endomorphism given by R(X,Y):m—-m:Z > R(X,Y)Z as above and
letting L(X) :m—>m: Y —a(X, Y) we have the following result [Nomizu,
1961; Kobayashi and Nomizu, 1968].

Theorem A.16 The Lie algebra of the holonomy group Hol(V) of a G-
invariant connection V on G/H determined by the algebra (m, a) is the
smallest Lie algebra A* of endomorphisms of m such that:

(a) R(X,Y)eh*forall X, Yem;
(b) [L(X), h*] < h* for all X e m.

Corollary A.17 If V is a holonomy irreducible connection of the first
kind given by the algebra (m, 1 XY), then this algebra is simple or a zero
algebra.

PrROOF Briefly, suppose XY # 0 and let k = L(m) + Der(m) where L(m)
is the Lie transformation algebra of m; see Section 7.2. Then & is a Lie algebra
of endomorphisms of m such that [L(X), k] = k for all X € m and such that

R(X, Y) = [L(X), L(Y)] - L(XY) — D(h(X, Y))

is in k for all X, Y e m. This uses the formula for R(X, Y)Z and part (vi) of
Exercise (3), Section 7.3, which shows D(h(X, Y)) = ad h(X, Y)|,, € Der(m).
Thus from the above theorem, A* — k. Now suppose m is not simple. Then
from the work of Sagle and Winter [1967] there exists a proper ideal n of m
which is Der(m)-invariant. Thus 2*n < kn < n which contradicts the holonomy
irreducibility.
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We now consider pseudo-Riemannian reductive homogeneous spaces G/H
with the pseudo-Riemannian structure given in example (1), Section 16.1 and
have the following result [Nomizu, 1954; Kobayashi and Nomizu, 1968].

Theorem A.18 Let G/H be a reductive homogeneous space with fixed
Lie algebra decomposition g = m + h. Let C be a symmetric nondegenerate
bilinear form on m which gives the pseudo-Riemannian metric { , > on G/H
and let V be the corresponding pseudo-Riemannian connection. Then the
algebra (m, o) induced by V is given by

a(X,Y)=1XY + UX,Y)
where U(X, Y) = U(Y, X) is uniquely determined. Furthermore « satisfies
C(«(Z, X), Y) + C(X, «(Z, Y)) =0 and C((Adu)X,(Adu)Y)= C(X, Y)
for all X, Y,Z e m and u € H. Denote such an algebra by (m, o, C).

REMARKS (5) From the work of Nomizu [1954] and Kobayashi and
Nomizu [1968], U(X, Y) is given by

2C(U(X, Y), Z)=C(ZX, Y) + C(X, ZY)

for X, Y, Zem.
(6) For a pseudo-Riemannian connection of the first kind the algebra
(m, a) satisfies a(X, Y)=4XY,and for X, Y,Zem, Ueh,

C(XZ,Y)=C(X,ZY) and C((ad U)X, Y) = —C(X, (ad U)Y).

Note this gives the possibility of applying Theorem 12.10 concerning asso-
ciative forms. Examples of such algebras occur when g and 4 are semi-
simple, m = h* relative to the Killing form of g, and C = Kill|m x m.

(7) Let (m, $XY) be an algebra with positive definite form C satisfying
the above conditions. Let s be an ideal of m so that ss = {0} and s is maximal
relative to this property. Then write m = s + m’ an orthogonal direct sum
and note that since C is an associative form, m’ is an ideal of m such that
sm' = {0}. Now C|m’ x m' is nondegenerate and m’ contains no ideals n with
nn = {0}. Thus we can apply Theorem 12.10 to conclude m’ = m, + -+ + m,
where each m, is a simple ideal. However, this corresponds to the decomposi-
tion of Theorem A.11 and we have the following result; note the work of
Kobayashi and Nomizu [1968].

Corollary A.19 Let M = G/H be a simply connected Riemannian reduc-
tive homogeneous space with the connection of the first kind induced by the
algebra (m, 1 XY) and let the Lie algebra of the holonomy group be nonzero.
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(a) Then M is isometric to the direct product My x M, x --- x M, of
Riemannian reductive homogeneous spaces such that the holonomy group
acts trivially on M, and irreducibly on M; for 1 <i<k.

(b) Let m =mg+ m; + -+ m, be the corresponding decomposition
of m= T(M, €) and let s = my 4+ m;, + - + m, for suitable corresponding

Mo, M;, ..., M, . Then the algebra m = s + m" where sm = {0} and m’ =
mj, + -+ my where the ideals m;,, ..., m; are simple algebras corres-
ponding to the remaining holonomy irreducible spaces M;, ,..., M; .

3. Multiplicative Systems and Connections

We now show how a multiplication on a reductive homogeneous space
G/H vyields a G-invariant connection by obtaining an algebra (m, a) from the
multiplication. This is analogous to the way the Lie algebra arises from the
multiplication in a Lie group. Let G/H be a reductive homogeneous space and
let

u:G/H x G/H->G/H

be an analytic function such that u(é, ) = € where € = eH. Then the structure
(G/H, u) is called a multiplication. If t(H) = {t(1) : u € H} is contained in
Aut(G/H, p), the automorphism group of the multiplication, then(G/H, u)
is called a multiplicative system. Analogous to the computations in Sections
1.6 and 5.3, we show how a multiplicative system yields an algebra (m, o)
with Ad H € Aut(m, o) and consequently yields a G-invariant connection.

Thus let n: G —» G/H be the natural projection and let g=m + h be a
fixed decomposition. Then from Section 6.4 we know that for the map
Y = exp|m there exists an open neighborhood D of 0 in m which is mapped
homeomorphically into G under y and such that = maps y(D) homeomorphi-
cally onto an open neighborhood N* of € in G/H. Consequently from the
analyticity of u and n o  there exists a neighborhood U of 0 in m such that
forall X, Ye U

u(mexp X, rexpY)=nexp F(X, Y)
is in N* where F: U x U— D is analytic at 8 = (0, 0) in m x m.

From this p is determined locally by F which has the Taylor’s series ex-
pansion

F(X,Y)=F(0) + F'(0)X, Y) + sF*(0)(X, Y)® + - -~
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for X, Ye U. As in Section 1.6 we use u(é, ¢) = e to see F(0) = 0 and we also
have

FYO0)XX,Y)=PX + QY
where PX = F'(0)(X, 0), QY = F'(6)(0, Y) and
F2(0)(X, Y)? = FX(0)(X, 0)'® + F}0)O0, Y)® + 2F%(0)[(X, 0), (0, Y)].
As before we define for X, Yem,
a(X, Y) = FX(O)[(X, 0), (0, Y)]

and see this is a bilinear function & : m x m — m. Therefore the multiplication
1 on G/H determines a nonassociative algebra (m, «).

Note that the converse is true locally. Thus given a nonassociative algebra
(m, o) welet F(X,Y)= X+ Y + a(X, Y). Then there is a neighborhood U of
0 in m so that for X, Ye U, ji(nexp X, nexp Y) = mexp F(X, Y) defines an
analytic local multiplication 7 on some neighborhood N* of . Note that
2FYO)[(X, 0), (0, Y)] = F(0)(X, Y)'¥ = 2a(X, Y) in this case.

To obtain a connection from the algebra (m, a) induced by the multi-
plicative system (G/H, u), we need Ad H = Aut(m, o) which follows from
©(H) = Aut(G/H, u) as follows. First for x € G, u € H note

t(wn(x) = uxH = uxu™*(uH) = n(u)(x)

where ¢(u) : G— G : x »uxu™' is the inner automorphism of the group G

determined by u. Also recall from Section 7.3 that Ad u = T(¢(u))(e) and
$(u)(exp X) = exp(Ad u(X)). Next we have for X, Y near enough 0 in m

t(uu(m exp X, mexp Y) = p(t(u)m exp X, t(u)m exp Y)
= u(np(u) exp X, nd(u) exp Y)
= u(m exp Ad uX, nexp Ad uY)
= n exp F(Ad u(X), Ad u(Y))

and also

t(u)u(n exp X, mexp Y) = t(u)n exp F(X, Y)
= n¢(u) exp F(X, Y)
= nexp Ad u(F(X, Y)).

Thus we conclude Ad u(F(X, Y)) = F(Ad u(X), Ad u(Y)) using (Ad h)(m) = m.
This implies Ad u(a(X, Y)) = «(Ad u(X), Ad u(Y)) using the definition of
a(X, Y) = FXO)[(X, 0), (0, Y)].

Conversely, if Ad H = Aut(m, a), then for F(X, Y)= X+ Y+ a(X, Y)
we see Ad u(F(X, Y)) = F(Ad uX, Ad uY) and consequently 7(u) is an auto-
morphism of the previously defined local multiplication . Thus we obtain a
local multiplicative system corresponding to the algebra (m, a) with
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Ad H < Aut(m, a). We summarize the results as follows, and for more details
see the work of Sagle and Schumi [to appear).

Theorem A.20 Let (G/H, u) be a multiplicative system and let g = m + A
be the fixed Lie algebra decomposition. Let u be given locally by
wrexp X, mexp Y) =nexp F(X,Y) where F(X,Y)=PX+ QY + }F%#)
(X.Y)® + -~ and let a( X, Y) = F2(0)[(X, 0), (0, Y)].

(a) Then « is a bilinear function which determines an algebra (m, a) so
that Ad H < Aut(m, o). Thus the multiplicative system (G/H, ) induces a
G-invariant connection on G/H.

(b) Conversely, an algebra (m, o) with Ad H < Aut(m, o) determines a
local multiplicative system so that when the multiplication [ is represented
by jf(rexp X, mexp Y) =mnexp F(X, Y) we obtain a(X, Y) = F2(O)[(X, 0),
0, V)l

ReMarks (1) If the multiplicative system is a Lie group G with u the
group multiplication, then F(X,Y) is given by the Campbell-Hausdorf
formula and a(X, Y)=4[XY]. Thus the geodisics relative to the induced
connection are of the form y(t) = exp tX for X eg.

(2) Conditions on the algebra (m, a) can be obtained by considering
identities on the multiplicative system (G/H, p). Thus (G/H, u) is power-
associative if € is an identity element and each X € G/H generates an associative
subsystem containing é; that is, (G/H, u) is a power associative * H-space.”
In particular, this means the powers X", for n a positive integer, are uniquely
defined. Thus for each X € G/H the map n — X" is a well-defined homomor-
phism of the positive integers under addition into (G/H, u). In this case it can
be shown that the algebra (m, o) is anticommutative. Thus the geodesics rela-
tive to the corresponding connection are of the form mexp tX for X e m;
note the work of Nomizu [1954, Section 10].

A specific nonassociative example arises from the Cayley division algebra
over R by considering the set M of elements of norm ! (where the positive
definite norm is used). In a paper by Schumi and Walde [to appear]itis shown
that M = S7 = G/ H where G is of type B; and H is of type G, and the multi-
plication u is the nonassociative multiplication of the Cayley algebra. Also
(G/H, p) is a multiplicative system and the corresponding algebra (m, a) is
given by a(X, Y) = 1 XY where this anticommutative multiplication satisfies
JX, Y, X2)=J(X, Y,Z)X where J(X,Y,Z)=(XY)Z + (Y2)X + (ZX)Y.
An anticommutative algebra satisfying this identity is called a *‘Malcev
algebra™; note the work by Sagle [1965].

(3) Since many properties of a Lie group are given by its Lie algebra
considered as G-invariant vector fields, we can also use the functions
I(X): G/H - T(G/H) analogous to that discussed in exercise (3), Section 2.7,
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exercise (1), Section 2.8, and exercise (1), Section 5.1 for the multiplica-
tive system (G/H, u). Thus for pe G/H and Xem we have I[(X)(p)=
[(Tu)(p, 8)]1(0, X). Note as in the exercises /(X) is a vector field if and only if &
is a right identity element; that is, u(x, ) = X all X € G/H. Many properties of
/(X) are given in the work of Sagle and Schumi [to appear]. In particular,
if (G, u) is a multiplicative system with every /(X) a G-invariant vector
field, then the corresponding algebra (g, «) is given by a(X, Y) = 4[XQY]
where QY =F(0)(0, Y). If « is not the zero function and the corresponding
connection is holonomy irreducible, then Q is nonsingular.

4. Riemannian Connections and Jordan Algebras

In the previous sections we showed how to find G-invariant connections
on G/H in terms of multiplications and nonassociative algebras. For the
pseudo-Riemannian case these algebras can be explicitly computed in terms
of the algebra (m, 1 XY) and a certain Jordan algebra as follows; see the work
of Sagle {to appear]. Let (m, $X Y, B) denote the algebra which induced
the pseudo-Riemannian connection of the first kind on G/H according
to Theorem A.18 where B is used instead of the C in Theorem A.18. Now
suppose G/H has another pseudo-Riemannian connection given by the
algebra (m, a, C). Then since the forms are nondegenerate there exists a
unique S € GL(m) such that for all X, Yem

C(X,Y)=B(SX,Y).

Furthermore using the symmetry and Ad H-invariance of B and C we have
forallue H,

S =S and [AduS]=0 (%)

where b denotes the adjoint relative to B and Ad u = Ad u|m. Using remark
(5), Section A.2 we obtain the formula

20(X,Y)= XY+ STHX(SY) — (SX)Y].

Conversely given S € GL(m) satisfying (x) we can define C and « as above to
obtain the algebra (m, «, C) which induces a pseudo-Riemannian G-invariant
connection on G/H.

Now the set

J={TeEnd(m): T® = Tand [Ad u, T] =0all u € H}
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forms a Jordan algebra of endomorphisms relative to the usual multiplication
S, - S, =3(5;S,+ 8§,8,); see Section 14.2 concerning type F,.

REMARKS (1) Using the fact that S = exp T is invertible for Te J we
obtain a correspondence between the above connections and elements of J.
Also note for S =7 we obtain the original connection determined by (m,
1X7Y, B).

(2) Incase XY =0; that is, G/H is a symmetric space, the above results
still hold for J.

Using Lemma 7.15 and the obvious variation of Definition 9.12, the re-
sults of Sagle [to appear] give the following:

Theorem A.21 Let (G, H) be a reductive pair with decomposition
g = m + hsuch that Ad H is completely reducible in m. Then J is a semisimple
Jordan algebra; that is, a direct sum of simple Jordan algebras.

Corollary A.22 Let (G, H) be a reductive pair with G and H semisimple.
Let the decomposition g = m + h be given by m = h* relative to the Killing
form Kill of g and let B = Kill|m x m. Then the algebra (m, 1 XY, B) deter-
mines a pseudo-Riemannian connection of the first kind and the Jordan
algebra J is semisimple.

Example (1) Let G =SO(n) and let H = SO(p) for p <n—1. Then
g = so(n) the n x n skew-symmetric matrices and embed » = so(p) as in ex-
ample (1), Section 6.4. Thus m = h* is the set of matrices of the form

Xll XIZ
X,y O
and the spaces K, and K, of matrices of the form

[0 0] and [Xu ol

respectively, are J-invariant. Thus J =J,® J, where J, and J, are iso-
morphic to the simple Jordan algebra of symmetric r x r matrices where
r=n —p. As far as we know, it is an open problem to classify the Jordan
algebras J for the reductive pairs (g, h) with g and & semisimple.
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