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Preface 

In recent years there have been considerable developments in symmetry 
methods (group methods) for differential equations as evidenced by the 
number of research papers devoted to the subject. This is no doubt due 
to the inherent applicability of the methods to nonlinear differential equa
tions. Symmetry methods for differential equations, originally developed by 
Sophus Lie, are highly algorithmic. They systematically unify and extend 
existing ad hoc techniques to construct explicit solutions for differential 
equations, most importantly for nonlinear differential equations. Often in
genious techniques for solving particular differential equations arise trans
parently from the group point of view, and thus it is somewhat surprising 
that symmetry methods are not more widely used. 

A major portion of this book discusses work that has appeared since 
the publication of the book Similarity Methods for Differential Equations, 
Springer-Verlag, 1974, by G.W. BIuman and J.D. Cole. The present book 
includes a comprehensive treatment of Lie groups of transformations and 
thorough discussions of basic symmetry methods for solving ordinary and 
partial differential equations. No knowledge of group theory is assumed. 
Emphasis is placed on explicit computational algorithms to discover sym
metries admitted by differential equations and to construct solutions re
sulting from symmetries. 

This book should be particularly suitable for physicists, applied mathe
maticians, and engineers. Almost all of the examples are taken from physi
cal and engineering problems including those concerned with heat conduc
tion, wave propagation, and fluid flows. A preliminary version was used as 
lecture notes for a two-semester course taught by the first author at the 
University of British Columbia in 1987-88 to graduate and senior under
graduate students in applied mathematics and physics. 

Chapters 1 through 4 encompass basic material. More specialized topics 
are covered in Chapters 5 through 7. 

Chapter 1 introduces the basic ideas of group transformations and their 
connections with differential equations through a thorough treatment of 
dimensional analysis and generalizations of the well-known Buckingham 
Pi-theorem. This chapter should give the reader an intuitive grasp of the 
subject matter of the book in an elementary setting. 

Chapter 2 develops the basic concepts of Lie groups of transformations 
and Lie algebras necessary in subsequent chapters. A Lie group of transfor-
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mations is characterized in terms of its infinitesimal generators which form 
a Lie algebra. 

Chapter 3 is concerned with ordinary differential equations. It is shown 
how group transformations are used to construct solutions and how to find 
group transformations leaving ordinary differential equations invariant. We 
present a reduction algorithm that reduces an nth order differential equa
tion, admitting a solvable r-parameter Lie group of transformations, to an 
(n - r)th order differential equation plus r quadratures. We derive an algo
rithm to construct special solutions (invariant solutions) that are invariant 
under admitted Lie groups of transformations. For a first order differential 
equation such invariant solutions include separatrices and singular envelope 
solutions. 

Chapter 4 is concerned with partial differential equations. It is shown how 
one finds group transformations leaving them invariant, how corresponding 
invariant solutions are constructed, and how group methods are applied to 
boundary value problems. 

Chapter 5 discusses the connection between conservation laws and the 
invariance of Euler-Lagrange equations, arising from variational problems, 
under Lie groups of transformations. Various formulations of Noether's 
theorem are presented to construct such conservation laws. This leads to 
generalizing the concept of Lie groups of point transformations of earlier 
chapters to Lie-Backlund transformations that account for higher order 
conservation laws associated with partial differential equations that have 
solutions exhibiting soliton behavior. We present algorithms to construct 
recursion operators generating infinite sequences of Lie-Backlund symme
tries. 

In Chapter 6 it is shown how group transformations can be used to deter
mine whether or not a given differential equation can be mapped invertibly 
to a target differential equation. Algorithms are given to construct such 
mappings when they exist. In particular, we give necessary and sufficient 
conditions for mapping a given nonlinear system of partial differential equa
tions to a linear system of partial differential equations and for mapping 
a given linear partial differential equation with variable coefficients to a 
linear partial differential equation with constant coefficients. 

In Chapter 7 the concept of Lie groups of transformations is general
ized further to include non local symmetries of differential equations. We 
present a systematic method for finding a special class of nonlocal symme
tries that are realized as local symmetries of related auxiliary systems (po
tential symmetries). The introduction of potential symmetries significantly 
extends the applicability of group methods to both ordinary and partial 
differential equations. Together with the mapping algorithms developed in 
Chapter 6, the use of potential symmetries allows one to find systemati
cally non-invertible mappings that transform nonlinear partial differential 
equations to linear partial differential equations. 

Chapters 2 through 7 can be read independently of Chapter 1. The ma-
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terial in Chapter 2 is essential for all subsequent chapters but a reader only 
interested in scalar ordinary differential equations may omit Sections 2.3.3 
to 2.3.5. Chapter 4 can be read independently of Chapter 3. A reader inter
ested in conservation laws (Chapter 5) needs to know how to find Lie groups 
of transformations admitted by differential equations (Sections 3.2.3, 3.3.4, 
4.2.3,4.3.3). Chapter 6 can be read independently of Chapters 3 and 5. 

Every topic is illustrated by examples. Almost all sections have many 
exercises. It is essential to do these exercises in order to obtain a working 
knowledge of the material. Each chapter ends with a Discussion section 
that puts its contents in perspective by summarizing major results, by re
ferring to related works, and by introducing related material in subsequent 
chapters. 

Within each section and subsection of a given chapter, definitions, the
orems, lemmas, and corollaries are numbered separately as well as con
secutively. For example, Definition 2.2.3-1 refers to the first definition and 
Theorem 2.2.3-1 to the first theorem in Section 2.2.3; Definition 1.4-1 refers 
to the first definition in Section 1.4. Exercises appear at the conclusion of 
a section; Exercise 1.3-4 refers to the fourth problem of Exercises 1.3. 

We thank Greg Reid for helpful suggestions that improved Chapter 7, 
Alex Ma for his assistance, and Doug Jamison, Mei-Ling Fong, Sheila Han
cock, Joanne Congo, Marilyn Lacate, Joan de Niverville, and Rita Sieber 
for their patience and care in typing various drafts of the manuscripts. 

Vancouver, Canada George W. BIuman 
Sukeyuki Kumei 
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Introduction 

In the latter part of the 19th century Sophus Lie introduced the notion of 
continuous groups, now known as Lie groups, in order to unify and extend 
various specialized -solution methods for ordinary differential equations. Lie 
was inspired by lectures of Sylow given at Christiania (present-day Oslo) on 
Galois theory and Abel's related works. [In 1881 Sylow and Lie collaborated 
in a careful editing of Abel's complete works.] Lie showed that the order of 
an ordinary differential equation can be reduced by one, constructively, if 
it is invariant under a one-parameter Lie group of point transformations. 

Lie's work systematically relates a miscellany of topics in ordinary dif
ferential equations including: integrating factor, separable equation, homo
geneous equation, reduction of order and the methods of undetermined 
coefficients and variation of parameters for linear equations, solution of the 
Euler equation, and the use of the Laplace transform. Lie (1881) also in
dicated that for linear partial differential equations, invariance under a Lie 
group leads directly to superpositions of solutions in terms of transforms. 

A symmetry group of a system of differential equations is a group of 
transformations which maps any solution to another solution of the system. 
In Lie's framework such a group depends on continuous parameters and 
consists of either point transformations (point symmetries) acting on the 
system's space of independent and dependent variables, or more generally, 
contact transformations (contact symmetries) acting on the space including 
all first derivatives of the dependent variables. Elementary examples of Lie 
groups include translations, rotations, and scalings. An autonomous system 
of first order ordinary differential equations, i.e. a stationary flow, essen
tially defines a one-parameter Lie group of point transformations. Unlike 
discrete groups, for example reflections, Lie showed that for a given dif
ferential equation the admitted continuous group of point transformations, 
acting on the space of its independent and dependent variables, can be 
determined by an explicit computational algorithm (Lie's algorithm). 

In this book the applications of continuous groups to differential equa
tions make no use of the global aspects of Lie groups. These applications use 
connected local Lie groups of transformations. Lie's fundamental theorems 
show that such groups are completely characterized by their infinitesimal 
generators. In turn these form a Lie algebra determined by structure con
stants. 

Lie groups, and hence their infinitesimal generators, can be naturally 
extended or "prolonged" to act on the space of independent variables, de-
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pendent variables and derivatives of the dependent variables up to any finite 
order. As a consequence, the seemingly intractable nonlinear conditions of 
group in variance of a given system of differential equations reduce to lin
ear homogeneous equations determining the infinitesimal generators of the 
group. Since these determining equations form an overdetermined system 
of linear homogeneous partial differential equations, one can usually de
termine the infinitesimal generators in closed form. For a given system of 
differential equations, the setting up of the determining equations is entirely 
routine. Symbolic manipUlation programs exist to set up the determining 
equations and in some cases explicitly solve them [cf. Schwarz (1985, 1988), 
Kersten (1987)]. 

If a system of partial differential equations is invariant under a Lie group 
of point transformations, one can find, constructively, special solutions, 
called similarity solutions or invariant solutions, which are invariant under 
some subgroup of the full group admitted by the system. These solutions 
result from solving a reduced system of differential equations with fewer 
independent variables. This application of Lie groups was discovered by 
Lie but first came to prominence in the late 1950s through the work of the 
Soviet group at Novosibirsk, led by Ovsiannikov (1962, 1982). Invariant 
solutions can also be constructed for specific boundary value problems. 
Here one seeks a subgroup of the full group of a given partial differential 
equation which leaves boundary curves and conditions imposed on them 
invariant [ef. BIuman and Cole (1974)]. Such solutions include self-similar 
(automodel) solutions which can be obtained through dimensional analysis 
or more generally from invariance under groups of scalings. Connections 
between invariant solutions and separation of variables have been studied 
extensively by Miller (1977) and co-workers. 

In a celebrated paper, Noether (1918) showed how the symmetries of 
an action integral (variational symmetries) lead constructively to conser
vation laws for the corresponding Euler-Lagrange equations. For example, 
conservation of energy follows from invariance under translation in time; 
conservation of linear and angular momenta, respectively, from invariances 
under translations and rotations in space. Such variational symmetries leave 
the Euler-Lagrange equations invariant. They can be determined through 
Lie's algorithm. 

The applicability of symmetry methods to differential equations is further 
extended by considering invariance under Lie-Backlund transformations 
(Lie-Backlund symmetries). Here the infinitesimal generators depend on 
derivatives of the dependent variables up to any finite order. The possibility 
of the existence of such symmetries was recognized by Noether (1918). Lie
Backlund transformations are discussed in some detail in Olver (1986) and 
Ibragimov (1985). Lie-Backlund transformations cannot be represented in 
closed form by integrating a finite system of ordinary differential equations 
as is the case for Lie groups of point transformations. However their in
finitesimal generators can be computed for a given differential equation by 
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a simple extension of Lie's algorithm. The invariance of a partial differen
tial equation under a Lie-Backlund symmetry usually leads to invariance 
under an infinite number of such symmetries connected by recursion op
erators [Olver (1977)]. The theory and computation of recursion operators 
are discussed comprehensively in Olver (1986). Lie-Backlund symmetries 
can be shown to account for the conserved Runge-Lenz vector for the Ke
pler problem and the infinity of conservation laws for the Korteweg-de 
Vries equation and other nonlinear partial differential equations exhibiting 
soliton behavior. 

Another application of symmetry methods to differential equations is to 
discover related differential equations of simpler form. By comparing the 
Lie groups admitted by a given differential equation and another differ
ential equation (target equation) one can find, constructively, necessary 
conditions for a mapping of the given equation to the target equation. If 
the target equation is characterized completely in terms of a Lie symme
try group then one can algorithmically determine if an invertible mapping 
exists between the equations. In particular, one can constructively answer 
such questions as: Can a given nonlinear system of partial differential equa
tions be mapped invertibly to a linear system? Can a given linear partial 
differential equation with variable coefficients be mapped into one with 
constant coefficients? 

One can extend the classes of symmetries admitted by differential equa
tions beyond local symmetries (which include point, contact, and Lie
Backlund symmetries) to nonloeal symmetries by considering a system 
related to a given differential equation. Here one starts by finding a conser
vation law for the given differential equation. This leads to a related system 
through the introduction of auxiliary dependent variables (potentials). A 
Lie group of point transformations admitted by the system is a symmetry 
group of the given differential equation since it maps any solution of the 
given equation to another solution. For partial differential equations such 
symmetries are often non local symmetries (potential symmetries). This ex
tension of local symmetries to potential symmetries considerably widens 
the applicability of symmetry methods to the construction of solutions of 
both ordinary and partial differential equations. 
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Dimensional Analysis, 
Modelling, and Invariance 

1.1 Introduction 

In this chapter we introduce the ideas of invariance concretely through 
a thorough treatment of dimensional analysis. We show how dimensional 
analysis is connected to modelling and the construction of solutions ob
tained through invariance for boundary value problems for partial differ
ential equations. 

Often for a quantity of interest one knows at most the independent quan
tities it depends upon, say n in total, and the dimensions of all n + 1 quan
tities. The application of dimensional analysis usually reduces the number 
of essential independent quantities. This is the starting point of modelling 
where the objective is to reduce significantly the number of experimen
tal measurements. In the following sections we will show that dimensional 
analysis can lead to a reduction in the number of independent variables 
appearing in a boundary value problem for a partial differential equation. 
Most importantly we show that for partial differential equations the reduc
tion of variables through dimensional analysis is a special case of reduction 
from invariance under groups of scaling (stretching) transformations. 

1.2 Dimensional Analysis-Buckingham 
Pi-Theorem 

The basic theorem of dimensional analysis is the so-called Buckingha m 
Pi-th.eorem, attributed to the American engineering scientist Buckingham 
(1914, 1915a, b). General references on the subject include those of Birkhoff 
(1950), Bridgman (1931), Barenblatt (1979), Sedov (1959), and BIuman 
(1983a). A historical perspective is given by Gortler (1975). For a detailed 
mathematical perspective see Curtis, Logan, and Parker (1982). 

The following assumptions and conclusions of dimensional analysis con
stitute the Buckingham Pi-theorem. 
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1.2.1 ASSUMPTIONS BEHIND DIMENSIONAL ANALYSIS 

Essentially no real problem violates the following assumptions: 

(i) A quantity u is to be determined in terms of n measurable quantities 
(variables and parameters), (WI, W 2,· .. , W n ): 

u = f(W1 , W 2, ... , W n ), (1.1) 

where f is an unknown function of (WI, W 2,.·., Wn). 

(ii) The quantities (u, WI, W2, ... , Wn ) involve m fundamental dimen
sions labelled by L 1 , L2, ... , Lm. For example in a mechanical prob
lem these are usually the mechanical fundamental dimensions Ll = 
length, L2 = mass, and L3 = time. 

(iii) Let Z represent any of (u, WI, W2, . .. , W n ). Then the dimension of 
Z, denoted by [Z], is a product of powers of the fundamental dimen
sions, in particular 

(1.2) 

for some real numbers, usually rational, (aI, a2, ... , am) which are 
the dimension exponents of Z. The dimension vector of Z is the 
column vector 

(1.3) 

A quantity Z is said to be dimensionless if and only if [Z] = 1, 
i.e. all dimension exponents are zero. For example, in terms of the 
mechanical fundamental dimensions, the dimension vector of energy 
E is 

orE) ~ U] 
Let 

hi = [::: 1 
bmi 

(1.4) 

be the dimension vector of Wi, i = 1,2, ... , n, and let 

= [:~~ :~~ ::: :~: 1 B .. . .. . .. . 
bm1 bm2 ... bmn 

(l.5) 

be the m x n dimension matrix of the given problem. 
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(iv) For any set of fundamental dimensions one can choose a system of 
units for measuring the value of any quantity Z. A change from one 
system of units to another involves a positive scaling of each funda
mental dimension which in turn induces a scaling of each quantity Z. 
For example for the mechanical fundamental dimensions the common 
systems of units are MKS, c.g.s. or British foot-pounds. In changing 
from c.g.s. to MKS units, Ll is scaled by 10-2, L2 is scaled by 10-3 , 

L3 is unchanged, and hence the value of energy E is scaled by 10-7. 

Under a change of system of units the value of a dimensionless quan
tity is unchanged, i.e. its value is invariant under an arbitrary scaling 
of any fundamental dimension. IIence it is meaningful to deem dimen
sionless quantities as large or small. The last assumption of dimen
sional analysis is that formula (1.1) acts as a dimensionless equation 
in the sense that (1.1) is invariant under an arbitrary scaling of any 
fundamental dimension, i.e. (1.1) is independent of the choice of sys
tem of units. 

1.2.2 CONCLUSIONS FROM DIMENSIONAL ANALYSIS 

The assumptions of the Buckingham Pi-theorem stated in Section 1.2.1 
lead to: 

(i) Formula (1.1) can be expressed in terms of dimensionless quantities. 

(ii) The number of dimensionless quantities is k + 1 = n + 1 - r(B) 
where r(B) is the rank of matrix B. Precisely k of these dimensionless 
quantities depend on the measurable quantities (Wi, W2 , •• ·, Wn ). 

(iii) Let 

[
Xli 1 (i) _ X2i 

x - . , 

Xni 

i=1,2, ... ,k, (1.6) 

represent the k = n - r(B) linearly independent solutions x of the 
system 

Bx= o. (1.7) 

Let 

(1.8) 
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be the dimension vector of u and let 

represent a solution of the system 

By = -a. 

Then formula (1.1) simplifies to 

where 7r, 7ri, are dimensionless quantities, 

7ri = WfliW;2i ... W~"i, i = 1,2, ... ,k, 

7 

(1.9) 

(1.10) 

(1.11) 

(1.12a) 

(1.12b) 

and g is an unknown function of its arguments. In particular (1.1) 
becomes 

- lXT-Yl W- Y2 w-Y" ( ) U - 'Y 1 2· • . n g 7r1, 7r2, ••. , 7rk . (1.13) 

[In terms of experimental modelling formula (1.13) is "cheaper" than 
(1.1) by r(B) orders of magnitude.] 

1.2.3 PROOF OF THE BUCKINGHAM PI-THEOREM 

First of all, 
[u] = L~l L~2 ... L~m, 

[Wi] = L~li L~2i ... L~';'i, i = 1,2, ... ,n. 

(1.14a) 

(1.14b) 

Next we use assumption (iv) and consider the invariance of (1.1) under ar
bitrary scalings of the fundamental dimensions by taking each fundamental 
dimension in turn. We scale L1 by letting 

Then accordingly 

W ·* = efbti WI· ; 1 2 I , • = , , ... ,no 

(1.15) 

(1.16a) 

(1.16b) 

Equations (1.16a,b) define a one-parameter ({") Lie group of scaling trans
format.ions of the n + 1 quantities (u, W1 , W2 , ••• , Wn ) with {" = 0 cor
responding to the identity transformation. This group is induced by the 
one-parameter group of scalings (1.15) of the fundamental dimension L 1 . 
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From assumption (iv), formula (1.1) holds if and only if 

u* = f(W;, W;, ... , W~), 

I.e., 

( 1.17) 

Case I. bll = b12 = ... = bIn = a1 = O. Here L1 is not a fundamental 
dimension of the problem or, in other words, formula (1.1) is dimensionless 
with respect to L 1 . 

Case II. bll = b12 = ... = bIn = 0, a1 =f O. It follows that u == 0, a trivial 
situation. 

Hence it follows that bli =f 0 for some i = 1,2, ... , n. Without loss of 
generality we assume bll =f O. We define new measurable quantities 

X . - {"'·W-bl.lbl1 
.-1 - 'Y, 1 , i = 2,3, ... , n, (1.18) 

and let 
(1.19) 

We choose as the new unknown 

W - aJ/b l1 v = U 1 . (1.20) 

In terms of the quantities (1.18)-(1.20), formula (1.1) is equivalent to 

(1.21) 

where F is an unknown function of (Xl, X 2, ... , Xn), and the group of 
transformations (1.16a.,b) becomes 

* v = v, 

X;*=Xi , i=I,2, ... ,n-l, 

X* - e fbl1 X n - n, 

(1.22a) 

(1.22b) 

(1.22c) 

so that {V,X1 ,X2 , ... ,Xn-d are invariants of (1.16a,b). Moreover the 
quantities (V,X1 ,X2 , ... ,Xn) satisfy assumption (iii), and formula (1.21) 
satisfies assumption (i v). Hence 

(1.23) 

for an (. E JR. Consequently F is independent of X n . Moreover the measur
able qua.ntities (Xl, X 2 , ... , Xn- 1 ) are products of powers of (WI, W2 , ... , 

Wn ) and v is a product of 11 and powers of (WI, W2 , ... , Wn ). Formula (1.1) 
reduces to 

(1.24) 
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where (v, Xl, X 2 , ... ,Xu-I) are dimensionless with respect to LI and G is 
an unknown function of its n - 1 arguments. 

Continuing in turn with the other m - 1 fundamental dimensions, we 
reduce formula (1.1) to a dimensionless formula 

(1.25) 

(1.26a) 

and 
(1.26b) 

for some real numbers {vj, :rjd, i = 1,2, ... , kj j = 1,2, ... , n. 
Next we show that the number of measurable dimensionless quantities is 

k = n - r(B). This follows immediately since 

[Wfl W:2 ... W:"] = 1 

if and only if 

x= [] 

satisfies (1.7). Equation (1.7) has k = n - r(B) linearly independent solu
tions x(i) given by (1.6). The real numbers 

follow from setting 
[uwtwr··· W~,,] = 1, 

leading to y satisfying (1.10). 0 

Note that the proof of the Buckingham Pi-theorem makes no assumption 
about the continuity of the unknown function f, and hence of g, with 
respect to any of their arguments. 

1.2.4 EXAMPLES 

(1) The Atomic Explosion of 1945 

Sir Geoffrey Taylor (1950) deduced the approximate energy released by the 
first atomic explosion in New Mexico from motion picture records of J .E. 
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Mack declassified in 1947. But the amount of energy released by the blast 
was still classified in 1947! [Taylor carried out the analysis for his deduction 
in 1941.] A dimensional analysis argument of Taylor's deduction follows: 

An atomic explosion is approximated by the release of a large amount of 
energy E from a "point." A consequence is an expanding spherical fireball 
whose edge corresponds to a powerful shock wave. Let u = R be the radius 
of the shock wave. We treat R as the unknown and assume that 

where 

WI = E, the energy released by the explosion, 
W2 = t, the elapsed time after the explosion takes place, 
W3 = Po, the initial or ambient air density, 

and 
W4 = Po, the initial or ambient air pressure. 

(1.27) 

For this problem we use the mechanical fundamental dimensions. The 
corresponding dimension matrix is 

[ 
2 0 -3 -1 1 

B= 1 0 1 1 . 
-2 1 0-2 

(1.28) 

r(B) = 3 and hence k = n - r(B) = 4 - 3 = 1. The general solution of 
Bx = 0 is Xl = -iX4, X2 = ~X4' X3 = -fX4 where X4 is arbitrary. Setting 
X4 = 1, we get the measurable dimensionless quantity 

1rl = Po [E~:g] 1/5 (1.29) 

The dimension vector of R is 

(1.30) 

The general solution of By = -a is 

1 -2 
[ 

-1 1 
y = 5 ~ +x (1.31) 

where x is the general solution of Bx = O. Setting x = 0 in (1.31), we 
obtain the dimensionless unknown 

[Et2] -1/5 
1r=R -

Po 
(1.32) 
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Thus from dimensional analysis 

(1.33) 

where 9 is an unknown function of 11'1. 

Now we assume that g(1I'1) is continuous at 11'1 = 0 so that g(1I't} ~ g(O) 
if 11'1 « 1. Moreover, we assume that g(O) ::j:. O. This leads to Taylor's 
approximation formula 

R = At2/S (1.34) 

where 

(E) 115 
A = Po g(O). (1.35) 

Plotting log R versus logt for a light explosives experiment, one can de
termine that g(O) ~ 1. Using Mack's motion picture for the first atomic 
explosion, Taylor plotted ~ log10 R versus 10glo t with Rand t measured in 
c.g.s. units. [See Figure 1.2.4-1 where the motion picture data is indicated 
by +.] This verified the use of the approximation g(1I'1) ~ g(O) and led to 
an accurate estimation of the classified energy E of the explosion! 

10.5 

9.5 

"'IN 

8.5 

7. 5 '-::+~--'---::"--....I....--...L--"---L-. 
-4.0 -3.0 -2.0 -1.0 

Figure 1.2.4-1 

(2) An Example in Hcat Conduction IlIustmting the Choice of Fundamental 
Dimensions 

Consider the standard problem of one-dimensional heat conduction in an 
"infinite" bar with constant thermal properties, initially heated by a point 
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source of heat. Let u be the temperature at any point of the bar. We assume 
that 

(1.36) 

where 

WI = x, the distance along the bar from the point source of heat, 
W2 = t, the elapsed time after the initial heating, 
W3 = p, the mass density of the bar, 
W4 = c, the specific heat of the bar, 
W5 = [(, the thermal conductivity of the bar, 
W6 = Q, the strength of the heat source measured in energy units per 

(length units) 2 • 

It is interesting to consider the effects of dimensional analysis in simpli
fying (1.36) with two different choices of fundamental dimensions. 

Choice I (Dynamical Units). Here we let Ll = length, L2 = mass, L3 = 
time, and L4 = temperature. Correspondingly, the dimension matrix is 

1 
1 

-3 -H (1.37) 

r(B/) = 4 and hence k = 6 - 4 = 2 is the number of measurable dimen
sionless quantities. One can choose two linearly independent solutions X(I) 

and x(2) of B/x = 0 such that 71"1 is linear in x and independent of tj 71"2 is 
linear in t and independent of x. Then 

pc2Q 
71"1 = e = [(2 x, (1.38a) 

(1.38b) 

It is convenient to choose as the dimensionless quantity 71" a solution of 

where Yl = Y2 = 0, so that 71" is independent of x and t. Consequently 

[(2 
71" = Q2c u. (1.39) 

lIenee dimensional analysis with dynamical units reduces (1.36) to 

(1.40) 
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where F is an unknown function of ~ and r. 

Choice II (Thermal Units). Motivated by the implicit assumption that 
in the posed problem there is no conversion of heat energy to mechanical 
energy, we refine the dynamical units by introducing a thermal unit L5 = 
"calories." The corresponding dimension matrix is 

1 0 -3 0 -1 -2 
0 0 1 -1 0 0 

BIl = 0 1 0 0 -1 0 (1.41) 
0 0 0 -1 -1 0 
0 0 0 1 1 1 

r(BIl) = 5 and hence there is only one measurable dimensionless quantity. 
It is convenient to choose as dimensionless quantities 

x K 
71'1 = TJ = r:;' where Ii. = -, 

Vli.t pc 
(1.42a) 

and 
vpcKt 

71'=---u. 
Q 

(1.42b) 

Thus dimensional analysis with thermal units reduces (1.36) to 

(1.43) 

where C is an unknown function of TJ. 
Note that equation (1.43) is a special case of equation (1.40) where 

e 1 (e) TJ =..;:r and F(e, r) = ..;:rC ..;:r . 

[In terms of thermal units each of the quantities, e, r, ~~~ is not dimen

sionless.] 
Obviously, if it is correct, equation (1.43) is a great simplification of 

equation (1.40). By conducting experiments or associating a properly-posed 
boundary value problem to determine u, one can show that thermal units 
are justified. In turn thermal units can then be used for other heat (diffu
sion) problems where the governing equations are not completely known. 

Exercises 1.2 

1. Use dimensional analysis to prove the Pythagoras theorem. [Hint: 
Drop a perpendicular to the hypotenuse of a right-angle triangle and 
consider the result.ing similar triangles.] 
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2. How would you use dimensional analysis and experimental modelling 
to find the time of flight of a body dropped vertically from a height 
h? 

3. Given that in c.g.s. units Po = 1.3 X 10-3, and Po = 1.0 X 106, use 
Figure 1.2.4-1 to estimate the domain of 71"1 and E. 

1.3 Application of Dimensional Analysis to 
Partial Differential Equations 

Consider the use of dimensional analysis where the quantities (u, W 1 , W2 , ..• , 

Wn ) arise in a boundary value problem for a partial differential equation 
which has a unique solution. Then the unknown u (the dependent vari
able of the partial differential equation) is the solution of the BVP and 
(W1 , W2 , ... , Wn ) denote all independent variables and constants appearing 
in the BVP. From the Buckingham Pi-theorem it follows that such a BVP 
can always be re-expressed in dimensionless form where 71" is a dimension
less dependent variable and (71"1,71"2, ••• , 7I"k) are dimensionless independent 
variables and dimensionless constants. 

Say (W1 , W2 , ••• , We) are the e independent variables and (We+!, Wl+ 2 , 

... , Wn ) are the n - e constants appearing in the BVP. Let 

(1.44a) 

be the dimension matrix of the independent variables and let l bI,l+I 
b1•e+ 2 

hIn] b2.t+1 b2.l+2 b2n 
B2 = (1.44b) 

bm.~+! bm.e+ 2 bmn 

be the dimension matrix of the constants. The dimension matrix of the 
BVP is 

( 1.45) 

A dimensionless 7I"j quantity is called a dimensionless constant if it does 
not depend on (W1, W2 , ... , We), i.e., in equation (1.26b), Xji = 0, j = 
1,2, ... , e. A dimensionless 7I"j quantity is a dimensionless variable if Xji =f. 0 
for some j = 1,2, ... , C. An important objective in applying dimensional 
analysis to a BVP is to reduce the number of independent variables. The 
rank of B2 , i.e. 1'(B2)' represents the reduction in the number of constants 
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through dimensional analysis. Consequently the reduction in the number 
of independent variables is p = r(B) - 7'(B 2). In particular the number 
of dimensionless measurable quantities is k = n - r(B) = [l- p] + [(n -
l) - r(B2)] where l- p of the 7ri quantities are dimensionless independent 
variables and (n - £) - r(B2) are dimensionless constants. 

If r(B) = r(B2)' then dimensional analysis reduces the given BVP to a 
dimensionless BVP with (n - £) - r(B2) dimensionless constants. In this 
case the number of independent variables is not reduced. Nonetheless this 
is useful as a starting point for perturbation analysis. 

If £ ~ 2, £ - P = 1, then the resulting solution of the BVP is called a 
self-similar solution or automodel solution. 

1.3.1 EXAMPLES 

(1) Source Problem for Heat Conduction 

Consider the unknown temperature u of the heat conduction problem of 
Section 1.2.4 as the solution u(x, t) of the BVP: 

8u 82u 
pc 8t - J( 8x2 = 0, -00 < x < 00, t > 0, 

Q u(x,O) = -6(x), 
pc 

(1.46a) 

(1.46b) 

lim u(x,t)=O. (1.46c) 
:r:-±oo 

In equation (1.46b) 6(x) is the Dirac delta function. 
The use of dimensional analysis with dynamical units reduces (1.46a-c) 

to 
8F 82F 
8T - 8~2 = 0, -00 < ~ < 00, T > 0, 

F(~, 0) = 6(~), 

lim F(~, T) = 0, 
e-±oo 

(1.47a) 

(1.47b) 

(1.47c) 

with u defined in terms of F(~, T) by (1.40) and ~,T given by (1.38a,b). 
Consequently there is no essential progress in solving BVP (1.46a-c). 

We now justify the use of dimensional analysis with thermal units to 
solve (1.46a-c) as follows: 

First note that from equations (1.47a,c) we have 

Then from this equation and (1.47b) we get the conservation law 

1: F(~, T)d~ = 1, valid for all T > 0. 
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Consequently the substitution F(~, r) = ,fi:G(,*), which results from us
ing dimensional analysis with thermal units, reduces (1.47a-c) and hence 
(1.46a-c) to a BVP for an ordinary differential equation with independent 
variable 7J = '* and dependent variable G(7J): 

d2G dG 
2-d 2 + 7J-d + G = 0, -00 < 7J < 00, 

1} 7J 

1: G(7J)d7J = 1, 

G(±oo) = 0. 

(1.48a) 

(1.48b) 

(1.48c) 

This reduction of (1.46a-c) to a BVP for an ordinary differential equation 
is obtained much more naturally and easily in Section 1.4 from invariance 
of (1.46a-c) under a one-parameter group of scalings of its variables. 

(2) Prandt/-Blasius Problem for a Flat Plate 

Consider the Prandtl boundary layer equations for flow past a semi-infinite 
flat plate: 

au au a2u 
u ax + v ay = /J ay2 ' 

au + av _ ° 
ax ay - , 

° < x < 00, ° < y < 00, with boundary conditions 

u(x,O) = 0, 

v(x,O) = 0, 

u(x,oo) = u, 
u(O,y) = U. 

(1.49a) 

(1.49b) 

(1.49c) 

(1.49d) 

(1.4ge) 

(1.49f) 

In BVP (1.49a-f), x is the distance along the plate surface from its edge 
(tangential coordinate), y is the distance from the plat surface (normal 
coordinate), u is the x-component of velocity, v is the y-component of 
velocity, /J is the kinematic viscosity and U is the velocity of the incident 
flow [Figure 1.3.1-1]. 

Our aim is to calculate the shear at the plate (skin friction) ~u (x, 0) 
which leads to the determination of the viscous drag on the plate. Y 

We look at the problem of determining ~~ (x, 0) as defined through BVP 
(1.49a-f) from three analytical perspectives: 
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Incident 
flow 

U 

y 

Figure 1.3.1-1 
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(i) Dimensional Analysis. From (1.49a-f) it follows that 

au 
-a (x,O) = I(x, u, v) 

y 
(1.50) 

with the unknown 1 to be determined as a function of measurable quantities 
x, U, v. The fundamental dimensions are L = length and T = time. Then 
in terms of these fundamental dimensions: 

[au ] -1 ay(x,O) =T , 

[x] = L, 

[U] = LT- 1, 

[v] = L 2T- 1 . 

Consequently l'(B) = 2. Dimensionless quantities are 

and 

Ux 
11"1 =-, 

V 

v au 
7r = U2 ay(x,O). 

Hence dimensional analysis leads to 

au u2 (ux) -(x,D) = -g -
ay v v 

where 9 is an unknown function of [~x . 

(1.51a) 

(1.51b) 

(1.51c) 

(1.51d) 

(1.52a) 

(1.52b) 

(1.53) 

(ii) Sea lings 01 Quantities Followed by Dimensional Analysis. Consider a 
linear transformation of the variables of (1.49a-f) given by x = aX, y = bY, 
u = UQ, v = eR where (a, b, e) are undetermined positive constants, U is 
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the velocity of the incident flow and (X,Y,Q,R) represent new (dimen
sional) independent and dependent variables: Q = Q(X, Y), R = R(X, Y)j 
u(x,y) =. UQ(X, Y) = UQ(!, !), v(x,y) = cR(X, Y) = cR(!, f). 

Consequently 
au uaQ 
ay(x,O) = b ay(X,O) (1.54) 

and the BVP (1.49a-f) transforms to 

U aQ c aQ II a2Q 
-;;Q ax + 'bRay = b2 ay2' 

U aQ caR 
-;; ax + 'b ay = 0, 

° < x < 00, ° < Y < 00, with 

Q(X,O) = 0, 

R(X,O) = 0, 

Q(X,oo) = 1, 

Q(O, Y) = 1. 

(1.55a) 

(1.55b) 

(1.55c) 

(1.55d) 

(1.55e) 

(1.55f) 

From the form of (1.55a,b) it is convenient to choose (a, b, c) so that 

U c II 
-;; - b - b2 ' 

Hence we set c = 1, b = v, a = UII. As a result equations (1.55a,b) become 
cleared of constants: 

aQ aQ a2Q 
Qax +Ray = ay2' (1.56a) 

aQ aR 
ax + ay = 0, (1.56b) 

° < x < 00, ° < Y < 00. Moreover 

au U aQ U aQ (X ) 
ay(x,O) = -; ay(X,O) = -; ay UII'O . (1.57) 

But now it follows that since Q(X, Y) results from the solution of (1.56a,b), 
(1.55c-f), we have 

~~ (X, 0) = h(X), (1.58) 

for some unknown function h. We apply dimensional analysis to (1.58): 

(1.59a) 
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(1.59b) 

Hence (1.58) reduces to 
h(X) = (fX- 1/ 2 (1.60) 

for some fixed dimensionless constant (f to be determined. Thus (1.53) 
simplifies further to g(U:) = (f(~X)-1/2 so that 

8 (U3 )1/2 ~(x,o) = (f -
8y xv 

(1.61) 

(iii) Further Use of Dimensional Analysis on the Full BVP. We now apply 
dimensional analysis to the BVP (1.56a,b), (1.55c-f), to reduce it to a BVP 
for an ordinary differential equation. It is convenient (but not necessary) to 
introduce a potential (stream function) 'IjJ(X, Y) from the form of (1.56b). 
Let Q = ~, R = - #. Then in terms of the single dependent variable 'IjJ, 
BVP (1.56a,b), (1.55c-f), becomes: 

8'IjJ 82'IjJ 8'IjJ 82'IjJ 83'IjJ 
8Y 8X8Y - 8X 8y2 = 8y3' 

° < X < 00, ° < Y < 00, with 

Moreover we get 

8'IjJ 
8Y(X,0) = 0, 

8'IjJ 
8X(X, 0) = 0, 

8'IjJ 
8Y(X,00) = 1, 

8'IjJ 
8Y(0, Y) = 1. 

8Q( ) 82'IjJ() -1/2 
8Y X,D = 8y2 X, ° = (fX . 

(1.62a) 

(1.62b) 

(1.62c) 

(1.62d) 

(1.62e) 

(1.63) 

We apply dimensional analysis to simplify 'IjJ(X, Y). Since BVP (1.62a-e) 
has no constants, we have 

'IjJ = F(X, Y), 

for some unknown function F. We see that 

['IjJ] = [Y] = L-1T, 

[Xl = L-2T 2 • 

(1.64) 

(1.65a) 

(1.65b) 
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Consequently there is only one measurable dimensionless quantity. It is 
convenient to choose as dimensionless quantities 

Y 
11'1 = "1 = VJ{' (1.66a) 

and 

(1.66b) 

Hence 
t/!(X, Y) = rx G("1) (1.67) 

where G("1) solves a BVP for an ordinary differential equation which is 
obtained by substituting (1.67) into (1.62a-e). Moreover from (1.67) and 
(1.63) it follows that 

(j = G"(O). 

[A prime denotes differentiation with respect to "1.] Note that 

~t = G'("1), ;; = 2~[G - 77G'], 

cPt/! _ _ 1_G" 83t/! _ ..!..GIII 

8y2 - VJ{ '8y3 - X ' 

82t/! 1 [ G"] 
8X8Y = 2X -"1 ; 

(1.68) 

o < X < 00, 0 < Y < 00 leads to 0 < "1 < 00; Y = 0 leads to TJ = 0; 
Y -+ 00 leads to TJ -+ 00; X = 0 leads to "1 -+ 00. Correspondingly BVP 
(1.62a-e) reduces to solving the third order ordinary differential equation 
known as the Blasius equation for G("1), 

(1.69a) 

with boundary conditions 

G(O) = G'(O) = 0, G'(oo) = 1. (1.69b) 

The aim is to find (j = G"(O). 
A numerical procedure for solving BVP (1.69a,b) is the shooting method 

where one considers the auxiliary initial value problem 

(PH d2/l 
2-1~3 +H-d 2 =0, O<Z<oo, c... Z 

(1.70a) 

JI(O) = JI'(O) = 0, JI"(O) = A, (1.70b) 
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for some initial guess A. One integrates out the IVP (1.70a,b) and de
termines that H'(oo) = B for some number, B = B(A). One continues 
shooting with different values of A until B is close enough to 1. 

It turns out that the invariance of (1.70a) and the initial conditions 
H(O) = H'(O) = 0 under a one-parameter family of scalings (one-parameter 
Lie group of scaling transformations) leads to determining (j with only one 
shooting: 

The transformation 
z = !I, 

0' 

H(z) = O'G(1]), 

(1.71a) 

(1.71b) 

with 0' > 0 an arbitrary constant, maps (1.70a,b) to (1.69a) with initial 
conditions 

G(O) = G'(O) = 0, G"(O) = ~. 
0' 

Moreover H'( 00) = B implies that 

G'(oo) = ~. 
0' 

Hence we pick 0' so that 0'2 = B, i.e. 0' = ..[jj. Then 

(j = G"(O) = B~/2· 
One can show that 

(j = 0.332 .... 

Exercises 1.3 

(1.72) 

(1. 73) 

(1.74) 

(1.75) 

1. For the heat conduction problem (1.46a-c), show that r(B2) = 4 for 
both dynamical and thermal units. 

2. Derive (1.47a-c). 

3. Derive (1.48a-c). 

4. The BVP (1.46a-c) in elTect has only two constants: K. = :c (diffu

sivity) and A = *. Use dimensional analysis with dynamical units to 
reduce (1.46a-c) where now Wi = X, W2 = t, W3 = K., W4 = A. 

5. Consider the Rayleigh flow problem [see Schlichting (1955)] where an 
infinite flat plate is immersed in an incompressible fluid at rest. The 
plate is instantaneously accelerated so that it moves parallel to itself 
with constant velocity U. 

Let u be the fluid velocity in the direction of U (x-direction). Let 
the y-direction be the direction normal to the plate. The situation is 
illustrated in Figure 1.3.1. 
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y 

----- u Fluid flow 

----x 

o 
Flat plate 

Figure 1.3.1 

From symmetry considerations the N avier-Stokes equations govern
ing this problem reduce to the viscous diffusion equation 

8u 82u 
8t = 1/ 8y2' 

with boundary conditions 

o < t < 00, 0 < y < 00, 

u(y, 0) = 0, 

u(O,t) = U, 

u(oo,t) = O. 

(a) Use dimensional analysis to simplify nvp (1.76a-d). 

(1.76a) 

(1.76b) 

(1.76c) 

(1.76d) 

(b) Use scalings of quantities followed by dimensional analysis to 
further simplify (1.76a-d). Find the explicit self-similar solution 
u(y, t) of (1.76a-d). 

1.4 Generalization of Dimensional Analysis
Invariance of Partial Differential Equations 
Under Scalings of Variables 

In both examples of Section 1.3.1 the use of dimensional analysis to reduce a 
BVP for a partial differential equation to a BVP for an ordinary differential 
equation is rather cumbersome and should make the reader feel uneasy. For 
the heat conduction problem the use of dimensional analysis depends on 
either making the right choice of fundamental dimensions (thermal units) 
or combining effectively the constants before using dynamical units [ef. 
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Exercise 1.3-4]' For the Prandtl-Blasius problem we used scaled variables 
before applying dimensional analysis. 

A much easier way to accomplish such a redllction for a BVP is to con
sider the invariance property of the BVP under a one-parameter family of 
scalings (one-parameter Lie group of scaling transformations) when its vari
ables are scaled but the constants of the BVP are not scaled. If the BVP is 
invariant under such a family of scaling transformations, then the number 
of independent variables is reduced constructively by one. We show that if, 
for some choice of fundamental dimensions, dimensional analysis leads to 
a reduction of the number of independent variables of a BVP, then such a 
reduction is always possible through invariance of the BVP under scalings 
applied strictly to its variables. [Recall that dimensional analysis involves 
scalings of both variables and constants.] Moreover there exist BVP's for 
which the number of independent variables is reduced from invariance un
der a one-parameter family of scalings of its variables but the number of 
independent variables is not reduced from the use of dimensional analysis 
for any known choice of fundamental dimensions. [One could argue that this 
is a way of determining new sets of fundamental dimensions!] Hence, for 
the purpose of reducing the number of independent variables of a BVP, in
variance of a BVP under a one-parameter family of scalings of its variables 
is a generalization of dimensional analysis. 

Zel'dovich (1956) [see also Barenblatt and Zel'dovich (1972) and Baren
blatt (1979)] calls a self-similar solution of the first kind a solution of a BVP 
obtained by reduction through dimensional analysis and a self-similar solu
tion of the second kind a solution to a BVP obtained by reduction through 
invariance under scalings of the variables when this reduction is not possi
ble through dimensional analysis. The two examples of Section 1.3.1 show 
that these distinctions are somewhat blurred. 

Before proving a general theorem relating dimensional analysis and in
variance under scalings of variables, we consider the invariance property of 
the heat conduction problem (1.46a-c) under scalings of its variables. 

Consider the family of scaling transformations 

x* = ax, 

t* = {3t, 

u* = ")'u, 

where a, {3, ")' are arbitrary positive constants. 

(1.77a) 

(1.77b) 

(1.77c) 

Definition 1.4-1. A transformation of the form (1.77a-c) leaves BVP 
(1.46a-c) invariant (is admitted by BVP (1.46a-c)) if and only if for any 
solution u = 0(x,t) of (1.46a-c) it follows that 

v(x*,t*) = u* = ")'u = ")'0(x,t) (1.78) 
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solves the BVP 

av " a2v PC-a - A -a 2 = 0, -00 < x* < 00, t* > 0, t* x* 

v(x*,O) = Q c5(x*), 
pc 

lim v(x*, t*) = O. 
x*-+±oo 

(1.79a) 

(1.79b) 

(1.79c) 

[Implicitly it is assumed that the domain -00 < x* < 00, t* > 0 corre
sponds to the domain -00 < x < 00, t > 0; t* = 0 corresponds to t = 0; 
x* --+ ±oo corresponds to x --+ ±oo, i.e. (1.77a--c) leaves the boundary of 
BVP (1.46a-c) invariant.] 

Lemma 1.4-1. If a scaling (1.77a--c) leaves BVP (1.46a--c) invariant, and 
u = 0(x,t) solves (1.46a-c), then u = 1'0(!,!) also solves (1.46a--c). 

Proof. See Exercise 1.4-1. 0 

In order that (1.77a-c) leaves BVP (1.46a-c) invariant, it is sufficient 
to leave each of these three equations separately invariant. Invariance of 
(1.46a), i.e. u = 0(x,t) solves (1.46a) if and only if v = 1'0(x,t) solves 
(1.79a), leads to f3 = a 2 and invariance of (1.46b,c) leads to l' = ~. Hence 
the one-paramet.er (a> 0) family of scaling transformations 

is admitted by (1.46a-c). 

x* = ax, 

t* = a2t, 

* 1 u = -u, 
a 

Clearly if u = 0(x, t) solves (1.46a-c) then 

v(x*,t*) = 0(x*,t*) = 0(ax,a2t) 

(1.80a) 

(1.80b) 

(1.80c) 

(1.81 ) 

solves (1.79a-c). Hence a transformation (1.80a-c) maps any solution v = 
0(x*, t*) of (1.79a-c) to a solution 

1 1 (x* t*) v = -0(x,t) = -0 -,-
a a a 0'2 

of (1.79a-c) or, equivalently, maps any solution u = 0(x, t) of (1.46a-c) to 
a solution u = ~0(!, ;2) of (1.46a-c). 

The solution of (1.46a--c) and hence (1.79a--c) is unique. As a result the 
solution u = 0(x,t) of (1.46a-c) satisfies the functional equation (arising 
from the uniqueness of the solution to this BVP) 

0(x*,t*) = .!.0(x,t). 
Q' 

(1.82) 
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Such a solution of a partial differential equation, arising from invariance 
under a one-parameter Lie group of transformations, is called a similarity 
solution or invariant solution. The functional equation (1.82), satisfied by 
the invariant solution, is called the invariant surface condition. An invariant 
solution arising from invariance under a one-parameter Lie group of scalings 
such as (1.80a-c) is also called a self-similar solution or automodel solution. 

From (1.80a,b), the invariant surface condition (1.82) satisfied by 0(x, t) 
IS 

1 
0(ax,a2t) = -0(x,t). 

a 
(1.83) 

In order to solve (1.83), let z = -it and 0(x, t) = ",<p(z, t). Then in terms 
of z, t, <p(z,t), equation (1.83) becomes 

1 a 2 <p(z,a2t) 
fi<p(z, t) = r;;;<p(z, a t) = .ji 

vt va2t t 

Hence <p( z, t) satisfies the functional equation 

<p(z, t) = <p(z, a 2t) for any a > O. (1.84) 

Thus <p(z, t) does not depend on t. This leads to the invariant form (simi
larity form) 

1 
u = 0(x, t) = .jiF(z) (1.85) 

for the solution of BVP (1.46a-c); z is called the similarity variable. The 
substitution of (1.85) into (1.46a-c) leads to a BVP for an ordinary differ
ential equation with unknown F(z). The details are left to Exercise 1.4-2. 

Now consider the following theorem connecting dimensional analysis and 
invariance under scalings of variables. 

Theorem 1.4-1. If the number of independent variables appearing in a 
BVP for a partial differential equation can be reduced by p through dimen
sional analysis, then the number of variables can be reduced by p through 
invariance of the B VP under a p-pammeter family of scaling tmnsforma
tions of its variables. 

Proof. Consider the dimension matrices B, Bl and B2 defined by (1.44a,b), 
(1.45). Through dimensional analysis the number of independent variables 
of the given BVP is reduced by p = r(B) - r(B2)' 

An arbitrary scaling of any fundamental dimension is represented by the 
m-parameter family of scaling transformations 

(1.86) 

where (fl,f2' ... ,fm) are arbitrary real numbers. Let the row vector 

(1.87) 
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The scaling (1.86) induces a scaling of the value of each measurable quantity 
Wi: 

W~ - eE;'l fjbjiW.. - e(EB)iW.. ; - 1 2 n ,- ,-" .- , '''., , (1.88) 

where (EB)i is the ith component of the n-component row vector EBj the 
value of u scales to Em 

f -4-
u* = e j=l J J U. (1.89) 

From assumption (iv) of the Buckingham Pi-theorem, the family of scal
ing transformations (1.88), (1.89), induced by the m-parameter family of 
scalings of the fundamental dimensions (1.86), leaves the given BVP invari
ant. Our aim is to find the number of essential parameters in the subfamily 
of transformations of the form (1.88), (1.89) for which the constants are 
all invariant, i.e. we aim to find the dimension of the vector space of all 
vectors E = [lOb {2,.'" 10m ] such that 

(1.90a) 

and 
Wl 1:- Wj for some j = 1,2, ... , i. (1.90b) 

Equation (1.90a) holds if and only if 

EB2 = O. (1.91) 

The number of essential parameters is the number of linearly independent 
solutions E of (1.91) such that EBl ::j:; O. 

It is helpful to introduce a few definitions and some notation: 
Let A be a matrix linear transformation acting on vector space V such 

that if v E V then vA is the action of A on v. The null space of A is the 
vector space V(A)N = {E E V : EA = O}j the range space of A is the vector 
space V(A)R = {z : z = EA for some E E V}j dim V is the dimension of the 
vector space V. It follows that 

dim V = dim V(A)R + dim V(A)N' 

Consider the matrices B, Bl, and B2 defined by (1.44a,b), (1.45). Let V 
be Rm , where m is the number of rows of each of these three matrices, so 
that dim V = m. Then dim V(B)N is the number of linearly independent 
solutions E of the set of equations EB = 0, and dim V(Bl)N is the number 
of linearly independent solutions E of EB2 = O. It follows that 

dim V(B 2 )N = m - r(B2)j dim V(B)N = m - r(B) = m - r(B2) - p. 

Since V(B2 )N(B 1 )N = V(B)N' it follows that 

dim V(Bl)N = dim V(D 2 )N(DdN + dim V(B 2 )N(BdR 

= dim V(B)N + dim V(D 2 )N(BdR' 
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Hence dim V(B 2 )N(B1 )R = p. But dim V(B2 )N(B1)R is the number of linearly 
independent solutions € of the system €B2 = 0 such that €B1 i= O. Hence the 
number of essential parameters is p, completing the proof of the theorem. 
o 

Exercises 1.4 

1. Prove Lemma 1.4-1. 

2. Set up the BVP for F(z) as defined by equation (1.85). Put this BVP 
in dimensionless form using 

(a) dynamical unitsj 

(b) thermal units. Explain. 

3. Consider diffusion in a half-space with a concentration dependent dif
fusion coefficient which is directly proportional to the concentration 
of a substance C(x, t). Initially and far from the front face x = 0 the 
concentration is assumed to be zero. The concentration is fixed on 
the front face. The aim is to find the concentration flux on the front 
face, ~~ (0, t). In special units C(x, t) satisfies the BVP 

oC __ _ a (COC ) , 
at ax ax o < x < 00, ° < t < 00, (1.92a) 

where 
C(x, 0) = C(oo,t) = OJ C(O,t) = A. (1.92b) 

(a) Exploit similarity to determine ~~ (0, t) as effectively as possible. 

(b) Use scaling invariance to reduce the BVP (1.92a,b) to a BVP 
for an ordinary differential equation. 

(c) Discuss a numerical procedure to determine ~~ (0, t) based on 
the scaling property of the reduced BVP derived in (b). 

4. For boundary layer flow over a semi-infinite wedge at zero angle of 
attack, the governing partial differential equations are 

AU au dU 02u 
u- + v- - U(x)- = V-, aX oy dx oy2 

au + ov _ ° 
ax oy - , o < x < 00, 0 < y < 00, 

with boundary conditions u(x,O) = v(x, 0) = 0, lim u(x,y) = U(x)j 
y-+oo 

U(x) = Axl where A,i are constants with i = ~ corresponding to 
the opening angle 7r{3 of the semi-infinite wedge. In this problem x is 
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the distance from the leading edge on the wedge surface and y is the 
distance from the wedge surface [Figure 1.4.1]. 

y 

Figure 1.4.1 

As for the Prandtl boundary layer equations (1.49a,b) introduce a 
stream function 1/;(x, y). Use scaling invariance to reduce the given 
problem to a BVP for an ordinary differential equation. Choose co
ordinates so that the Blasius equation arises if i = 0. 

5. The following BVP for a nonlinear diffusion equation arises from a 
biphasic continuum model of soft tissue [Holmes (1984)]: 

{Pu _ ]{ (au) au = 0, ° < x < 00, 0< t < 00, 
ax2 ox at 

where ]{ is a function of ~:, with boundary conditions ~~ (0, t) = -1, 
u(oo,t) = u(x,O) = 0. Reduce this problem to a BVP for an ordinary 
differential equation. 

6. Use invariance under scalings of the variables to solve the Rayleigh 
flow problem (1.76a-d). 

7. Consider again the source problem for heat conduction in terms of 
the dimensionless form arising from dynamical units 

au _ a2u _ ° 
at ax2 - , 

-00 < x < 00, t > 0, 

u(x,O) = 6(x), 
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lim u(x, t) = O. 
x-±oo 

The use of scaling invariance with respect to the variables (1.80a-c) 
leads to the similarity form for the solution u = .fiG(.it). 

(a) Show that the problem is invariant under the one-parameter ({J) 
family of transformations 

x· = x - {Jt, t* = t, u" = ue~.Bx-t.B2t, (1.93) 

for any constant {J, -00 < (J < 00. 

(b) Check that t and uex2 / 4t are invariants ofthese transformations. 

(c) Show that these transformations lead to the similarity form 

(1.94) 

Hence show that invariance under scalings (1.80a-c) and the 
transformations (1.93) lead to the well-known fundamental so
lution 

1.5 Discussion 

Dimensional analysis is necessary for ascertaining fundamental dimensions 
and consequent essential quantities which arise in a real problem in order 
to design proper model experiments. If a given problem can be described in 
terms of a boundary value problem (BVP) for a system of partial differential 
equations then dimensional analysis may lead to a reduction in the number 
of independent variables. Moreover if such a reduction exists, it ean always 
be accomplished by considering the invarianee properties of the BVP under 
scaling transformations applied only to its variables. 

As will be seen in Chapter 4 the invariance properties of partial differen
tial equations (or more particularly BVP's) under sealings of variables can 
be generalized to the study of the invariance properties of partial differen
tial equations under arbitrary one-parameter Lie groups of point transfor
mations of their variables. Moreover for a given differential equation such 
transformations are found algorithmically. [For example one can easily de
duce transformations (1.93) and (1.94).] This follows from the properties of 
such transformations, most importantly their characterization by infinites
imal generators [see Chapter 2]. 

References on dimensional analysis specific to various fields include: de 
Jong (1967) [economics]; Sedov (1959), Birkhoff (1950) and Barenblatt 
(1979) [mechanics, elasticity, and hydrodynamics]; Venikov (1969) [elec
trical engineering]; Taylor (1974) [mechanical engineering]; Becker (1976) 
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[chemical engineering]; Kurth (1972) [astrophysics]; Murota (1985) [systems 
analysis]. 

Examples of dimensional analysis and scaling invariance applied to BVP's 
appear in Sedov (1959), Birkhoff (1950), Barenblatt (1979), Dresner (1983), 
Hansen (1964), and Seshadri and Na (1985). Examples which use scalings to 
convert BVP's for ordinary differential equations to initial value problems 
appear in Klamkin (1962), Na (1967,1979), Dresner (1983), and Seshadri 
and Na (1985). 



2 

Lie Groups of Transformations 
and Infinitesimal 
Transformations 

2.1 Lie Groups of Transformations 

In dimensional analysis the scaling transformations of the fundamental di
mensions (1.86), the induced scaling transformations of the measurable 
quantities (1.88), the induced scaling transformations of all quantities (1.88), 
(1.89), and the induced scaling transformations preserving all constants 
(1.88), (1.91), are all examples of Lie groups of transformations. Scaling 
transformations are easily described in terms of their global properties as 
seen in Chapter 1. From the point of view of finding solutions to differential 
equations a general theory of Lie groups of transformations is unnecessary 
iftransformations are restricted to scalings, translations, or rotations. How
ever it turns out that much wider classes of transformations leave differ
ential equations invariant including transformations composed of scalings, 
translations, and rotations. For the use and discovery of such transforma
tions the notion of a Lie group of transformations is crucial-in particular 
the characterization of such transformations in terms of infinitesimal gen
erators (which form a Lie algebra). This chapter introduces the basic ideas 
of Lie groups of transformations necessary in later chapters for the study 
of invariance properties of differential equations. 

2.1.1 GROUPS 

Definition 2.1.1-1. A group G is a set of elements with a law of compo
sition ¢ between elements satisfying the following axioms: 

(i) Closure property: For any element a and b of G, ¢(a, b) is an element 
ofG. 

(ii) Associative property: For any elements a, b, and c of G, 

¢(a,¢(b,c)) = ¢(¢(a,b),c). 

(iii) Identity element: There exists a unique identity element e of G such 
that for any element a of G, 

¢(a, e) = ¢(e, a) = a. 
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(iv) Inverse element: For any element a of G there exists a unique inverse 
element a- 1 in G such that 

Definition 2.1.1-2. A group G is Abelian if ¢(a, b) = ¢(b, a) holds for all 
elements a and b in G. 

Definition 2.1.1-3. A subgroup of G is a group formed by a subset of 
elements of G with the same law of composition ¢ .. 

2.1.2 EXAMPLES OF GROUPS 

(1) G is the set of all integers with ¢( a, b) 
a- 1 = -a. 

a + b. Here e o and 

(2) G is the set of all positive reals with ¢( a, b) = a . b. Here e = 1 and 
-1 _ 1 
a-a' 

(3) G is the set of symmetries (set of transformations) which leave an 
equilateral triangle ABC invariant with both sides painted in the 
same color [Figure 2.1.2-1]. 

c 

A B 

Figure 2.1.2-1 

Here the group can be represented by all permutations of the vertices 
A, B, and C. The identity element e = (1,2,3) corresponds to vertex 1 
located at A, vertex 2 at B, and vertex 3 at C [Figure 2.1.2-2(a)]. The 
rotation element R = (3,1,2) corresponds to a counterclockwise rotation 
of 2; radians of the configuration of Figure 2.1.2-1 about an axis coming 
out of the page through the center of the triangle [Figure 2.1.2-2(b)]; as a 
consequence vertex 3 is located at A, vertex 1 at B, and vertex 2 at C. The 
flip element r = (3,2,1) represents rotation of the configuration of Figure 
2.1.2-1 about the indicated perpendicular by 7r radians; as a cqnsequence 
vertex 3 is located at A, vertex 2 at B, and vertex 1 at C [Figure 2.1.2-2(c)]. 
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3 2 1 

1 
(a) 

2 3 1 3 2 
(b) (c) 

1 3 2 

2 
(d) 

3 2 
(e) 

-.. 
1 

... 
3 1 

(f) 

Figure 2.1.2-2. Symmetry group of an equilateral triangle. (a) identity, e; 
(b) rotation by 2;, R; (c) flip, r; (d) rotation by 4;, ¢(R, R); (e) rotation 
by 2; followed by flip, ¢(R, r); (f) flip followed by rotation by 2; , ¢(r, R). 

The element ¢(R, R) = R2 = (2,3,1) represents a counterclockwise ro
tation of ~ radians of the configuration in Figure 2.1.2-1 [Figure 2.1.2-
2(d)]. It is a composition of a counterclockwise rotation of 2; radians 
followed by a counterclockwise rotation of ~ radians. The composition 
element ¢(R, r) = rR = (2,1,3) represents a counterclockwise rotation of 
2; radians followed by a flip [Figure 2.1.2-2(e)]. The composition element 
¢(r, R) = Rr = (1,3,2) represents a flip followed by a counterclockwise 
rotation of 2; radians [Figure 2.1.2-2(f)]. It is left to Exercise 2.1-1 to 
prove that the symmetries of an equilateral triangle form a group with six 
elements. Note that this group is not Abelian since ¢(r, R) t= ¢(R, r). 

2.1.3 GROUPS OF TRANSFORMATIONS 

Definition 2.1.3-1. Let x = (Xl, X2, ... ,Xn ) lie in region D C JRn . The 
set of transformations 

x* = X(X;f), (2.1) 

defined for each x in D, depending on parameter 10 lying in set S C JR, with 
¢( 10,6) defining a law of composition of parameters 10 and 6 in S, forms a 
group of transformations on D if: 

(i) For each parameter 10 in S the transformations are one-to-one onto 
D, in particular x* lies in D. 

(ii) S with the law of composition ¢ forms a group G. 
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(iii) x" = x when f = e, i.e. 
X(Xje) = x. 

(iv) If x" = X(Xj f), x .... = X(x" j 6), then 

x .... = X(xj<p(f,6)). 

2.1.4 ONE-PARAMETER LIE GROUP OF 

TRANSFORMATIONS 

Definition 2.1.4-1. A group of transformations defines a one-parameter 
Lie group of transformations if in addition to satisfying axioms (i)-(iv) of 
Definition 2.1.3-1: 

(v) f is a continuous parameter, i.e. S is an interval in JR. Without loss 
of generality f = 0 corresponds to the identity element e. 

(vi) X is infinitely differentiable with respect to x in D and an analytic 
function of f in S. 

(vii) <p(f,6) is an analytic function of f and 6, f E S, 6 E S. 

If one thinks of f as a time variable and x as spatial variables then a 
one-parameter Lie group of transformations in effect defines a stationary 
flow. This will be shown in Section 2.2.1 but now can be partially seen as 
follows: Let 

X(XjG) (2.2) 

define the evolution of x over all elements in G. This defines a curve ')'1 

represented by Figure 2.1.4-1(a). 
N ow let y = X( Xj f) represent a point on ')'1. Then x.... = X(yj 6) = 

X(Xj <p(f, 6)) must lie on ')'1. Note that the self-intersecting curve ')'2 [Figure 
2.1.4-1(b)] cannot represent the evolution defined by (2.2). 

(a) (b) 

Figure 2.1.4-1 
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2.1.5 EXAMPLES OF ONE-PARAMETER LIE GROUPS OF 

TRANSFORMATIONS 

(1) A Group of Translations in the Plane: 

x* = x + f, 

y* = y, f E JR. 

Here <p( f, 6) = f + 6. This group corresponds to motions parallel to the 
x-axis. [In Figure 2.1.5-1 the curve'Y represents the evolution X(xo; G).] 

y 

--------~----~--------y 

----------+----------------- x 

Figure 2.1.5-1 

(2) A Group of Scalings in the Plane: 

x* = ax, 

y* = a 2y, 0 < a < 00. 

Here <p( a, {3) = a{3 and the identity element e = 1. This group of transfor
mations can also be re-parametrized in terms of f = a-I: 

x*=(I+f)x, 

y* = (1 + f)2y, -1 < f < 00, 

(2.3a) 

(2.3b) 

so that the identity element is e = 0 with the law of composition of param
eters given by 

(2.4) 



36 2. Lie Groups of Transformations and Infinitesimal Transformations 

Exercises 2.1 

1. Show that the symmetries of an equilateral triangle, with both sides 
painted in the same color, form a group with six elements. What 
happens if both sides are painted in different colors? 

2. Show that the curve /2 of Figure 2.1.4-1(b) cannot represent the 
transformations (2.2). 

3. Show that the transformations 

x· = x + 2f, 

y. = y + 3f, f E JR, (x, y) E JR2, 

(2.5a) 

(2.5b) 

define a Lie group of transformations. Trace out the evolution curves 
of (0,0) and (1,0) under this group. Explain the geometrical situation 
of the resulting curves. 

4. Show that the set S = {f : -1 < f < oo} with law of composition 
¢(f,6) = f + 6 + f6 defines a group. 

5. Trace out the evolution curves of (1,0), (1,1), and (0,0) for the Lie 
group of transformations (2.3a,b). 

6. Show that the transformations (1.93) define a one-parameter Lie 
group of transformations acting on 

(a) (x, t)-space; 

(b) (x,t,u)-space. 

7. Show whether or not each of the following families of transforma
tions of the plane with parameter f corresponds to a Lie group of 
transformations: 

(a) x· = x - fY, y. = Y + fX; 

(b) x· = x + f2, y" = y; 

(c) x" = X+f, y" =-!fr. 

2.2 Infinitesimal Transformations 

Consider a one-parameter (f) Lie group of transformations 

x" = X(x; f) (2.6) 
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with identity f = 0 and law of composition <p. Expanding (2.6) about f = 0, 
we get (for some neighborhood of f = 0) 

x· =X+f(~~(X;f)lf=J +; (~:~(x;f)lf=J + ... 

x + f ( ~~ (x; f)lf=J + O(f2). (2.7) 

Let 

e(x) = -(x; f) . oX I 
Of f=O 

(2.8) 

The transformation x + fe(X) is called the infinitesimal transformation of 
the Lie group of transformations (2.6); the components of e(x) are called 
the infinitesimals of (2.6). 

2.2.1 FIRST FUNDAMENTAL THEOREM OF LIE 

The following lemma is useful: 

Lemma 2.2.1-1. 

X(x; f + ~f) = X(X(x; f); <p(f- 1, f + L\f)). (2.9) 

Proof. 

X(x; <p(f, <p(C1, f + 6.f))) 
X(x; <p(<p(f, f- 1), f + ~f)) 

X(x; <p(O, f + L.\f)) 
X(x; f + L\f). 0 

Theorem 2.2.1-1 (First Fundamental Theorem of Lie). There exists a 
pammeterization r(f) such that the Lie group of tmnsformations (2.6) is 
equivalent to the solution of the initial value problem for the system of first 
order differential equations 

with 

In particular 

where 

dx· = e(x*), 
dr 

x* = x when r = O. 

f(f) = o<p(a, b) I 
ob (a,b)=(f-1,f) 

(2.10a) 

(2.10b) 

(2.11) 

(2.12) 
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and 
f(O) = 1. (2.13) 

[c 1 denotes the inverse element to f.] 

Proof. First we show that (2.6) leads to (2.10a,b), (2.11), (2.12). Expand 
the left-hand side of (2.9) in a power series in Af about Af = 0 so that 

X(x; f + Af) = x* + 8X~:; f) Af + O«Af)2) (2.14) 

where x* is given by (2.6). Then expanding ¢J(c 1, f+Af) in a power series 
in Af about Af = 0, we have 

¢J(f- 1, f + Af) = ¢J(f- 1, f) + f(f)Af + O«Af)2) 

= f(f)Af + O«Af)2) (2.15) 

where f(f) is defined by (2.12). Consequently, after expanding the right
hand side of (2.9) in a power series in Af about Af = 0, we obtain 

X(x;f+Ac) X(X*;¢J(f-l,f+Af)) 

X(x*; f(f)Af + O«Af)2)) 

= X(x*;O) + Aff(f) ~~(X*;6)16=O +O«Af)2) 

= x* + f(f)£(x*)Af + O«Af)2). (2.16) 

Equating (2.14) and (2.16) we see that x· = X(x; f) satisfies the initial 
value problem for the system of differential equations 

dx* 
df = f(f)£(X*) (2.17a) 

with 
x* = x at f = O. (2.17b) 

From (2.7) it follows that f(O) = 1. The parameterization T(f) = J; f(f')df' 
leads to (2.10a,b). 

Since If(x), i = 1,2, ... , n, is continuous, it follows from the existence 
and uniqueness theorem for an initial value problem (IVP) for a system of 
first order differential equations, that the solution of (2.10a,b), and hence 
(2.17a,b), exists and is unique. This solution must be (2.6), completing the 
proof of Lie's First Fundamental Theorem. 0 

Lie's First Fundamental Theorem shows that the infinitesimal transfor
mation contains the essential information determining a one-parameter Lie 
group of transformations. One can always re-parameterize a given group in 
terms of a parameter T such that for parameter values Tl and T2 the law 
of composition becomes ¢J( Tl, T2) = Tl + T2' Lie's First Fundamental The
orem also shows that a one-parameter Lie group of transformations (2.6) 
defines a stationary flow given by (2.10a,b) and moreover any stationary 
flow (2.10a,b) defines a one-parameter Lie group of transformations. 
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2.2.2 EXAMPLES ILLUSTRATING LIE'S FIRST 

FUNDAMENTAL THEOREM 

(1) Group of Translations in the Plane 

For the groups of translations 

x* = x + i, 

y* = y, 
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(2.18a) 

(2.18b) 

the law of composition is ¢(a, b) = a + b, and c 1 = -(. Then 8cf>~~,b) = 1 
and hence r(i) == 1. 

Let x = (x, y). Then the group (2.18a,b) is X(x; i) = (x + i, y). Thus 
~~ (x; i) = (1,0). Hence 

ax I e(x) = -;-(X; i) = (1,0). 
vi f=O 

Consequently (2.17a,b) become 

with 

dx* 
-=1, 
di 

dy* 
-=0, 
di 

x* = x, y* = y at i = O. 

The solution ofIVP (2.19a,b) is easily seen to be (2.18a,b). 

(2) Group of Scalings 

For the group of scalings 

x* = (1 + i)X, 

y* = (1 + i)2y, -1 < i < 00, 

(2.19a) 

(2.19b) 

(2.20a) 

(2.20b) 

the law of composition is ¢(a, b) = a + b + ab, and c 1 = -l~f' Here 

8cf>~~,b) = 1 + a and hence 

r(i) = a¢(a, b) I = 1 + i-1 = _1_. 
ab (a,b)=(f-1,f) 1 + i 

Let x = (x, y). Then the group (2.20a,b) is X{x; i) = ((I+i)x, (l+i)2 y). 
Thus a: (x; i) = (x, 2(1 + i)Y) and 

ax I e(x) = -;-(X; i) = (x,2y). 
vi f=O 
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As a result (2.17a,b) become 

dx* x* dy* 2y* 
df - 1 + f' 

-=--, 
df 1 + f 

with 
x* = x, y* = y at f = O. 

The solution of IVP (2.21a,b) is of course (2.20a,b). 
In terms of parameterization by 

7 = r f(f')dt' = r -11 df' = 10g(1 + f), io io + f 
the group (2.20a,b) becomes 

y* = e2T y, -00 < 7 < 00, 

with law of composition ¢( 71,72) = 71 + 72. 

2.2.3 INFINITESIMAL GENERATORS 

(2.21a) 

(2.21b) 

(2.22a) 

(2.22b) 

In view of Lie's First Fundamental Theorem, from now on, without loss of 
generality, we assume that a one-parameter (f) Lie group of transformations 
is parameterized such that its law of composition is ¢(a, b) = a + b so that 
c 1 = -f and f(f) == 1. Thus in terms of its infinitesimals e(x) the one
parameter Lie group of transformations (2.6) becomes 

with 

dx* = e(x*), 
df 

x* = x at f = O. 

(2.23a) 

(2.23b) 

Definition 2.2.3-1. The infinitesimal generator of the one-parameter Lie 
group of transformations (2.6) is the operator 

n ° X = X(x) = e(x)· \7 = L:ei(X)a-:-
i=l x. 

where \7 is the gradient operator, 

\7= (flO, flO , ... , flO ); 
VX1 VX2 VXn 

for any differentiable function F(x) = F(X1' X2, ... , x n ), 

n of( ) 
XF(x) = e(x)· \7F(x) = L:ei(x)T. 

i=l x. 

(2.24) 

(2.25) 
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Note that Xx = e(x). 
It follows that a one-parameter Lie group of transformations, which from 

Lie's First Fundamental Theorem is "equivalent" to its infinitesimal trans
formation, is also "equivalent" to its infinitesimal generator. The following 
theorem shows that use of the infinitesimal generator (2.24) leads to an 
algorithm to find the explicit solution of IVP (2.23a,b). 

Theorem 2.2.3-1. The one-parameter Lie group of transformations (2.6) 
is equivalent to 

00 k 
= "~Xkx 

L.." k! 
k=O 

(2.26) 

where the operator X = X(x) is defined by (2.24) and the operator Xk = 
XXk - 1 , k = 1,2, ... ; in particular Xk F(x) is the function obtained by 
applying the operator X to the function Xk - 1 F(x), k = 1,2, ... , with 
XO F(x) == F(x). 

Proof. Let 

(2.27a) 

and 

(2.27b) 

where 
x* = X(x;e) (2.28) 

is the Lie group oftransformations (2.6). From Taylor's theorem, expanding 
(2.28) about e = 0, we have 

(2.29) 

For any differentiable function F(x), 

Hence it follows that 
dx* X( *) * -= x x, 
de 

(2.31a) 
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--=- - =XX Xx x =X x x d2x* d(dX*) (*)(*)* 2(*)* 
d~ ~ ~ , (2.31b) 

and in general, 
dk .. 

~_Xk( *)" dfk - X X, k = 1,2, .... (2.31c) 

Consequently 

k = 1,2, ... (2.32) 

which leads to (2.26). 0 

Thus the Taylor series expansion about f = 0 of a function X(x; f) 
which defines a Lie group of transformations (2.6) (with law of compo
sition ¢( a, b) = a + b) is determined by the coefficient of its O( f) term, 
which is the infinitesimal 

ax I -a (x; f) = e(x). 
f f=O 

In summary there are two ways to find explicitly a one-parameter Lie 
group of transformations from its infinitesimal transformation: (i) Express 
the group in terms of a power series (2.26), called a Lie series, which 
is developed from the infinitesimal generator (2.24) corresponding to the 
infinitesimal transformation; (ii) Solve the initial value problem (2.23a,b). 
Here one first finds the explicit general solution of the system of first order 
differential equations (2.23a). 

The following corollary is an immediate consequence of the proof of The
orem 2.2.3-1: 

Corollary 2.2.3-1. If F(x) is infinitely differentiable, then for a Lie group 
of transformations (2.6) with infinitesimal generator (2.27a), 

Proof. See Exercise 2.2-5. 0 

As an example consider the rotation group 

x* = XCOSf + ysinf, 

y* = -xsinf+ycosf. 

dx* dy* . 
df = -xsinf+ycosf; df = -XCOSf-YSlllf. 

The infinitesimal for (2.34a,b) is 

e(x) = (6(x,y),6(x,y)) = (~(X,Y),17(X,y)) 

(2.33) 

(2.34a) 

(2.34b) 
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( dX* I dy* I ) = - ,- = (y,-x). 
df. ~=O df. ~=O 

(2.35) 

The infinitesimal generator for (2.34a,b) is 

a a a a 
x=e(x'Y)ax + 17(X'Y)ay =Yaz -Zay· (2.36) 

The Lie series corresponding to (2.36) is 

(x*,y*) = (elXx,elXy). 

Xz = y; X2z = Xy = -x. 

Hence 

X 4n X4n-l X 4n - 2 X 4n - 3 1 2 z = z, x = -v, z = -x, x = y, n = , , ... ; 

X 4n X4n-l X 4n - 2 X 4n - 3 1 2 y=y, y=z, y=-y, y=-z, n= , , .... 

Consequently 

x* = 

= 

Similarly 

00 k 
elXz = '"' ~Xkz 

L.." k! 
k=O 

( 1 - ~: + ~: + .. -) z + (f. - ~~ + ~: + .. -) y 

z cos f. + Y sin f.. 

2.2.4 INVARIANT FUNCTIONS 

Definition 2.2.4-1. An infinitely differentiable function F(x) is an invari
ant function of the Lie group of transformations (2.6) if and only if for any 
group transformation (2.6) 

F(x*) == F(x). (2.37) 

If F(x) is an invariant function of (2.6), then F(x) is called an invariant 
of (2.6) and F(x) is said to be invariant under (2.6). 

Theorem 2.2.4-1. F(x) is invariant under (2.6) if and only if 

XF(x) == O. (2.38) 

Proof. 
00 k 

F(x*) == e~XF(x) == L: ~!Xk F(x) 
k=O 
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(2 
== F(x) + (XF(x) + 2! X2 F(x) + .... (2.39) 

Suppose F(x*) == F(x). Then XF(x) == 0 follows from (2.39). 
Conversely, let F(x) be such that XF(x) == O. Then Xn F(x) == 0, n = 

1,2, .... Hence from (2.39), F(x*) == F(x). 0 

Theorem 2.2.4-2. For a Lie group of transformations (2.6), the identity 

F(x") == F(x) + ( (2.40) 

holds if and only if F(x) is such that 

XF(x) == 1. (2.41) 

Proof. Let F(x) be such that (2.40) holds. Then 

(2 
F(x) + ( == F(x) + (XF(x) + 2! X2 F(x) + .... 

Hence XF(x) == 1. 
Conversely, let F(x) be such that (2.41) holds. Then Xn F(x) == 0, n = 

2,3, .... Hence F(x") == e€x F(x) == F(x) + (XF(x) == F(x) + (. 0 

2.2.5 CANONICAL COORDINATES 

Suppose one makes a change of coordinates (one-to-one and continuously 
differentiable in some appropriate domain) 

y = Y(x) = (Yl(X), Y2(X), ... , Yn(x)). (2.42) 

For the one-parameter Lie group of transformations (2.6) the infinitesimal 
generator X = E?=l ei(X) 8:i with respect to coordinates x = (Xl, X2, ••• , 

xn) becomes the infinitesimal generator 

(2.43) 

with respect to coordinates y = (Yl, Y2, ... ,Yn) defined by (2.42). Then 
Y = X in order to have the same group action. The infinitesimal with 
respect to coordinates y is 

"l(Y) = (7]1 (y), 7]2(y) , ... , 7]n(Y)) = Yy. (2.44) 

Theorem 2.2.5-1. 
"l(Y) = Xy. (2.45) 
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Proof. Using the chain rule, we have 

where 

n ay.(x) 
Tlj(Y) = l:ei(X)-J -

. 1 aXi 
1= 

=XYj, j=1,2, ... ,n. 0 

Theorem 2.2.5-2. With respect to coordinates y given by (2.42), the Lie 
group of transformations (2.6) is 

(2.46) 

Proof. From equations (2.33), (2.42), we obtain 

y* = Y(x*) = efXy(x) = efXy = efYy. 0 

Definition 2.2.5-1. A change of coordinates (2.42) defines a set of canon
ical coordinates for the one-parameter Lie group of transformations (2.6) 
if in terms of such coordinates the group (2.6) becomes 

yt = Yi, i = 1, 2, ... , n - 1, 

y~ = Yn + f. 

(2.47a) 

(2.47b) 

Theorem 2.2.5-3. For any Lie group of transformations (2.6) there ex
ists a set of canonical coordinates y = (Yl, Y2, ... , Yn) such that (2.6) is 
equivalent to (2.47a,b). 

Proof. From Theorem 2.2.4-1 we have 

if and only if 
XYi(X) == 0, (2.48) 

i = 1,2, ... , n - 1. The homogeneous first order linear partial differential 
equation 

au au au 
Xu(x) = el(X)~ + 6(x)~ + ... + en(x)~ = 0 (2.49) 

UXl UX2 UXn 
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has n - 1 functionally independent solutions for u(x). These solutions are 
n - 1 essential constants (Y1 (x), Y2(X), ... , Yn-1(X)) appearing in the gen
eral solution of the system of n first order ordinary differential equations 

dx 
dt = e(x), (2.50) 

resulting from the characteristic equations 

This yields the n - 1 coordinates satisfying (2.47a). 
The canonical coordinate Yn(x) follows from Theorem 2.2.4-2: 

Y~ = Yn(x*) = Yn(x) + f 

if and only if 
(2.51 ) 

Hence v(x) = Yn(x) is a particular solution of the nonhomogeneous first 
order linear partial differential equation 

ov ov ov 
Xv(x) = e1(X)~ +6(x)~ + ... +en(x)~ = 1, 

UX1 UX2 uXn 
(2.52) 

and is found by determining a particular solution of the corresponding 
characteristic system of n + 1 first order ordinary differential equations 

dv -1 
dt - , 

dx - = e(x). 
dt 

(2.53a) 

o (2.53b) 

Theorem 2.2.5-4. In terms of any set of canonical coordinates y = 
(Y1, Y2, ... , Yn), the infinitesimal generator of the one-parameter Lie group 
of transformations (2.6) is 

Proof. We have 

o y--
- oYn' 

n 0 
y = L 7]i(Y)-. 

i=l OYi 

(2.54) 

In terms of canonical coordinates, from (2.48) and (2.51) it follows that 

Hence we get 

7]i(y)=XYi=O, i=I,2, ... ,n-l; 

7]n(Y) = XYn = 1. 

{) 
y-

- OYn' 
o 
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2.2.6 EXAMPLES OF SETS OF CANONICAL COORDINATES 

In IR? we set Xl = X, X2 = Y and label canonical coordinates as Yl = r, 
Y2 = s, so that in terms of canonical coordinates a one-parameter Lie group 
of transformations becomes 

r* = r, 

s* = s + f, 

·h·fi· . I Y a WIt lD mtesima generator = as. 

(1) Group of Sealings 

For the group of scalings 
x* = efx, 

y* = e2fy, 

(2.55a) 

(2.55b) 

(2.56a) 

(2.56b) 

the infinitesimal generator is X = X :x + 2y :y. The canonical coordinate 

r( x, y) satisfies 
ar ar 

Xr = x- + 2y- = O. ax ay 
The corresponding characteristic differential equations reduce to 

with solution 

dy = 2y 
dx x 

y 
r(x, y) = 2" = const. 

x 

The canonical coordinate s( x, y) satisfies 

as as 
Xs = x- + 2y- = 1. ax ay 

A particular solution of (2.60) is s(x, y) = s(x) satisfying 

ds 1 
dx x 

Thus 
s(x,y) = logx, 

and (2.56a,b) has canonical coordinates (r,s) = (:2,logx). 

(2) Group of Rotations 

For the group of rotations 

* . x =XCOSf-YSlDf, 

(2.57) 

(2.58) 

(2.59) 

(2.60) 

(2.61) 

(2.62) 

(2.63a) 
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y' = xsin f + ycos f, (2.63b) 

the infinitesimal generator is X = x :y -y :x . Correspondingly 

r(x,y) = const. 

is the general solution of 
dy x 
-=--
dx y 

so that 
r=Jx2+y2. 

Then a candidate for s(x, y) is a solution of 

Thus 

ds 1 1 
dy - ;- - Jr2 _ y2· 

O . -1 Y 
s = = sin -. 

r 

Canonical coordinates are polar coordinates 

(2.64) 

(2.65) 

(2.66) 

(2.67) 

(2.68) 

in terms of which the rotation group (2.63a,b) is expressed in the familiar 
form 

r* = r, 

0*=0+f. 

2.2.7 INVARIANT SURFACES, INVARIANT CURVES, 

INVARIANT POINTS 

(2.69a) 

(2.69b) 

Definition 2.2.7-1. A surface F(x) = 0 is an invariant surface for a one
parameter Lie group of transformations (2.6) if and only if F(x') = 0 when 
F(x) = O. 

Definition 2.2.7-2. A curve F(x,y) = 0 is an invariant curve for a one
parameter Lie group of transformations 

x· = X(x, y; f) = X + f~(X,y) + 0(f2), 

y' = Y(x,y; f) = y + f1](X, y) + 0(f2), 

with infinitesimal generator 

a a 
X = ~(x, y) ax + 1](X, y) ay' 

(2.70a) 

(2.70b) 

(2.70c) 



2.2. Infinitesimal Transformations 49 

if and only if F(x* ,y*) = 0 when F(x,y) = O. 

Theorem 2.2.7-1. (i) A surface written in a solved form F(x) = Xn -

/(X1, X2, ... , Xn -1) = 0, is an invariant surface for (2.6) if and only i/ 

XF(x) = 0 when F(x) = O. (2.71) 

(ii) A curve written in a solved form F(x,y) = y - f(x) = 0, is an 
invariant curve for (2.70a,b) if and only if 

XF(x, y) = TJ(x, y) - e(x, y)J'(x) = 0 

when F(x, y) = y - f(x) = 0, i.e., if and only if 

TJ(x, f(x)) - e(x,J(x))f'(x) = o. (2.72) 

The proof of Theorem 2.2.7-1 is left to Exercise 2.2-7. This theorem 
gives a means for finding the invariant surface of a given Lie group of 
transformations, namely by solving (2.71). As an example consider the 
scaling group 

y* = efy. 

The corresponding infinitesimal generator is 

a a 
X=x-+y-. 

ax ay 

(2.73a) 

(2.73b) 

(2.74) 

A ray y- >.x = 0, x > 0, >. = const, is an invariant curve for (2.73a,b) since 
X(y->.x) = y->.x = 0 when y->.x = 0; a parabola y_>.x2 = 0, >. = const, 
is not an invariant curve for (2. 73a,b) since X(y - >.x2 ) = Y - 2>.x2 I- 0 
when y - >.x2 = O. 

To find invariant curves y- f( x) = 0 for (2. 73a,b) we first find the general 
solution u( x, y) of the partial differential equation 

au au 
x-+y- =0 

ax ay 

which is 
u(x, y) = F (;) 

where F is an arbitrary function of y/x. Invariant curves then include the 
curves 

y - >.x = 0, >. = const, x > 0 or x < O. 

Definition 2.2.7-3. A point x is an invariant point for the Lie group of 
transformations (2.6) if and only if x* == x under (2.6). 
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Theorem 2.2.7-2. A point x is an invariant point for the Lie group of 
tmnsformations (2.6) if and only if 

e(x) = o. (2.75) 

The proof of Theorem 2.2.7-2 is left to Exercise 2.2-8. For the scaling 
group (2.73a,b), e(x, y) = 1J( x, y) = 0 if and only if x = y = 0, so that the 
only invariant point is the origin (0,0). 

The general solution of an ordinary differential equation is represented 
geometrically by a family of curves; the "general solution" of a partial 
differential equation is a family of surfaces. A group of transformations is 
said to be admitted by a differential equation if it maps any solution curve 
(surface) into another solution curve (surface); in particular a group of 
transformations admitted by a differential equation must leave a family of 
solution curves (surfaces) invariant. This leads us to consider the following 
definitions and theorems: 

Definition 2.2.7-4. The family of surfaces 

w(x) = const = c 

is an invariant family of surfaces for (2.6) if and only if 

w(x*) = const = c* when w(x) = c. 

Definition 2.2.7-5. The family of curves 

w(x, y) = const = c 

is an invariant family of curves for (2.70a,b) if and only if 

w(x*,y*)=const=c* when w(x,y)=c. 

From these definitions it follows that 

c*=C(c;c) (2.76) 

for some function C of c and group parameter Co Without loss of generality 
we assume c* ¢. c, for otherwise each surface itself is an invariant surface 
(leading to a trivial invariant family of surfaces). 

Theorem 2.2.7-3. (i) A family of surfaces w(x) = const = c is an invari
ant family of surfaces for (2.6) if and only if 

Xw = new) (2.77) 

for some infinitely differentiable function n(w). 
(ii) A family of curves w(x,y) = const = c is an invariant family of 

curves for (2. 70a,b) if and only if 

ow ow 
Xw =e(x,y)ox + 1J(x,y)oy =n(w) (2.78) 
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for some infinitely differentiable function n(w). 

Proof. Let w(x) = c be an invariant family of surfaces for (2.6). Then 

w(x*) = efXw(x) 
€2 

= w(x) + €Xw(x) + 2X2w(x) + ... 
= c* = C(Cj€). 

Hence Xw(x) = n(w) for some function n(w) when w(x) = c. It follows 
that X2w = n'(w)Xw = n'(w)n(w), etc. 

Conversely, suppose Xw = n(w) for some infinitely differentiable function 
n(w). Then X2w = n'(w)n(w) and Xnw = fn(w) for some function fn(w), 
n = 1,2, .... Consequently if w(x) = c, then 

w(x*) = efXw(x) 
€2 

= w(x) + €Xw(x) + 2X2w(x) + ... 

() ~ €n fn(w(x)) 
=wx +L..J r 

n=l n. 

LOO €nfn(c) 
=c+ n! 

n=l 

= const = c* . 0 

In order to find the in variant family of surfaces (curves) for a Lie group 
of transformations, without loss of generality we can set n(w) == 1. This 
follows from the fact that if w(x) = c is an invariant family of surfaces 
then so is F(w(x)) = F(c) for any function Fj XF(w(x)) = F'(w)Xw = 
F'(w)Q(w), so that setting F'(w) = ntwY, we have XF(w) == 1. [We assume 
that n(w) ¥:. 0, for otherwise each surface in the invariant family of surfaces 
is itself an invariant surface for (2.6).] As an example consider again the 
scaling group (2.73a,b). The invariant family of curves w(x, y) = C solves 

8w 8w 
Xw = x- + y- = 1. 

8x 8y 

The corresponding characteristic equations are 

dw dx dy 
-=-=-
1 x y 

with general solution 

w( x, y) = log x + f (;) for arbitrary function f. 
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Hence any family of curves 

F(w) = F (log x + f (;)) = const = c (2.79) 

is an invariant family of curves for (2.73a,b) for any choice of F, f. In 
particular the family of circles x2 +y2 = const = r2 is an invariant family of 
curves for (2.73a,b) found by choosing F(w) = e2w and fez) = ! log(l+z2) 
in (2.79). The family of lines x = const is invariant, corresponding to 
F(w) = eW , fez) = o. The family of logarithmic spirals r2e9 = const is 
invariant, corresponding to F(w) = e2w , fez) = !(log(1 + z2) + arctanz). 

Exercises 2.2 

1. Consider the rotation group 

X"=~X-fY, 

Y"=fX+~Y. 

(2.80a) 

(2.80b) 

(a) Show that (2.80a,b) defines a one-parameter group of transfor
mations in some neighborhood of f = O. In particular find the 
law of composition ,p(a, b) and el. 

(b) Determine ref) and the infinitesimal £(x) for (2.80a,b). 

(c) Integrate the initial value problem for the infinitesimal to obtain 
(2.80a,b). 

(d) Parameterize (2.80a,b) in terms of T = J; r(f')df'. 

2. Consider the group of transformations 

x" = X+ f, 

.. xy 
Y =--. 

X+f 

(2.81a) 

(2.81b) 

(a) Determine ref), £(x) and explicitly integrate the initial value 
problem for the infinitesimal to obtain (2.81a,b). 

(b) Find canonical coordinates, invariant curves, invariant points, 
and invariant families of curves for (2.81a,b). 

(c) Determine (2.81a,b) in terms of its Lie series developed from 
£(x). 

3. For the group of transformations (1.93) find the infinitesimal and 
explicitly integrate out the initial value problem for the infinitesimal, 
and find canonical coordinates, invariant curves (surfaces), invariant 
points, and invariant families of curves (surfaces) 
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(a) in (x,t)-space; 

(b) in (x,t,u)-space. 
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4. Find the one-parameter groups of transformations and canonical co
ordinates corresponding to the infinitesimal generators: 

o 0 
(a) Xl = X 01: +Yoy; 

o 0 
(b) X2 = x- - Y-; 

01: oy 

( 2 0 2 0 
c) X3 = x ox + y oy· 

5. Derive (2.33). 

6. Show that X{x)x* = e(x*). Hence show that X(x*) == X{x) == X. 

7. Prove Theorem 2.2.7-1. Geometrically interpret (2.72). 

8. Prove Theorem 2.2.7-2. 

9. For the infinitesimal generator 

find 

(a) invariant functions, invariant points, and canonical coordinates; 

(b) determine the corresponding one-parameter Lie group of trans
formations by 

(i) integrating the appropriate initial value problem; 
(ii) developing it in terms of a Lie series. 

2.3 Extended Transformations (Prolongations) 

In later chapters we will be interested in determining one-parameter Lie 
groups of transformations admitted by a given system S of differential 
equations. Such groups of transformations will be of the form 

x· = X(x, u; f), 

u* = U(1:, u; f), 

and act on the space of n + m variables 

(2.82a) 

(2.82b) 

(2.83a) 
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(2.83b) 

where x corresponds to the n independent variables and u corresponds to 
the m dependent variables appearing in S; 

(2.84) 

denotes a solution of S. A Lie group of transformations of the form (2.82a,b) 
admitted by S has the equivalent properties of (i) mapping any solution 
u = e(x) of S into another solution of Sand (ii) leaving S invariant in the 
sense that S reads the same (is unchanged) in terms of the transformed 
variables (2.82a,b) for any solution u = e(x) of S. For a Lie group of 
transformations (2.82a,b) the derivatives of the dependent variables u with 
respect to the independent variables x, for any function u = e(x), are 
transformed "naturally" in order to preserve contact conditions. 

Let u denote the set of coordinates corresponding to all first order partial 
1 

derivatives of u with respect to x: 

aum aum aum) 
aXl ' aX2 , ... , aXn ; (2.85) 

u denotes nm coordinates. 
1 

In general for k ~ 1 let ~ denote the set of coordinates corresponding 

to all kth order partial derivatives of u with respect to x; a coordinate 
. . d d b /.I - au/.l . h 1 2 d m u IS enote y Ui1i2 ... ik - a . a. a. WIt J.l = , , ... , m an 

k X'l X'2'" X'k 
ij = 1,2, ... , n; j = 1,2, ... , k. 

It turns out that the "natural" transformation of derivatives of the de
pendent variables leads successively to natural extensions (prolongations) 
of a one-parameter Lie group of transformations (2.82a,b) acting on (x, u)
space to one-parameter Lie groups of transformations acting on (x, u, u)-

1 
space, (x, u, u, u)-space, ... , (x, u, u, u, . .. , u)-space for any k > 2. [For a 

1 2 1 2 k 
given system S of differential equations, k would be the order of the high-
est order derivative appearing in S.] Then the infinitesimal transformation 
of (2.82a,b) is naturally extended (prolonged) successively to infinitesimal 
transformations acting on (x, u, u, ... , u)-space, k = 1,2, .... 

1 k 
In the following subsections we consider separately the cases of one de-

pendent and one independent variable [(m, n) = (1,1)]; one dependent 
variable and n independent variables [(m, n) = (1, n)]. Key results will be 
stated for the case of general (m, n) with proofs left to an exercise. 

As a consequence, in later chapters we will see that we can formulate 
the problem of finding one-parameter Lie groups of transformations of the 
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form (2.82a,b) admitted by a given system S of differential equations in 
terms of infinitesimal transformations admitted by S. This is shown to be 
an algorithmic procedure. 

2.3.1 EXTENDED GROUP TRANSFORMATIONS-ONE 

DEPENDENT AND ONE INDEPENDENT VARIABLE 

In studying the invariance properties of a kth order ordinary differential 
equation with independent variable x and dependent variable Y we will aim 
to find admitted one-parameter Lie groups of transformations of the form 

where Y = y(x). 

x'" = X(x, Yj f), 

Y'" = Y(x, Yj f), 

(2.86a) 

(2.86b) 

For a Lie group of transformations (2.86a,b) it is convenient to also use 
the notations 

Let 

x'" = (x*,y"') = X(Xjf) = (X(X,Yjf),Y(X,Yjf)) 

X(x, Yj f) = (X(Xj f), Y(Xj 1')). 

dky 
Yk = Y = -k' k = 1,2, .... 

k dx 

(2.87) 

(2.88) 

We naturally extend (2.86a,b) to (x, y, y, ... , y)-space, k = 1,2, ... , by de
l k 

man ding that (2.86a,b) preserve the contact conditions relating differentials 
dx, dy, dYl, dY2,"': 

dy = yldx, (2.89a) 

and 
dYk = Yk+ldx, k = 1,2, ... (2.89b) 

In particular under the action of the group of transformations (2.86a,b), 
the transformed derivatives {yn, k = 1,2, ... , are defined successively by 

dy* = yidx·, 

d ·'" d '" Yk = Yk+! x , 

where x* is defined by (2.86a) and y* by (2.86b). Then 

'" ay ay 
dy = dY(Xj f) = ax (Xj f)dx + ay (Xj f)dy, 

ax ax 
dx* = dX(x; f) = a;(x; f)dx + 7ii/(X; f)dy. 

(2.90a) 

(2.90b) 

(2.91a) 

(2.91b) 
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Consequently from (2.90a), (2.91a,b), yi satisfies 

ay ay * [ax ax ] 
ax (x; f)dx + ay (x; f)dy = Yl ax-(x; f)dx + ay(x; f)dy . (2.92) 

SUbstituting (2.89a) into (2.92), we see that 

* ( ) *(X;f) + Yl *"(X;f) 
Yl =Y1 X,Y,Yl;f = 8X( )+ 8X( ). 

8i" x; f Yl8ii x; f 
(2.93) 

Theorem 2.3.1-1. The Lie group of transformations (2.86a,b) acting on 
(x, y)-space (naturally) extends to the following one-parameter Lie group 
of transformations acting on (x, y, Yl)-space: 

x* = X(x,y; f), 

Y* = Y(X,Y;f), 

yi = Y1(x, y, Yl; f), 

where Y1(X,y,Yl;f) is given by (2.93). 

(2.94a) 

(2.94b) 

(2.94c) 

Proof. The proof is accomplished by showing that the closure property is 
preserved in this first extension of (2.86a,b) to (x,y,yt)-space. The other 
properties of a one-parameter Lie group of transformations then follow 
immediately for this first extension. 

Let <fJ( f, 6) define the law of composition of parameters f and 6. Let 

X** = X(x*; 6). 

Then from the closure property of the group (2.86a,b) it follows that x** = 
X(x; <fJ(f, 6». But yi* satisfies dy** = yi*dx**. Consequently 

** ~(x; <fJ(f, 6» + Yl *"(x; <fJ(f, 6» 
Yl = Y1(x, y, Yl; <fJ( f, 8» = ~! (x; <fJ(f, 8» + Yl ~ (x; <fJ(f, 8» . o 

Theorem 2.3.1-2. The Lie group of transformations (2.86a,b) extends 
to its second extension which is the following one-parameter Lie group of 
transformations acting on (x, y, Yl , Y2 )-space: 

x* = X(x, Y; f), (2.95a) 

(2.95b) 

(2.95c) 

(2.95d) 
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where Y1 = Y1(X,Y,Yl;C) is defined by (2.93). 

The proof of Theorem 2.3.1-2 is left to Exercise 2.3-2. 
The proof of the next theorem follows by induction: 
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Theorem 2.3.1-3. The Lie group of transformations (2.86a, b) extends to 
its kth extension, k ~ 2, which is the following one-parameter Lie group of 
transformations acting on (x, y, Yl, ... ,Yk )-space: 

x* = X(x,y;c), 

y* = Y(x, Y; c), 

Y; = Y1(x,y, Yl;C), 

(2.96a) 

(2.96b) 

(2.96c) 

~+Yl~+"'+Yk~ 
yk=Yk(X,Y,Yl,···,Yk;C)= ax(x'c)+y ax(x'c) ,(2.96d) 

ax' 1 ay , 

where Y1 = Y1(x, y, Yl; c) is defined by (2.93), and Yk-l = Yk-l(X, y, Yl, ... , 
Yk-l;C). 

Note that we can extend any set of one-to-one transformations (not nec
essarily a group of transformations) 

xt = X(x, V), 

yt = Y(x, V), 

(2.97a) 

(2.97b) 

from some domain D in (x, y)-space to another domain Dt in (xt, yt)-space 
where the functions X(x, y) and Y(x, y) are k times differentiable in D. One 
can (naturally) extend the transformations (2.97a,b) to (x, y, Yl, ... ,Yk)
space so that the contact conditions (2.89a,b) are preserved: 

dyt = yldxt , 

dyl = yl+ldx t , k = 1,2, ... 

Here the k times extended transformation from 

to 

is given by 

(x, y, Yl , ... , Yk )-space 

xt = X(x, V), 

yt = Y(x, V), 

yI = Y1(X,Y,Yl), 

(2.98a) 

(2.98b) 

(2.99a) 

(2.99b) 

(2.99c) 
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where 
~(Z, y) + Yl *(Z, y) 

Yl=Yl(Z,Y,Yl)=aX( ) ax( )' 
a;- Z,Y +Ylay Z,Y 

and Yk-l = Yk-l(Z,Y,Yl, ... ,Yk-t). 
Now consider examples of extended group transformations: 

(1) A Translation Group 

For the translation group 

we have 

Y· =X = Z+f, 

Y· = Y = Y, 

Y. = (dY )· = dy* = Yl = dy = Yl, 
1 dz dz· dz 

k = 1,2, .... 

(2.99d) 

(2.100a) 

(2.100b) 

Then the kth extended group for the translation group (2.100a,b) is given 
by 

(2) A Scaling Group 

For the scaling group 

we have 

Z .. = Z + f, 

Y" =y, 

yi=Yi, i=1,2, ... ,k. 

Z .. = X = efz, 

Y. = Y = e2fy, 

(2.101a) 

(2.101b) 

(2.101c) 

(2.102a) 

(2.102b) 

(d )• d. Y ay 
• Y Y lay f 

Yl = - = - = Yl = --ax = e Yl, 
dz dz" 8i" 

and in general, 

k = 1,2, .... 
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Here the kth extended Lie group of transformations is given by 

Y* - e(2-i)fy ' .; - 12k i - ".- , , ... , . 

(3) Rotation Group 

For the rotation group 

z* = X = ZCOSf+ ysinf, 

Y* = Y = -z sin f + Y cos f, 

we obtain 

ax ax . oY . oY 
OZ = COSf, -=SInf; oy OZ = -SInf, oy = COSf. 

Hence from (2.93) we obtain 

Then 

Y1 = - sin f + Yl ~os f 
COSf+ Yl SInf 

oY1 _ oY1 _ 0 
oz - oy - , 

oY1 1 
OYl = (cos f + Yl sin f)2' 

Consequently from (2.95d) we have 

Y2 = ( )3' cos f + Yl sin f 
Y2 

Then 
oY2 = oY2 = 0, oY2 -3 sin f Y2 

OZ oY OYl - (cos f + Yl sin f)4 ' 

oY2 1 
OY2 = (cos f + Yl sin f)3 . 

As a result from (2.96d), we get 

Y3 = (Yl sin f + cos f)Y3 - 3sin f(Y2)2 
(cos f + Yl sinf)5 
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(2.103a) 

(2.103b) 

(2.103c) 

(2.104a) 

(2.104b) 

Thus the thrice-extended Lie group of transformations corresponding to 
(2.104a,b) is given by 

z* = z cos f + Y sin f, 

Y* = -zsinf+ycosf, 

(2.105a) 

(2.105b) 
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* - sin f + Yl cos f 
Yl = cos f + Yl sin f ' 

* Y2 
Y2 = (cos f + Yl sin f)3 ' 

* (Yl sin f + cos f)Y3 - 3 sin f(Y2)2 
y = 3 (cos f + Yl sin f)5 

(2.105c) 

(2.105d) 

(2.105e) 

This is a one-parameter Lie group oftransformations acting on (x, y, y, y, y)-
1 2 3 

space. Of course we can extend this Lie group of transformations indefi-
nitely to (x, y, y, y, ... , y)-space, k = 4,5,. " , but the calculations get more 

1 2 1: 
and more horrendous as k increases! 

From Section 2.2 we know that a one-parameter Lie group of trans
formations is characterized by its infinitesimal transformation. Since the 
kth extension of a one-parameter Lie group of transformations is also a 
one-parameter Lie group of transformations it follows that the study of 
extended Lie groups of transformations reduces to the study of extended 
infinitesimal transformations. In the next subsection we formulate Theo
rems 2.3.1-1, 2, 3 in terms of infinitesimal transformations. Consequently we 
will have an explicit algorithm to determine extended infinitesimal trans
formations (and corresponding infinitesimal generators) of an infinitesimal 
transformation. 

Before proceeding further, the following notations are very convenient: 
Let a subscript denote differentiation with respect to the corresponding 

coordinate, e.g., F:c = ~~, Fy = ~:. 
Definition 2.3.1-1. The total derivative operator is defined by 

D 0 0 0 0 
- = - +Yl- +Y2- + ... +Yn+1- +. "i (2.106) 
Dx ox oY OYl 0Yn 

given a differentiable function F(x, y, Yl, Y2, . .. ,Yl.), 

D 
Dx F(x, y, Yl, Y2,··· ,Yt) = F:c + YlFy + Y2 FYI + Y3 FY2 + ... + Yl+lFyt · 

In terms of the total derivative operator (2.106) Theorem 2.3.1-3 can be 
restated as follows: 

Theorem 2.3.1-4. The kth extension of the one-parameter Lie group of 
transformations (2.86a,b) is given by 

where 

x* =X(X,Yif), 

y* = Y(x, Yi f), 
DYi _ 1 

Y; =1'i(X,Y,Yl,·.·,Yii f )= D~ )' i= 1,2, ... ,k, _:c,y,£_ 
D:c 

Yo = Y(X,Yif). 

(2.107a) 

(2.107b) 

(2.107c) 
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2.3.2 EXTENDED INFINITESIMAL TRANSFORMATIONS

ONE DEPENDENT AND ONE INDEPENDENT 

VARIABLE 

The one-parameter Lie group of transformations 

x* = X(x, Yj €) = X + €{(x, y) + O(€2), 

Y* = Y(x, Yj €) = Y + {''I(x, y) + O(€2), 

acting on (x,y)-space, has as its infinitesimal 

e(x) = ({(x, y), 7](x, y)), 

with corresponding infinitesimal generator 

a a 
X = {(x, y) ax + 7](x, y) ay' 

The kth extension of (2.108a,b), given by 

x* = X(x, Yj €) = X + €{(x, y) + O(€2), 

y* = Y(x, Yj €) = Y + €7](x, y) + O(€2), 

yi = Y1 (x, y, Y1 j €) = Y1 + €7](l)(x, y, yd + O(€2), 

(2.108a) 

(2.108b) 

(2.108c) 

(2.108d) 

(2.109a) 

(2.109b) 

(2.109c) 

Yk = Yk(X, y, Y1, ... , Ykj €) = Yk + €7](k) (x, y, Y1,' .. ,Yk) + O(€2), (2.109d) 

has as its (kth extended) infinitesimal 

(2.10ge) 

with corresponding (kth extended) infinitesimal generator 

a a a 
x(k) = {(x, Y)J:l + 7](x, y)~ + 7](l)(X, y, ydfl" + ... 

uX uy u~ 

(k)( ) a + 7] x, y, Y1, ... ,Yk fl"' 
UYk 

(2.109f) 

k = 1,2, .... Explicit formulas for the extended infinitesimals {7](k)} result 
from the following theorem. 

Theorem 2.3.2-1. 

(k) _ D7](k-1) D{(x, y) 
7] (X,Y,Y1, ... ,Yk)- Dx -Yk Dx ,k=1,2, ... , (2.110) 

where 
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Proof. From (2.107c), (2.109a-d), and (2.106), we have 

DYk _ 1 

Yk(X,Y,Y1,···,Yk;t-) = D~) :r:,Y,f 

leading to (2.110). 0 

Dz 

D[y. 1+f'1(k-l)+O(f2 ») 
Dz 

Explicit formulas for {77(k)} follow immediately from Theorem 2.3.2-1. In 
particular, 

77(1) = 77z + (77y -ez)Y1 -ey(Yd2, 

77(2) = 77zz + (277zy - ezz )Y1 + (77yy - 2ezy)(Yd2 

- eyy (Yd3 + (77y - 2ez)Y2 - 3eyY1Y2, 

77(3) = 77zzz + (377zzy - ezzz)Yl + 3(77zyy - ezzy)(Yl)2 
+ (77yyy - 3ezyy )(Yd3 - eyyy (yI)4 + 3(77zy - ezz)Y2 
+ 3(77yy - 3ezy)Y1Y2 - 6eyy (Y1)2Y2 

(2.111) 

(2.112) 

- 3ey(Y2)2 + (77y - 3ez)Y3 - 4eyY1Y3. (2.113) 

The following observations are important: 

Theorem 2.3.2-2. 

( .) (k)· I· . k 2 3 1 77 as mear m Yk, = , , .... 

(ii) 77(k) is a polynomial in Yl, Y2, ... , Yk whose coefficients are linear ho
mogeneous in (e(X,Y),77(X,y)) up to their kth order partial deriva
tives. 

Proof. See Exercise 2.3-5. 0 

We now find extended infinitesimals {77(k)} for the examples of Section 
2.3.1. 

(1) Translation Group (2.100a,b) 

Here 77(k) = 0, k = 1,2, .... 
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(2) Scaling Group (2.102a,b) 

From the form of (2.103c) it is immediately obvious that 

TJ(k) = (2 - k)y/c, k = 1,2, .... 

(3) Rotation Group (2.104a,b) 

Here e(x, y) = y, TJ(x, y) = -x. So ey = 1, TJx = -1, ex = Tly = O. From 
(2.111)-(2.113) we see that 

TJ(l) = -[1 + (yt}2], 

TJ(2) = -3YlY2, 

TJ(3) = -[3(Y2)2 + 4YIY3]. 

From (2.110), for k ~ 4, TJ(k) = D,,;;l) - YkYl, so that 

TJ(4) = -5[2Y2Y3 + YIY4], 

TI(S) = -[1O(Y3)2 + 15Y2Y4 + 6YlYS], etc. 

2.3.3 EXTENDED TRANSFORMATIONS-ONE DEPENDENT 

AND n INDEPENDENT VARIABLES 

In studying invariance properties of a kth order partial differential equation 
with dependent variable u and independent variables x = (Xl, X2, ••• ,xn ), 

with u = u(x), we are naturally led to the problem of finding the exten
sions of transformations on (x, u)-space to (x, u, u, ... , u)-space where u 

1 k k 
represents all the kth order partial derivatives of u with respect to x. 

First we consider extended transformations of a set of point transforma
tions 

xt = X(x,u), 

ut = U(x,u). 

(2. 114a) 

(2. 114b) 

The transformations (2.114a,b) are assumed to be one-to-one in some do
main D in (x, u)-space with (X(x, u), U(x, u)) k times differentiable in D. 
The transformations (2. 114a,b ) preserve the contact conditions, i.e., 

du = udx, 
1 

d u = udx, 
k-l k 

in some domain D in (x, u, u, . .. , u)-space if and only if 
1 k 

(2.115a) 

(2.115b) 

(2.116a) 
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d u t = ut dxt 
1:-1 I: ' 

in the corresponding domain Dt in (xt, ut , ut , .. , , ut)-space. 
1 I: 

Let 
ou 

u·-
I - OXi' 

tout oU 
ui = -t = oX.' etc. oXi I 

(2.116b) 

From now on we assume summation over a repeated index. In (2.115a), 
du = u dx represents 

1 
du = ujdxj, 

and in (2.115b), d u = u dx represents a set of equations 
1:-1 I: 

Similar representations hold for (2.116a,b). 
We introduce the total derivative operators 

i = 1,2, ... , n. For a given differentiable function F(x, u, u, .. , , u) we have: 
1 l 

i = 1,2, ... ,no 
Now consider the preserved contact condition (2.116a), dut = uJdxJ, in 

order to determine the extended transformation 

uJ = Uj(x,u,~), j = 1,2, ... ,n. 

From (2.114a,b) we obtain 

and 
dxJ = (DiXj)dxi, j = 1,2, ... ,n, 

where Di is defined by (2.117), i = 1,2, ... , n. Then 

(DiXj )u] = DiU, i = 1,2, ... , n. 

Let the n x n matrix 

(2.118) 

(2.119) 
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and assume that A-1 exists. Then 

This leads to the extended transformation in (x, u, u)-space: 
1 

xt = X(x, u), 

ut = U(x,u), 

ut = U(x, u, u). 
1 1 1 
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(2.120) 

(2.121a) 

(2.121b) 

(2.121c) 

It is easy to show that the extension to (x, u, u, ... , u )-space is given by 
1 k 

xt = X(x,u), 

ut = U(x,u), 

ut = U(x, u, u), 
1 1 1 

ut = U(x,u,u, ... ,u), 
k k 1 k 

where the components of ut are determined by 
k 

(2.122a) 

(2.122b) 

(2.122c) 

(2.122d) 

(2.123) 

il = 1,2, ... ,n for £= 1,2, ... ,k-1 with k = 2,3, ... j U(x,u,u) is deter-
1 1 

mined by (2.120) and A is the matrix (2.119). 
Now we specialize to the case where (2.114a,b) defines a Lie group of 

transformations. 
If the transformations (2.114a,b) define a one-parameter Lie group of 

transformations 
x" = X(x, Uj f), 

U" = U(x, Uj f), 

(2.124a) 

(2.124b) 



66 2. Lie Groups of Transformations and Infinitesimal Transformations 

acting on (z, u)-space, then it is easy to show (following the proofs of Theo
rems 2.3.1-1 to 2.3.1-3) that its kth extension to (z, u, u, ... , u)-space, given 

1 k 
by 

x· = X(x, u; f), 

u· = U(x, u; f), 

u· = U(x, u, u; f), 
1 1 1 

u· = U(x,u,u, ... ,U;f), 
k k 1 k 

(2.125a) 

(2.125b) 

(2.125c) 

(2.125d) 

defines a k times extended one-parameter Lie group of transformations. In 
(2.125a-d), 

[U!] [U1] [D1U] U2 U2 D2U 
. = . = A-1 • , .. . .. . 
u~ Un DnU 

(2.126a) 

[ :~::::::::~:~]_ [g:::::::::=:~]_ -1 [~~g:::::::::=:] 
· - . -A . , · . . · . . 

ui1i2".ik_1n Ui1i2·"ik_ln DnUhi2,,·ik_l 

(2.126b) 

where {ui = Ui} are the components of u* = U and {ui ;2".ik i = 
1 1 1-1 

Ui1i2 ."ik_l;} are the components of f = ~. In (2.126a,b) it = 1,2, ... , n 

for f. = 1,2, ... , k - 1 with k = 2,3, ... ; the operators Di are given by 
(2.117); A-1 is the inverse of the matrix A given by (2.119) for X and U 
given by (2.125a,b). 

2.3.4 EXTENDED INFINITESIMAL TRANSFORMATIONS

ONE DEPENDENT AND n INDEPENDENT VARIABLES 

The one-parameter Lie group of transformations 

xi = Xi(Z, u; f) = Xi + fei(X, u) + O(f2), 

u* = U(x, u; f) = u + 07(Z, u) + O(f2), 

(2.127a) 

(2.127b) 

i = 1,2, ... ,n, acting on (x, u)-space has as its infinitesimal generator 

a a x = ei(X, u)~ + 7](x, u)~. 
UXi uU 

(2.127c) 

The kth extension of (2.127a,b), given by 

xi = Xi(Z, u; f) = Xi + fei(X, u) + O(f2), (2.128a) 
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U* = U(x, Uj () = U + 01(X, U) + O({2), 

U; = Ui(X, u, Uj () = Ui + (7]~I)(X, U, U) + O({2), 
1 1 

ut1i 2 '''ik = Ui 1i 2 ... ik(X, u, U, ••• , Uj () 
1 k 

= Ui 1i 2 ... i k + {7]~~12'''ik (X, U, y, ... , ~) + O( (2), 
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(2.128b) 

(2.128c) 

(2.128d) 

where i = 1,2, ... , n and it = 1,2, ... , n for l = 1,2, ... , k with k = 
1,2, ... , has as its (kth extended) infinitesimal 

(e(X, u), 7](I)(x, u, u), ... , 7](k) (x, u, u, ... , u» 
1 1 k 

(2.128e) 

with corresponding (kth extended) infinitesimal generator 

(2.128f) 

Explicit formulas for the extended infinitesimals {7](k)} result from the 
following theorem. 

Theorem 2.3.4-1. 

it. = 1,2, ... , n for l = 1,2, ... , k with k = 2,3, .... 

Proof. From (2.119) and (2.128a) we have 

[

Dl(XI + (6) 
D2(XI + fed 

A= . 

Dn (XI + (6) 
=I+{B+O({2) 

Dl(X2 + (6) 
D2(X2 + (6) 

where I is the n x n identity matrix and 

[

Dlel D16 
D26 D26 

B= . . 

Dnel Dne2 

(2.129a) 

(2.129b) 

(2.130) 
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Then 
A- l = 1 - cB + 0(c2). (2.131) 

From (2.126a), (2.128b,c), (2.130), and (2.131) it follows that 

Ul + CTJ~l) [ ., + ,D,q 1 
U2 + CTJ~l) U2 + cD2TJ 

= [1 - cB]. : + 0(c2), 

Un + CTJ~l) Un + cDnTJ 

and thus 

[ (1)[ ~:) = [g:~l-BTl 
TJ~) DnTJ Un 

leading to (2.129a). Then from (2.126b), (2.128c,d), (2.130), and (2.131) 
we get 

and hence 

[ 

Uili2 ... ik_ll] 
Ui1i 2· .. ik_12 

- B· . , 

Ui1i 2 .. ·i k_l n 

il = 1,2, ... , n for l = 1,2, ... , k - 1 with k = 2,3, ... , leading to (2.129b). 
o 

Specializing Theorem 2.3.4-1 to the case of one dependent variable and 
two independent variables Xl and X2, we have, for the extended one-para
meter Lie group of transformations given by 

(2.132a) 
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u* = U(2:1,2:2,U;t-) = u+ €17(2:1, 2:2, U) +0(f2), 

U; = Ui(2:1, 2:2, U, U1, U2; f) = Uj + f7]P) (2:1 ,2:2, U, U1, U2) 

+0(f2), i=1,2, 

uij = Uij (2:1,2:2, U, Ul, U2, Ull, U12, U22; f) 

= Uij+f7]~)(2:1,2:2,U,U1,U2,Ull,U12,U22)+0(f2), i,j= 1,2, 

etc., the following extended infinitesimals: 

(1) 07] [07] 06] 06 0~1 2 06 Tit =-+ --- U1--U2--(U1) --U1U2, 
OX1 OU OX1 OX1 OU OU 

7]~1) = 07] + [07] _ 0~2] U2 _ 0~1 U1 _ 06 (U2)2 _ 0~1 U1U2, 
02:2 OU 02:2 02:2 OU OU 

etc. 
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(2.132b) 

(2.132c) 

(2.132d) 

(2.133) 

(2.134) 

(2.135) 
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2.3.5 EXTENDED TRANSFORMATIONS AND EXTENDED 

INFINITESIMAL TRANSFORMATIONS-m DEPENDENT 

AND n INDEPENDENT VARIABLES 

The situation of m dependent variables u = (u1, u2, ... , um ) and n inde
pendent variables x = (Xl,X2, ... ,Xn), U = u(x), with m ~ 2, arises in 
studying systems of differential equations. This leads us to consider ex
tended transformations from (x, u )-space to (x, u, u, ... , u )-space where u 

1 Ie Ie 
denotes all kth order partial derivatives of u with respect to x. These ex-
tended transformations preserve the corresponding contact conditions. 

We consider a point transformation 

Let 

xt = X(x,u), 

ut = U(x,u). 

u,~ = auu , (u~)t _ a(uU)t _ auu etc 
ax; ,- ax! - ax;' ., , 

(2.138a) 

(2.138b) 

a IJ a IJ a IJ a 
D; = -a . + u; a IJ + U;j a IJ + ... + uii1 ;2,,·i .. a IJ + ... , 

x, u Uj U;1;2''';'' 

with summation over a repeated index. The kth extended transformation 
of (2.138a,b) is given by [see Exercise 2.3-11] 

xt = X(x,u), 

ut = U(x, u), 

ut = U(x, u, u), 
1 1 1 

ut = U(x,u,u, ... ,u), 
Ie Ie 1 Ie 

where the components {(uf)t} of ut are determined by 
1 

[
(U

nt
] lUi] [D1UIJ] (u~)t u: D2UIJ 

- -A-1 · - . - ., · . . · . . 
(uIJ)t UIJ D UIJ n n n 

where A -1 is the inverse (assumed to exist) of the matrix 

[

D1Xl DlX2 
D2Xl D2X2 

A= . . . . . . 
DnX1 DnX2 

... Dlxn] 

... D2X n 
. , 

DnXn 

(2.139a) 

(2.139b) 

(2.139c) 

(2.139d) 

(2.140) 

(2.141) 
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and the components {(Uf1 i 2 " oiY} of ~t are determined by 

[(U~O 0 1)t] [U!A O
' 1] :I12000Ik-l 1~12000Ik_l 

(Uo 0 0 2)t Uo 0 0 2 
11120001k_l 11120001k_l 

· . · . · . 
(ul! . .)t U!A 0 0 

11120001k_ln 11120001k_l n 

k = 2,3, ... ,no (2.142) 

Now specialize transformation (2.138a,b) to a one-parameter Lie group 
of transformations 

x* = X(x, Uj f), (2.143a) 

U* = U(X,Ujf). (2.143b) 

Here the kth extended transformation (2.139)-(2.142), with t replaced by 
*, is a one-parameter Lie group oftransformations acting on (x, u, u, ... ,u)-

1 k 
space. Then we have 

(Un* 

with extended infinitesimals {"7~:/:'ooiJ given by 

"7P)J.I = Di"7J.1 - (Diej )uj, 

and 

(2.144a) 

(2.144b) 

(2. 144c) 

(2.144d) 

(2.145) 

(2.146) 

it = 1,2, ... ,n for l = 1,2, ... , k with k = 2,3, .... Here the kth extended 
infinitesimal generator is 
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(k)p a + 1]i j ... j (x,u,tI,tt, ... ,u)a p k= 1,2, .... 
12k 12k U.. . 

'1'2""k 

(2.147) 

Exercises 2.3 

1. In Theorem 2.3.1-3 show that Yk, k?: 2, defined by (2.96d), is 

(a) linear in Yk; 

(b) a polynomial in Y2, Y3, ... , Yk whose coefficients are functions of 
(x,y,yI). 

2. Prove Theorem 2.3.1-2. 

3. For the rotation group (2.104a,b), determine y~ = Y4 , 

(a) using Theorem 2.3.1-3; 

(b) from its extended infinitesimals, i.e. using Theorem 2.3.2-1. 

4. (a) Derive (2.111)-(2.113). 

(b) Determine 1](4). 

5. Prove Theorem 2.3.2-2. 

6. For the group 

x· = x+c, 

determine 

xy 
Y" = --, with Y = y(x), 

x+c 

(a) {e(x, y), 1](x, y), 1](1),1](2), 1](3)}; 

(b) Yi = Yl, Y2 = Y2 , yj = Y3 · 

7. Explain the geometrical significance of preserving the contact condi
tions (2.89a,b). 

8. Show that each component of ~, k ?: 2, defined by (2.125d), (2.126a,b), 

is linear in the components of u and is a polynomial in the compo
k 

nents of u, u, ... , u whose coefficients are functions of the components 
2 3 k 

ofx,u,u. 
1 

9. State and prove the analog of Theorem 2.3.2-2 for the extended in
finitesimals {1]~~l2".iJ determined by Theorem 2.3.4-1. 

10. Derive (2.133)-(2.137). 

11. Derive (2.139a-d), (2.140)-(2.142). 
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12. Derive (2.145), (2.146). 

13. For the following two examples, involving two independent variables 
(x, t) and one dependent variable u = u(x, t), (arising from study
ing the group properties of the heat equation) determine (i) the ex
tended infinitesimal generators X(1) and X(2) and (ii) the extended 
one-parameter Lie groups of transformations acting on (x, u, u)-space 

1 
and (x, u, u, u)-space with 

1 2 

a a 
(a) X = 2t- - XU-j 

ax au 
a a a 

(b) X=4xt ax +4t2 at -(x2 +2t)u au · 

14. Consider the case of one independent variable x and one dependent 
variable y = y( x). Assume that the transformation 

xt = X(x,y), 

yt = Y(x,y), 

(2.148a) 

(2. 148b) 

preserves the contact conditions and can be inverted so that 

x = xt(xt,yt), 

y=yt(xt,yt), 

where (xt, yt) are known explicitly as functions of (xt, yt). Express 
Yl and Y2 as functions of (xt, yt, YLY~). Show how this simplifies in 
the case when (2.148a,b) is a one-parameter Lie group of transforma
tions. Illustrate for the rotation group (2.104a,b). 

15. Consider the case of two independent variables (x, t) and one depen
dent variable u = u(x,t). Assume that the transformation 

xt = X(x, t, u), 

tt = T(x,t,u), 

ut = U(x, t, u), 

(2. 149a) 

(2.149b) 

(2.149c) 

preserves the contact conditions and can be inverted so that 

x = Xt{xt,tt,ut ), 

t = Tt(xt,tt,ut ), 

u = Ut(xt,tt,ut ), 

where (Xt,Tt,U t ) are known explicitly as functions of (xt,tt,ut ). 
Express the components of u and u as functions of (xt, tt, ut ) and 

1 2 
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the components of ut and ut . Show how this simplifies in the case 
1 2 

when (2.149a-c) is a one-parameter Lie group of transformations. 
Illustrate for the one-parameter Lie group of transformations with 
infinitesimal generator X = 2t tx - xu :u . 

16. Consider one-parameter (£) derivative-dependent transformations 
which preserve the contact conditions and are described formally in 
terms of infinitesimals {WI} depending on (x,u,u, ... ,u) for some 

1 l 
finite l, in particular of the form 

Xi=Xi, i=1,2, ... ,n, 

(uJ.l)* = uJ.l + £7]J.I(X, u, u, ... , u) + 0(£2), J.l = 1,2, ... , m. 
1 l 

(a) Show that the extended transformations are of the form 

(u~. .)* = u~ . . + dlk~J.I . (x U u u ) + 0(£2) '1'2""k '1'2""k '1'2''''k'' l' ... , l+k 

where 

and 
k = 2,3, ... 

(b) Specialize (a) to the case when 

n 

r,J.I = r,J.I(x, u, y) = '1J.1(x, u) - Eej(x, U)U) 
j=l 

for some functions {1]J.I(x, u),ej(x, un, J.l = 1,2, ... , m; j = 
1,2, ... , n. Show that here 

n 

r,~1)J.I = '1P)J.I - L~juf; 
j=l 

and 
n 

A(k)J.I _ (k)J.I ,",c. J.I 
'1iti 2 ,,·ik - '1iti 2 ,,·ik - L..J <", Ui1i 2 ,,·ikj' 

j=l 

where {'1}~):'''iJ are given by (2.145), (2.146). 

17. For X(x, u) defined by (2.114a) [(2.139a)] give criteria so that the 
corresponding matrix A defined by (2.119) [(2.141)] has an inverse. 



2.4. Multi-Parameter Lie Groups of Transformationsj Lie Algebras 75 

2.4 Multi-Parameter Lie Groups of 
Transformations; Lie Algebras 

So far in this chapter we have only considered one-parameter Lie groups 
of transformations. In the first chapter on dimensional analysis we encoun
tered invariance under multi-parameter families of scalings. These are ex
amples of multi-parameter Lie groups of transformations. In this section 
we summarize some key results pertaining to multi-parameter Lie groups 
of transformations. We assume a finite number r of parameters but we will 
encounter examples of infinite-parameter Lie groups in later chapters. 

Each parameter of an r-parameter Lie group of transformations leads 
to an infinitesimal generator. The infinitesimal generators belong to an r
dimensional linear vector space on which there is an additional structure, 
called the commutator. This special vector space is called a Lie algebm 
(r-dimensional Lie algebra). 

For our purposes the study of an r-parameter Lie group of transfor
mations is equivalent to the study of its infinitesimal generators and the 
structure of the corresponding Lie algebra. The exponentiation of any in
finitesimal generator is a one-parameter Lie group of transformations which 
is a subgroup of the r-parameter Lie group of transformations. Most im
portantly the discovery of multi-parameter Lie groups of transformations 
admitted by differential equations requires one to consider only invariance 
under one-parameter Lie groups of transformations. 

Special Lie algebras called solvable Lie algebras play an important role 
in later chapters, especially in the study of invariance of ordinary differen
tial equations of at least third order under multi-parameter Lie groups of 
transformations. 

For details of the material of this section, including more precise state
ments of the key results and their proofs, the reader is referred to the 
books of Cohn (1965), Eisenhart (1933), Gilmore (1974), Olver (1986) and 
Ovsiannikov (1962, 1982). 

2.4.1 r-PARAMETER LIE GROUPS OF TRANSFORMATIONS 

For an r-parameter Lie group of transformations, 

X· = X(xje), (2.150) 

let x = (Xl, X2 ••• , xn ), and let the parameters be denoted bye = «(1, (2, ... , 

(r). Let the law of composition of parameters be denoted by 

where 6 = (Ol,02, ... ,Or)j ¢(e,6) satisfies the group axioms with e = 0 
corresponding to the identity (1 = (2 = ... = (r = OJ ¢( e, 6) is assumed to 
be analytic in its domain of definition. 
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The infinitesimal matri:c Sex) is the r x n matrix with entries 

t:.()_~! _OXj(X;E)! 
'oaJ x - - , 

o£a E=O o£a E=O 
(2.151) 

a = 1,2, ... , r; j = 1,2, ... , n. Let aCE) be the r x r matrix with entries 

a () _ 04J{3(E,6)! 
a{3 E - 06 ' 

a 6=0 
(2.152) 

and let 
(2.153) 

the inverse of matrix aCE). Then Lie's First Fundamental Theorem for an 
r-parameter Lie group of transformations states that essentially (2.150) is 
equivalent to the solution of the IVP for the system of nr first order partial 
differential equations (in some neighborhood of E = 0): 

oxi ox; ox· _n 

0£1 0£1 0£1 

oxi ox; ox" --..!!. = 'It(E)S(X·), 0£2 0£2 0£2 
(2.154a) 

oxi ox; ox· --..!!. 
O£r O£r O€r 

with 
x· =x at E= O. (2.154b) 

Definition 2.4.1-1. The infinitesimal generator Xa , corresponding to the 
parameter £a of the r-parameter Lie group of transformations (2.150), is 

n 0 
Xa = L: eaj (x) OX" a = 1,2, ... ,r. 

j=l J 

(2.155) 

One can show that the r-parameter Lie group oftransformations (2.150) 
is essentially equivalent to both 

(i) (2.156) 

where £, A1, A2, ... ,Ar are arbitrary real constants representing the r pa
rameters; and 

(ii) 

(2.157) 
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where 1'1,1'2, ... ,J.tr are arbitrary real constants. [The order of the opera
tions in (2.157) can be rearranged by renumbering the infinitesimal gener
ators even though it is not necessarily true that 

ep.",x"'ep.~x~ = ep.~x~ep.",x", for ()' f. ,8.] 

One can also show that the one-parameter (i) Lie group of transforma
tions 

(2.158) 

obtained by exponentiating the infinitesimal generator 

(2.159) 

where O"b 0"2, • •• , O"r are any fixed real constants and 

r 

(j(X) = LO"a€aj(X), j = 1,2, ... ,n, (2.160) 
a=l 

defines a one-parameter (i) subgroup of the r-parameter Lie group of trans
formations (2.150). 

As an example consider the two-parameter E = (ib (2) Lie group of 
transformations [(Xl, X2) = (X, y)] given by 

Then 

X** e6t x* + 82 = e4>1(E,6)x + ¢2(E, 6), 

y** e26ty* = e24>t(E,6)y, 

with law of composition given by 

(2.161a) 

(2.161b) 

(2.162) 

One can easily check that the two-parameter family of transformations 
(2.161a,b) with law of composition (2.162) defines a two-parameter Lie 
group of transformations with x* = X, y* = y, when E = (il,i2) = o. 

We now check that (2.154a,b) holds: 



78 2. Lie Groups of Transformations and Infinitesimal Transformations 

Hence 

(2.163) 

Then 
ox*1 eu(x) = ~ = x; 
vfl e=o 

OY*I e12(X) = - = 2y; 
Ofl e=o 

Ox* I 61(X) = ~ = 1; 
vf2 e=o 

Consequently the infinitesimal matrix is given by 

S(x) = [~ 2~]. (2.164) 

To determine 'I/J(e), we have 

and hence 

Thus we get 

(2.165) 

and 
1 [1 -f2] w(e) = e- (e) = 0 1 . (2.166) 

Then it is easily seen that 

which is matrix (2.163), checking out (2.154a,b). It is left to Exercise 2.4-1 
to solve the IVP for the system of partial differential equations 

oy* * 
~=2y, 
vfl 

(2.167a) 

(2.167b) 
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with 

8x· 
--1 8f 2 - , 

8y· 
-=0, 
8f 2 

x· = x, y. = y, when f1 = 0, f2 = 0, 

to recover (2.161a,b). 

(2.167c) 

(2.167d) 

(2.167e) 

For the two-parameter Lie group of transformations (2.161a,b) the cor
responding infinitesimal generators are 

8 8 
X1 =x-+2y-, 

8x 8y 

8 
X2 = 8x' 

For any differentiable function F(x,y) we have: 

efX1 F(x, y) = F(efx, e2E y), 

(2.168a) 

(2.168b) 

(2.169a) 

(2.169b) 

We now check that the representations (2.157) and (2.156) lead to 
(2.161a,b). 

From (2.169a,b) it follows that for any real constants 1-'1,JJ.2: 

(2.170) 

and 

( ef>'l~: A2 , e2f>'1 y) = (ef>.l x + A2 [eE>'~l- 1] , e2E>'1 y). (2.172) 

Thus (2.170) is identical to (2.161a,b), with the same law of composi
tion (2.162); (2.171) is equivalent to (2.161a,b) with law of composition 
ljJ(e,6) = (f1 +01, f2+e-E102); (2.172) is equivalent to (2.161a,b) with law 
of composition 
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2.4.2 LIE ALGEBRAS 

Definition 2.4.2-1. Consider an r-parameter Lie group of transforma
tions (2.150) with infinitesimal generators {Xa }, a = 1,2, ... , r, defined by 
(2.151) and (2.155). The commutator of Xa and X(3 is another first order 
operator 

(2.173a) 

where 

(2. 173b) 

It immediately follows that 

(2.174) 

Theorem 2.4.2-1 (Second Fundamental Theorem of Lie). The commu
tator of any two infinitesimal generators of an r-parameter Lie group of 
transformations is also an infinitesimal generator, in particular 

(2.175) 

where the coefficients C~(3 are constants called structure constants, a, /3, 
"'I = 1,2, ... , r. [In (2.175) we assume the usual convention of summation 
over a repeated index.] 

Proof. The proof of this theorem essentially depends on the integrability 
conditions 

{pz'f {Pz~ 
_~I_ - I 

8fa8f(3 - 8f(38fa ' 
i = 1,2, ... ,n; a,/3 = 1,2, ... , r, (2.176) 

applied to equations (2.154a). For complete details see any of the earlier 
mentioned references of this section. 0 

Definition 2.4.2-2. Equations (2.175) are called the commutation rela
tions ofthe r-parameter Lie group of transformations (2.150) with infinites
imal generators (2.155). 

For any three infinitesimal generators Xa, X(3, Xoy, one can show by direct 
computation that Jacobi's identity holds: 

(2.177) 
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From (2.174), (2.175), and (2.177), the following theorem relating the 
structure constants is easily proved: 

Theorem 2.4.2-2 (Third Fundamental Theorem of Lie). The structure 
constants, defined by the commutation relations (2.175), satisfy the rela
tions 

C7x{3 = -CJQ' 
C~{3 C!-r + C~.., C!Q + C~Q C!{3 = o. 

(2.178a) 

(2.178b) 

Definition 2.4.2-3. A Lie algebra C is a vector space over some field 
:F with an additional law of combination of elements in C (the commuta
tor) satisfying the properties (2.174) and (2.177) with, most importantly, 
closure with respect to commutation. In particular the infinitesimal gener
ators {XQ }, a = 1,2, ... , r, of an r-parameter Lie group of transformations 
(2.150) form an r-dimensional Lie algebra Cr over (the field) R since for 
any XQ, X{3 , X.., E Cr , a,b E R: 

(i) aXQ + bX{3 E Cr ; 

(ii) XQ + X{3 = X{3 + XQ; 

(iii) XQ + (X{3 + X..,) = (XQ + X{3) + X..,; 

(iv) [XQ,X{3] E Crj 

(v) [XQ,X{3] = -[X{3,XQ]j 

(vi) [XQ' [X{3, X..,]] + [X{3, [X.." XQ]] + [X.." [XQ' X{3]] = 0; 

(vii) [aXQ + bX{3,X..,] = a[XQ,X-,] + b[X{3,X..,]. 

One can motivate the existence of the commutator [XQ,X{3] in Cr by the 
following argument: 

Let Cr denote the r-parameter Lie group of transformations (2.150). 
Anyone-parameter (f) subgroup of cr has a corresponding infinitesimal 
generator in cr. For example XQ E Cr corresponds to eEX",x E Cr , a = 
1,2, ... , rj aXQ + bX{3 E Cr corresponds to both eE(aX",+bXI')x E Cr and 
eEaX", eEbXl'x E cr. If XQ, X{3 E r/, then eEX", x E Cr and e6XI'x E Cr 

for any f, 6 E R. It follows that the one-parameter (f) commutator group 
transformations 

But 
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= (1 - fXa + ; (Xa)2) (1 - fXp + ; (Xp)2 ) 

. (l+fXa + ; (Xa)2) (l+fXp + ; (Xp)2) +O(f3) 

( 2 1 2 1 2) = 1- f(Xa + Xp) + f (XaXp + 2(Xa) + 2(Xp) ) 

( ( 2( 1 2 1 2 ) 3 . l+fXa +Xp)+f XaXP+2(Xa) +2(Xp» +O(f) 

= 1 + f2(2XaXp + (Xa)2 + (Xp)2 - (Xa + Xp)2) + O(f3) 

= 1 + f2(2XaXp - XaXp - XpXa) + O(f3) 

= 1 + f2(XaXp - XpXa) + O(f3) 

= 1 + f2[Xa,Xp] + O(f3). 

Hence [Xa, Xp] E £.r. 
One can show that efX"e6X~ = e6X~efX .. = efX .. +6X~ if and only if 

[Xa, Xp] = 0 [see Exercise 2.4-10]. 

Theorem 2.4.2-3. Let X~), X~k) be the kth extended infinitesimal gen

erators of the infinitesimal generators Xa, Xp and let [Xa, Xp](k) be the 
kth extended infinitesimal generator of the commutator [Xa, Xp]. Then 

[Xa, Xp](k) = [X~), X~k)], k = 1,2, .... Hence if [Xa, Xp] = X-y, then 

[X~k), X~k)] = X~k), k = 1,2, .... 

Proof. See Exercise 2.4-11 [cf. Ovsiannikov (1962, 1982), Olver (1986)]. 
o 

Definition 2.4.2-4. A subspace :Ie£. is called a subalgebra of the Lie 
algebra £. if for any Xa,Xp E:I, [Xa, Xp) E:I. 

2.4.3 EXAMPLES OF LIE ALGEBRAS 

(1) Eight-Parameter Lie Group of Projective Transformations in JR2 

Projective transformations in JR2 map straight lines into straight lines. In 
particular they are defined by the eight-parameter Lie group of transfor
mations 

,. (1 + f3)X + f4Y + fS 
X = , 

fiX + f2Y + 1 
(2.179a) 

,. f6 x +(1+f7)Y+f8 
Y = , 

fiX + f2Y + 1 
(2.179b) 
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where the parameters fa E 1R, a = 1,2, ... ,8. The infinitesimal generators 
of the corresponding Lie algebra £,8 are 

o 000 
Xs - - X6 - x- X7 - y- X8 = $ly' - ox' - oy' - oy' v 

(2.180) 

It is convenient to display the commutators of a Lie algebra through its 
commutator table whose (i,j)-th entry is [Xi,Xj]. From (2.174) it follows 
that the table is antisymmetric with its diagonal elements all zero. The 
structure constants are easily read off from the commutator table. 

For the infinitesimal generators (2.180) we have the following commuta
tor table: 

Xl X2 X3 X4 

Xl 0 0 -Xl -X2 
X2 0 0 0 0 
X3 Xl 0 0 -X4 
X4 X2 0 X4 0 
Xs 2X3 +X7 X4 X5 0 
X6 0 Xl -X6 X3 -X7 
X7 0 X2 0 X4 
X8 X6 X3 +2X7 0 X5 

X5 X6 X7 Xs 

Xl -2X3 - X7 0 0 -X6 
X2 -X4 -Xl -X2 -X3 -2X7 
X3 -Xs X6 0 0 
X4 0 X7- X3 -X4 -X5 
X5 0 Xs 0 0 
X6 -Xs 0 X6 0 
X7 0 -X6 0 -Xs 
X8 0 0 X8 0 

(2) Group of Rigid Motions in 1R2 

The group of rigid motions in 1R2 preserves distances between any two 
points in 1R2. It is the three-parameter Lie group of transformations of 
rotations and translations in 1R2 given by 

x* = XCOSf1 - ysinf1 + f2, (2.181a) 

y* = x sin f1 + y cos f1 + f3. (2.181b) 
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The corresponding infinitesimal generators are 

000 0 
Xl = -y ox + x oy' X2 = OX' X3 = oy· 

The commutator table of its Lie algebra follows: 

Xl X2 X3 

Xl 0 
X2 X3 
X3 -X2 

(3) Similitude Group in JR2 

-X3 X2 
o 0 
o 0 

(2.182) 

The similitude group in JR 2 consists of uniform scalings and rigid motions 
in JR2. It is the four-parameter Lie group of transformations given by 

x· = ef4 (x cos fl - ysinft} + f2, 

y. = ef4 (x sin fl + yeosf!) + f3. 

The infinitesimal generators are Xl, X2, X3 given by (2.182) and 

o 0 
X4 = x ox + y oy . 

The corresponding commutator table is: 

Xl X2 X3 X4 

Xl 0 -X3 X2 0 
X2 X3 0 0 X2 
X3 -X2 0 0 X3 
X4 0 -X2 -X3 0 

(2.183a) 

(2.183b) 

(2.184) 

The group of rigid motions in JR2 [(2.181a,b») is a three-parameter sub
group of the similitude group in JR2 [(2.183a,b»). This also follows from 
seeing that the Lie algebra with infinitesimal generators (2.182) is a three
dimensional sub algebra of the four-dimensional Lie algebra with infinitesi
mal generators (2.182) and (2.184). 

By comparing the infinitesimal generators of the Lie algebra for the pro
jective group (2.179a,b) and those for the similitude group (2.183a,b), one 
can see that the similitude group is a four-parameter subgroup of the eight
parameter projective group. 

The commutator table can be most useful as an aid for finding additional 
symmetries. For example [Xl, X2) = -X3 for the infinitesimal generators 
(2.182) tells us that in JR2, if a problem has rotational symmetry (Xl = 
-y :1: + x ~ ) and translational symmetry in the x-direction (X2 = :x) then 

it also has translational symmetry in the y-direction (X3 = ~). 
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2.4.4 SOLVABLE LIE ALGEBRAS 

In the next chapter we will consider nth order ordinary differential equa
tions admitting r-parameter Lie groups of transformations. We will show 
that if r = 1 then the order can be reduced constructively by one; if n ~ 2 
and r = 2 the order can be reduced constructively by two; if n ~ 3 and r ~ 3 
it will not necessarily follow that the order can be reduced by more than 
two. However if the r-dimensional Lie algebra of infinitesimal generators 
of the admitted r-parameter group has a q-dimensional solvable subalgebra 
then the order of the differential equation can be reduced constructively by 
q. 

Definition 2.4.4-1. A subalgebra :I C £ is called an ideal or normal 
subalgebra of £ iffor any X E :I, Y E £, [X, y] E :I. 

Definition 2.4.4-2. 0 is a q-dimensional solvable Lie algebra if there 
exists a chain of sub algebras 

(2.185) 

such that £(k) is a k-dimensional Lie algebra and £(k-l) is an ideal of £(k), 

k = 1,2, ... ,q. [£(0) is the null ideal which has no nonzero vectors.] 

Definition 2.4.4-3. £ is called an Abelian Lie algebra if for any Xo , Xf3 E 
£, [Xo, Xf3] = O. 

The proof of the following theorem is obvious and left to Exercise 2.4-12: 

Theorem 2.4.4-1. Every Abelian Lie algebra is a solvable Lie algebra. 

The following theorem holds for any two-dimensional Lie algebra: 

Theorem 2.4.4-2. Every two-dimensional Lie algebra is solvable. 

Proof. Let £ be a two-dimensional Lie algebra with infinitesimal generators 
Xl and X2 as basis vectors. Suppose [Xl> X2] = aX l + bX2 = Y. If C1Xl + 
C2X2 E £, then 

[V, C1Xl + C2X2] = Cl[Y, Xl] + C2[Y, X2] 

Cl b[X2' Xd + C2 a[X l , X2] 
(C2a - clb)Y. 

Hence Y is a one-dimensional ideal of £. 0 

It turns out that a three-dimensional Lie algebra is not necessarily solv
able. For example the three-dimensional Lie algebra with infinitesimal gen-
erators 

(2.186) 

is not solvable. 
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As an example of a solvable three-dimensional Lie algebra consider the 
Lie algebra for the group of rigid motions (2.181a,b). The solvability of its 
Lie algebra follows from the chain 

.e(1) C .e(2) C .e(3) = .e 

where .e(3) has basis vectors Xl ,X2 ,X3 given by (2.182), .e(2) has basis 
vectors X2, X3 and .e(l) is X2. 

Exercises 2.4 

1. Solve the IVP (2.167a-e) and recover (2.161a,b). 

2. In the case of a one-parameter Lie group of transformations [r = 1], 
show that the law of composition ¢(a,b) satisfies 

[Hint: Consider ¢(f- l ,¢(f,c5)) in some neighborhood of c5 = 0.] 

3. Show that the set of conformal transformations 

x* = X(x,y), 

y* = Y(x,y), 

where F(z) = X(x,y) + iY(x,y) is analytic in domain D, forms 
an infinite-parameter Lie group of transformations. Characterize the 
infinitesimal generators of the group (z = x + iy). 

4. Consider the set of all conformal transformations which are one-to
one on the extended plane, i.e. the bilinear (M iibius) transformations, 

.. az+b 
z = --, ad - be =f. 0, 

ez+d 

where a, b, e, dEC and z = x + iy. 

(2.187) 

(a) Show that (2.187) defines a six-parameter Lie group oftransfor
mations. 

(b) Find the infinitesimal generators of the group. 

( c) Establish the commutator table of the corresp onding Lie alge
bra. 

(d) Find the sub algebra of largest dimension which is identical to a 
sub algebra of the Lie algebra of the projective group (2.179a,b). 
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(e) Determine the subgroup of (2.187) with the largest number of 
parameters which is in common with a subgroup of the projec
tive group (2.179a,b). 

5. (a) Show that the infinitesimal generators X3 ,X4 ,X6,X7 of (2.180) 
form a four-dimensional Lie algebra. 

(b) Find the corresponding four-parameter Lie group of transforma
tions. 

6. Show that the three-parameter family of transformations 

x* = ax + b, 

y* = ex + y, 

does not form a three-parameter Lie group of transformations 

(a) from the definition of a Lie group of transformations; 

(b) from the algebra of its infinitesimal generators. 

7. Consider the three-parameter family of transformations 

x* = ax +b, 

y* = ey. 

(2.188a) 

(2.188b) 

(a) Show that (2.188a,b) defines a three-parameter Lie group of 
transformations. 

(b) Establish the commutator table of the corresponding infinitesi
mal generators. 

(c) Show that the Lie algebra of (2.188a,b) is solvable. 

8. In Chapter 1 we showed that problem (1.46a-c) is invariant under 
the two-parameter family of transformations 

x* = a(x - j3t), 

t* = o?t, 

1 1f.! 1f.!~t u* = -ue 2 "X- 4" • 

a 

(2.189a) 

(2.189b) 

(2.189c) 

(a) Show that (2.189a-c) defines a two-parameter Lie group of trans
formations. 

(b) Establish the commutator table of its Lie algebra. 
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10. Show that efX ... e6XfI = e6XfI efX ... = efX ... HXfI if and only if [Xa, X{3] = 
o. 

11. Prove Theorem 2.4.2-3. 

12. Prove Theorem 2.4.4-1. 

2.5 Discussion 

In this chapter we have considered one-parameter Lie groups of transforma
tions which are completely determined by their infinitesimal transforma
tions. Actually such groups are one-parameter connected local Lie groups 
of transformations [cf. Gilmore (1974), Olver (1986), Ovsiannikov (1962, 
1982)]. The global properties of Lie groups turn out to be unimportant for 
our eventual purposes of constructing solutions for differential equations. 

Using the infinitesimal generator of a one-parameter Lie group of trans
formations we can construct various kinds of invariants (invariant surfaces, 
invariant points, invariant families of surfaces). Moreover we can deter
mine canonical coordinates in terms of which the one-parameter Lie group 
of transformations becomes a group of translations. 

When applying groups to the study of invariance properties of a differen
tial equation, the coordinates of the group are separated into independent 
and dependent variables. A one-parameter Lie group of transformations 
acting on the space of independent and dependent variables is naturally 
extended to a one-parameter Lie group of transformations acting on any 
enlarged space which includes all derivatives of the dependent variables 
up to a fixed finite order. This is accomplished by requiring, under the 
group action, preservation of derivative relations or, equivalently, preser
vation of contact conditions connecting higher order differentials. This re
quirement induces a unique extended group action in any enlarged space. 
Consequently one-parameter extended Lie groups of transformations are 
characterized completely by their infinitesimals. Moreover these extended 
infinitesimals are determined from the infinitesimals of the group action 
on the space of independent and dependent variables. This will allow us 
to establish an algorithm to determine the infinitesimal transformations 
admitted by a given differential equation. 

The study of multi-parameter Lie groups of transformations reduces to 
the study of infinitesimal generators of one-parameter subgroups. The in
finitesimal generators form a vector space called a Lie algebra which is 
closed under an additional operation (commutation). For our purposes 
of constructing solutions to differential equations, a multi-parameter Lie 
group of transformations is completely characterized by its Lie algebra. 
The structure (commutator table) of a multi-parameter group's Lie alge
bra will play an essential role in applying infinitesimal transformations to 
differential equations. 
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The Lie groups of transformations introduced in this chapter are com
monly called Lie groups of point transformations or point symmetries since 
the group action is closed on the space of independent and dependent vari
ables. In Chapter 5 we will consider the invariance of differential equations 
under transformations whose actions are not closed on any extended space 
of independent and dependent variables and their derivatives of finite or
der. Such Lie-Backlund transformations are characterized by infinitesimal 
transformations whose infinitesimals depend on a finite number of deriva
tives of the dependent variables. 
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Ordinary Differential 
Equations 

3.1 Introduction - Invariance of an Ordinary 
Differential Equation 

In this chapter we apply infinitesimal transformations (Lie groups of trans
formations) to the study of an nth order ordinary differential equation 
(ODE) written in a solved form 

Yn = f(x, Y, Yl,· .. , Yn-I), (3.1) 

where 
dky 

Yk = dxk' k = 1,2, ... , n. 

ODE (3.1) defines a surface in (x, Y, Yl, ... , Yn)-space. 

3.1.1 INVARIANCE OF AN ODE 

Definition 3.1.1-1. The one-parameter Lie group of transformations 

X* = X(x, Yj f), (3.2a) 

y* =Y(X,Yjf), (3.2b) 

leaves ODE (3.1) invariant (is admitted by ODE (3.1)) if and only if its nth 
extension, defined by (2.96a-d) for k = n, leaves the surface (3.1) invariant. 

A solution curve Y = 0(x) of (3.1) satisfies 0(n)(x) = f(x, 0(x), 0'(x), 
... ,0(n-l)(x)) and hence lies on the surface (3.1) with Y = 0(x), Yk = 
0(k)(x), k = 1,2, ... ,n. Invariance of the surface (3.1) under the nth ex
tension of (3.2a,b) means that any solution curve Y = 0(x) of (3.1) maps 
into some other solution curve Y = ¢(Xj f) of (3.1) under the action of the 
group (3.2a,b). Moreover, if a transformation (3.2a,b) maps any solution 
curve Y = 0(x) of (3.1) into another solution curve Y = ¢(Xjf) of (3.1), 
then the surface (3.1) is invariant under (3.2a,b) with 

ak¢(Xj f) 
Yk= axk ' k=I,2, ... ,n. 

It immediately follows that the family of all solution curves of (3.1) IS 

invariant under (3.2a,b) if and only if (3.1) admits (3.2a,b). 
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The following theorem results from Definition 3.1.1-1, Theorem 2.2.7-1 
on the infinitesimal criterion for an invariant surface, and Theorem 2.3.2-1 
on extended infinitesimals. 

Theorem 3.1.1-1 (Infinitesimal Criterion for Invariance of an ODE). Let 

(3.3) 

be the infinitesimal generator of (3.2a,b). Let 

x(n) = e(x, Y): + 1](x, Y): + 1](l)(x, Y, yt) nO 
uX uY u~ 

+ ... + 1]( n ) ( X, Y, Y1 , ... , Yn ) nO 
UYn 

(3.4) 

be the nth extended infinitesimal generator of (3.3) where 1](k)(x, Y, Y1, ... , 
Yk) is given by (2.110) in terms of (e(x,Y),1](x,y)) for k = 1,2, ... ,n. 
Then (3.2a,b) is admitted by (3.1) if and only if 

X(n)(Yn - f(X,Y,Y1, ... ,Yn)) = 0, 

z. e., 
1]( n ) ( x, Y, Y1 , ... , Yn) = X (n -1 ) f ( x, Y, Y1 , ... , Yn _ 1) 

when Yn = f(X,Y,Y1,···,Yn-1). 

Proof. See Exercise 3.1-7. 0 

(3.5) 

[More generally an ODE F(X,Y,Y1, ... ,Yn) 
infinitesimal generator (3.3) if and only if 

o admits (3.2a,b) with 

X(n)F(X,Y,Y1, ... ,Yn)=0 when F(X,Y,Y1, ... ,Yn) =0.] 

We will show that this infinitesimal criterion for invariance of an ODE 
leads directly to an algorithm to determine the infinitesimals (e (x, y), 
1](x, y)) admitted by a given ODE. More importantly it will be shown that 
if a one-parameter Lie group of transformations is admitted by an ODE 
then one can reduce constructively its order by one. For a first order ODE 
this corresponds to a reduction to quadrature. It turns out that this reduc
tion of order can always be accomplished by using canonical coordinates 
associated with the group. 

For higher order ODE's (n 2: 2) the reduction in order can also be ac
complished by using differential invariants (invariants of the nth extended 
group). Moreover through differential invariants one can directly reduce the 
order of an ODE by r if it is invariant under an r-parameter Lie group of 
transformations whose Lie algebra is solvable. 

In Section 3.5 we illustrate the application of group invariance to bound
ary value problems. In Section 3.6 we construct special solutions (invariant 
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solutions) of ODE's which are invariant curves of admitted Lie groups of 
transformations. For a first order ODE, we show that invariant solutions 
are determined algebraically and include separatrices and singular envelope 
solutions. For higher order ODE's we will see that invariant solutions are 
determined either algebraically or by solving the first order ODE for the 
invariant curves of the group. 

To illustrate reduction of order and the mapping of solution curves into 
other solution curves, from invariance under a one-parameter Lie group of 
transformations, we consider two elementary examples. 

3.1.2 ELEMENTARY EXAMPLES 

(1) Group of Translations 

The first order ODE 

YI = F(x) [YI = :~] 
trivially reduces to quadrature 

y= J F(x)dx+C. 

(3.6) 

(3.7) 

What characterizes (3.6)? Obviously its right-hand side does not depend 
on y. In particular the one-parameter (f) Lie group of translations 

x* = x, 

y* = y+ f, 

is admitted by (3.6) since under (3.8a,b) 

y; = ~~ = ~; = YI and F(x*) = F(x), 

(3.8a) 

(3.8b) 

so that under (3.8a,b) the surface YI = F(x) in (x,y,yt}-space is invariant. 
Moreover it is easy to see that ODE 

dy 
dx = f(x,y) (3.9) 

is invariant under (3.8a,b) if and only if for any value of parameter f 

f(x*, y*) == f(x, y + f) == f(x, v), 

i.e. f(x,y) is independent of y or, equivalently, f(x,y) == F(x) for some 
function F(x). Thus the reduction of (3.6) to quadrature (3.7) is equivalent 
to the invariance of (3.6) under (3.8a,b). 

Under the action of (3.8a,b) a solution curve y = 9(x) of (3.6) maps into 
a curve y* = 9(x*) which corresponds to the solution curve y = 9(x) - f 
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of (3.6) [Figure 3.1.2-1]. Thus from invariance of (3.6) under (3.8a,b) we 
see that if y = 8(x) is a particular solution of (3.6) then y = 8(x) + C is 
the general solution of (3.6) for arbitrary constant C. 

y 

y = SIx) 

y = SIx) - e; 

---------+--------------------x 

Figure 3.1.2-1 

(2) Group of Scalings 

The first order ODE 
(3.10) 

commonly called a homogeneous equation, admits the one-parameter (a) 
group of scalings 

x* = ax, 

y* = ay, 

SInce 

yr = ~~: = : ~~ = Yl, and F (~:) = F (~) . 

(3.lla) 

(3.llb) 

Under the action of (3.lla,b) a solution curve y = 8(x) of (3.10) maps 
into a curve y* = 8(x*) which corresponds to the solution curve 

1 
y = -8(ax) 

a 
(3.12) 

of (3.10). It follows that if y = 8(x) is a particular solution of (3.10), and 
the curve y- 8(x) = 0 is not invariant under (3.lla,b) (i.e. 8(x) i= AX for 
some fixed constant A), then 

1 
y = -8(Cx) 

C 

is the general solution of (3.10) for arbitrary constant C. 
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The reduction of order of (3.10) from invariance under (3.11a,b) is ac
complished by choosing canonical coordinates 

y 
r - -- , :x; 

s = logy, 

(3.13a) 

(3.13b) 

as new coordinates. Then ODE (3.10) is invariant under the one-parameter 
(€) Lie group of transformations 

r* = r, 

s* = s + €. 

(3.14a) 

(3.14b) 

Hence it follows from the first example that in terms of the canonical co
ordinates (3.13a,b) ODE (3.10) must be of the form 

ds 
dr = G(r) 

for some function G(r). Thus the general solution of ODE (3.10) is 

s= J G(r)dr+C, 

or, in terms of coordinates (:x;, y), 

y = exp [J~ G(r)dr] + C. 

G(r) is determined as follows: 

Hence 

1 
ds = -dy, 

y 

G _ ds _ Yl F(r) 
(r) - dr - rYl _ r2 - rF(r) - r2' 

where F(r) is given by ODE (3.10). 

(3.15) 

(3.16) 

(3.17) 

(3.18) 

3.1.3 MAPPING OF SOLUTIONS TO OTHER SOLUTIONS 
FROM GROUP INVARIANCE OF AN ODE 

Under the action of a one-parameter Lie group of transformations admitted 
by an ODE a solution curve is mapped into a one-parameter family of solu
tion curves if the solution curve is not an invariant curve of the group. We 
now derive a formula for this one-parameter family of solutions generated 
from a known solution. Without loss of generality we can assume that the 
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one-parameter Lie group of transformations is parameterized so that it is 
of the form 

x* = X(x,y;t:) = efXx, 

y* = Y(x,y;t:) = efXy, 

with infinitesimal generator 

(3.19a) 

(3.19b) 

(3.19c) 

Consider a solution y = 8(x) of (3.1) which is not an invariant solution 
corresponding to (3.19c). 'fransformation (3.19a,b) maps a point (x,8(x)) 
on the solution curve y = 8(x) into the point (x*, y*) with 

x* = X(x,8(x);t:), 

y* = Y(x,8(x);t:). 

(3.20a) 

(3.20b) 

For a fixed t: equations (3.20a,b) define a parametric representation of the 
new solution curve with x playing the role of a parameter [Figure 3.1.3-1]. 
One can eliminate x from (3.20a,b) by substituting the inverse transforma
tion of (3.19a), i.e., 

into (3.20b): 

x = X(x*,y*;-t:) 

y* = Y(X(x*, y*; -t:), 8(X(x*, y*; -t:)); t:) 

Y(e-fXx*, 8(e- fX x*); t:). 

y 

y=<jl(x; e:) 

y=9(x) 

--------~----------------------- x 

(3.21) 

(3.22) 

Figure 3.1.3-1. Mapping of a solution curve. A different solution curve y = 
¢(x;t:) of (3.1) corresponds to each parameter value L 
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Equation (3.22) yields the relationship between the x and y coordinates of 
the new solution curve which we denote by y = 4>(x; t"). Substituting x and 
y for x" and y" and replacing f by -f in (3.22) we thus have: 

Theorem 3.1.3·1. Suppose 

(i) y = 8(x) is a solution (solution curve) of the nth order ODE (3.1); 

(ii) ODE (3.1) admits (3.19a,b); 

(iii) y = 8(x) is not an invariant curve of (3.19a,b). 

Then 
y = Y(efXx, 8(e fX x); -f) 

Y(X(x, y; f), 8(X(x, y; f)); -f) 

(3.23a) 

(3.23b) 

implicitly defines a one-parnmeter family of solutions y = 4>(x; f) of (3.1). 

Exercises 3.1 

1. Consider ODE 

(3.24) 

Assume that (3.24) is invariant under the one-parameter (a) Lie 
group of scalings 

x" = ax, 

y" = ay. 

Find the special form of the function F for which this is true. Show 
how the problem of obtaining the general solution of (3.24) is reduced 
to finding the general solution of a first order ODE plus a quadrature. 

2. Find the most general first order ODE ~ = f(x, y) admitting the 
group 

x" = ax, 

3. Formulate the problem of finding one-parameter Lie groups of trans
formations which leave the family of straight lines y = cx invariant. 

4. Consider ODE 
dy = !!. 
dx x 

(3.25) 

(a) Obtain the general solution of ODE (3.25) from invariance under 

(i) 
(ii) 

x" = ax, y" = ay; 
x" = x, y. = f3y. 

(3.26a) 
(3.26b) 
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(b) y = 8(x) = x is a solution curve of (3.25). Apply Theorem 
3.1.3-1 to this solution curve for each of the groups (3.26a,b). 
Explain your answer. 

5. Show that if y = 8{x) is an invariant curve of (3.19a,b) then (3.23a,b) 
yields 

¢(Xj€) == 6(x) for all €. 

6. Let y = 6(x) be a solution curve for an ODE invariant under the 
rotation group 

x* = XCOs€ - ysin€, 

y* = x sin € + y cos {. 

Find the corresponding one-parameter family of solutions y = ¢(Xj €) 
for the ODE. 

7. Prove Theorem 3.1.1-1. 

3.2 First Order ODE's 

We consider applications of infinitesimal transformations to the study of a 
first order ODE 

.1 [yl _- ddXY ] • u=f(x,y) (3.27) 

We assume that ODE (3.27) admits a one-parameter Lie group of trans
formations 

X* = X(x,Yj€) = X + €~(x,y) + O(€2), 

y* = Y(x, Yj €) = Y + (',,(x, y) + O(€2), 

with infinitesimal generator 

(3.28a) 

(3.28b) 

(3.28c) 

We show how to find the general solution of ODE (3.27) from the in
finitesimal (~(x, y), 77(X, y)) of an admitted group (3.28a,b) from two points 
of view: 

(i) use of canonical coordinatesj 

(ii) determination of an integrating factor. 

Alternatively, if a particular solution of (3.27) is known, and this par
ticular solution is not an invariant curve of (3.28a,b), then (3.23a,b) yields 
the general solution of (3.27). The general solution of (3.27), obtained by 
using canonical coordinates or by determining an integrating factor, does 
not depend on knowledge of a particular solution of (3.27). 
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Having shown how to use the infinitesimal transformation arising from 
invariance, we then consider the problem of determining infinitesimal trans
formations admitted by a given first order ODE (3.27). We also show how 
to find all first order ODE's admitting a given one-parameter Lie group of 
transformations. 

3.2.1 CANONICAL COORDINATES 

As discussed in Section 2.2.4, given anyone-parameter Lie group of trans
formations (3.28a,b), there exist canonical coordinates (r(x,y),s(x,y», de
termined by solving 

Xr= 0, 

Xs= 1, 

such that (3.28a,b) becomes the translation group 

r* = r, 

In terms of canonical coordinates ODE (3.27) becomes 

ds _ S:c +SyY' _ F( ) _ S:c +syf(x,y) 
- - r,s - . 

dr r:c + ryY' r:c + ryf(x, y) 

(3.29a) 

(3.29b) 

(3.30) 

The invariance of ODE (3.27), and hence ODE (3.30), under (3.29a,b) 
means that F(r,s) does not depend on s. Hence ODE (3.30) is of the form 

ds = G(r) = S:c + syf(x, y) . 
dr r:c + ryf(x, y) 

(3.31 ) 

Consequently the general solution of ODE (3.27) is given by 

Jr(:c,Y) 

s(x, y) = G(p)dp + C, C = const. (3.32) 

In Section 3.1.2 we solved the homogeneous ODE (3.10) in terms of 
canonical coordinates arising from scaling invariance. Now consider two 
more familiar examples in terms of canonical coordinates: 

(1) Linear Homogeneous Equation 

The first order linear homogeneous ODE 

y' + p(x)y = 0 (3.33) 

admits the one-parameter (a) Lie group of scaling transformations 

x* = x, (3.34a) 
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y* = o:y. 

In terms of corresponding canonical coordinates 

r= x, 

s = logy, 

ODE (3.33) becomes 
ds Y' - = - = -p(r), 
dr y 

so that the general solution of (3.33) is given by 

s( x, y) = log y = - It: p(p )dp + c, 

or 

y = C exp [- J:& P(P)dP], C = const. 

(2) Linear Nonhomogeneous Equation 

The first order linear nonhomogeneous ODE 

y' + p(x)y = g(x) 

admits the one-parameter (f) Lie group of transformations 

x* = x, 

Y*=Y+f¢(X), 

99 

(3.34b) 

(3.35a) 

(3.35b) 

(3.36) 

(3.37) 

(3.38a) 

(3.38b) 

where u = ¢( x) is a particular solution of the associated homogeneous 
equation 

u' + p(x)u = O. 

The infinitesimal generator corresponding to (3.38a,b) is 

8 
X = ¢(x)-

8y 

(3.39) 

so that Xs = 1 has solution s = ¢rx)' In terms of canonical coordinates 

r= x, 

y 
s = ¢(x)' 

ODE (3.37) reduces to 
ds g(r) 
dr = ¢(r) , 

(3.40a) 

(3.40b) 
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leading to its general solution 

Y /1: g(p) 
s(x,y) = ¢(x) = ¢(p)dp+C 

or 

/

1: g(p) 
y = ¢(x) ¢(p) dp + C¢(x), C = const. 

3.2.2 INTEGRATING FACTORS 

A first order ODE (3.27) can be written in a differential form 

A/(x,y)dx+]V(x,y)dy= 0 

where f(x,y) = -~[:::?- If 

w(x, y) = const 

is the general solution (family of solution curves) of (3.27), then 

]Vow _ A/ow = O. 
ox oy 

(3.41) 

(3.42) 

(3.43) 

(3.44) 

We assume that ODE (3.27) admits a one-parameter Lie group of trans
formations (3.28a,b). Then (3.28a,b) leaves the family of solution curves 
(3.43) invariant. We assume that the group (3.28a,b) is such that the solu
tion curves (3.43) of ODE (3.37) are not invariant curves of (3.28a,b). Then, 
without loss of generality, the family of solution curves (3.43) satisfies [cf. 
Section 2.2.7] 

ow ow 
Xw - e(x y)- + 1/(x y)- - 1 - 'ox 'oy - (3.45) 

for infinitesimal generator (3.28c). The system given by (3.44) and (3.45) 
can be solved for the first partial derivatives 

(3.46) 

But dw = ~~ dx + ~ dy is an exact differential. Hence it follows that 

(3.47) 

is an integrating factor for (3.42). Conversely we have the following theo
rem: 

Theorem 3.2.2-1. If Jl(x, y) is an integrating factor of (3.42), then any 
(e(x, y), 1/(x, y)) satisfying (3.47) defines an infinitesimal generator X = 
e(x, y)~ + 1/(x, y) 1y admitted by the first order ODE y' = f(x, y). 
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Proof. See Exercise 3.2-3. o 

The following theorem concerns one-parameter Lie groups of transfor
mations leaving solution curves of (3.27) invariant. 

Theorem 3.2.2-2. For any function e(x,y), the one-parameter Lie group 
of transformations with infinitesimal generator 

x = e(x,y) [:x + f(x, y) :J (3.48) 

leaves each solution curve of the first order ODE y' = f(x, y) invariant. 

Proof. Let y = 8(x) be a solution curve of y' = f(x, y). Then 

y' = 8'(x) = f(x, 8(x)). 

Consider infinitesimal generator X given by (3.48). Then 

X(y - 8(x)) = e(x,y)[f(x,y) - 8'(x)]. 

Hence if y = 8(x), then 

X(y - 8(x)) e(x, 8(x))[f(x, 8(x)) - 8'(x)] 

o from (3.49). 

(3.49) 

Consequently y - 8(x) = 0 is an invariant curve for the one-parameter Lie 
group of transformations with infinitesimal generator (3.48). 0 

From Theorems 3.2.2-1 and 3.2.2-2 we see that two types of one-parameter 
Lie groups of transformations are admitted by any first order ODE (3.27). 
Moreover (3.27) admits infinite-parameter Lie groups oftransformations of 
both types: 

(i) Trivial one-parameter Lie groups with infinitesimal generators X = 
e(x, y) :x + 77(X, y)~ are always admitted by y' = f(x, y) if f == f(x, y). 
Here each solution curve of y' = f(x, y) is an invariant curve. This type of 
group is useless for reducing y' = f(x,y) to quadrature since in order to 
find the canonical coordinates of the group one must first find the general 
solution ofy' = f(x,y). 

(ii) If the one-parameter Lie group with infinitesimal generator X = 
e(x, y) :x + 77(x, y) :y is admitted by y' = f(x, y) and f :F- f(x, y) then 
the family of solution curves of y' = f( x, y) is invariant but an arbitrary 
solution curve of y' = f(x, y) is not invariant. This type of group defines 
a nontrivial Lie group of transformations. It is useful for reducing y' = 
f(x, y) to quadrature provided one can solve the ODE ~ = t. 
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y 

y=9(x) 

x 

x 

y 

Figure 3.2.2-1. Illustration of groups of types (i) and (ii). 

The geometrical situation is illustrated in Figure 3.2.2-1. Here e(i)(x) = 
(e(i)(x, y), ,-P)(x, y)) is the infinitesimal of a one-parameter Lie group a(t) 

of type (i) and e(ii)(x) = (e(ii)(x, y), '7(ii) (x, y)) is the infinitesimal of a 
one-parameter Lie group a(ii) of type (ii) admitted by y' = f(x, y)j "'I is 
any solution curve y = 6(x) of y' = f(x, y). Along "'I, e(i)(x) is tangent to 
"'I since f == f, but e(U)(x) is not tangent to "'I since f t f. Consequently 
a(i) leaves "'I invariant and a(ii) maps "'I into a one-parameter family of 
solution curves given by (3.23a,b) with infinitesimal generator 

( .. ) () ( .. ) () 
X=e II (x'Y){)x +'7" (x,y){)y. 

3.2.3 DETERMINING EQUATION FOR INFINITESIMAL 
TRANSFORMATIONS OF A FIRST ORDER ODE 

From Theorem 3.1.1-1 we see that the first order ODE 

y' = f(x,y) (3.50) 

admits the one-parameter Lie group of transformations with infinitesimal 
generator 

(3.51) 

if and only if 
'7(1) = f.fz + '7fl/ when y' = f(x, y) 
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where [cf. (2.111)] the once-extended infinitesimal is given by 

1](1) = 1]x + [1]y - ~x]y' _ ~y(y')2. 
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Thus the first order ODE (3.50) admits (3.51) if and only if (~(x, y), 1](x, y)) 
satisfy 

(3.52) 

Equation (3.52) is called the determining equation for the infinitesimal 
transformations admitted by (3.50). 

It is easy to check that for any ~(x, y), 

1](X, y) = ~(x, y)f(x, y) (3.53) 

solves the determining equation (3.52). This represents the trivial infinite
parameter Lie group of transformations of type (i) which leaves each solu
tion curve of (3.50) invariant. 

For any ~(x, y), 

1](X, y) = ~(x, y)f(x, y) + X(x, y) (3.54) 

yields the general solution of (3.52) where X(x, y) is the general solution of 
the first order linear partial differential equation 

Xx + fXy - fyX = O. (3.55) 

Thus (3.54) leads to the infinite-parameter Lie group of transformations of 
type (ii) admitted by (3.50) which maps solution curves into other solution 
curves of (3.50). [An infinite-parameter subgroup of type (ii) corresponds 
to 1] = x, e == 0.] Moreover from (3.54) we see that the first order ODE 
(3.50) admits 

a a x = e(x, y) ax + 1](x, y) ay 

if and only if (3.50) admits 

a a 
Y = [1](x, y) - ~(x, y)Y1] ay = [1](x, y) - ~(x, y)f(x, y)] ay' 

Consequently the problem of finding all Lie groups of transformations 
admitted by a given first order ODE (3.50) "reduces" to finding the gen
eral solution of (3.55). But in order to find the general solution of (3.55) 
we must know the general solution of ODE (3.50)! However any particular 
solution X of (3.55) or, equivalently, (~, 1]) of (3.52) with 1] ;t a, leads to 
a one-parameter Lie group admitted by (3.50) and hence to the general 
solution of (3.50) through reduction by quadrature. [In turn this leads to 
determining the infinite-parameter Lie group admitted by (3.50).] Unfor
tunately a particular solution X of (3.55) cannot be found by a deductive 
procedure. 

Next we consider the converse problem of determining all first order 
ODE's which admit a given one-parameter Lie group of transformations. 
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3.2.4 DETERMINATION OF FIRST ORDER ODE's 

INVARIANT UNDER A GIVEN GROUP 

We show how to find all first order ODE's 

y' = I(x, y) (3.56) 

which admit a given one-parameter Lie group of transformations with in
finitesimal generator 

(3.57) 

This can be accomplished in two different ways: 

(i) Method 01 Canonical Coordinates. Given (3.57) we compute canonical 
coordinates (r(x, V), sex, v)) satisfying 

Xr=O, Xs=1, 

so that the group corresponding to (3.57) becomes 

Then 

r* = r, s* = s + {, 

ds _ Sx + SyY' 
dr rx + ryY' 

(3.58) 

(3.59) 

(3.60) 

relates y' and ~:. Consequently the problem of finding (3.56) admitting 
(3.57) transforms to the problem of finding all first order ODE's 

ds 
- = F(r,s) 
dr 

(3.61 ) 

which admit (3.59). Clearly F(r, s) cannot depend on s. Hence the most 
general first order ODE admitting (3.57) is 

ds = G(r) 
dr 

(3.62) 

where G(r) is an arbitrary function of r, which in terms of the given coor
dinates (x, y) becomes the ODE 

sx(x,Y)+Sy(x,y)y' -G( ( )) 
) ) - r x, y . 

rx(x,y + ry(x,y y' 
(3.63) 

(ii) Method 01 (Differential) Invariants. The first order ODE (3.56) ad
mits (3.57) if and only if I(x, y) satisfies the first order partial differential 
equation (3.52). The corresponding characteristic equations to determine 
I are 

dx dy dl 
e(x, y) = T}(x, y) = T}x + (T}y - ex)! - eyJ2' (3.64) 
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The invariant 
u(X, y) = r(x, y) = const = Cl (3.65) 

is the integral of the first equation of (3.64). Eliminating y through (3.65) 
and setting 

(3.66) 

one sees that 
(3.67) 

is a particular solution of the second characteristic equation which now 
becomes 

dl = A + B 1 + C 12, 
dx 

(3.68) 

with 
A = A(XjCl) = "7x , e (3.69a) 

B B( ) "7y - ex = X;Cl = e ' (3.69b) 

e 
C = C(x; cd = - e' (3.69c) 

Equation (3.68) is a first order ODE of Riccati type. The general solution 
of (3.68) can be determined explicitly from knowledge of the particular 
solution (3.67) through its connection with a second order linear ODE. 
Specifically if z solves 

then 

z" - (~ + B) z' + ACz = 0 

1 z, 
1=--Cz 

(3.70) 

(3.71) 

solves (3.68). Hence the general solution of (3.70) leads to the general so
lution of (3.68) through the well-known Riccati transformation (3.71). A 
particular solution of (3.70) is given by 

- fe! dx 
Z = zp = e P (3.72) 

where C is given by (3.69c), (3.65); Ip by (3.66), (3.65). The explicit general 
solution of (3.70) follows from (3.72) through the method of reduction of 
order (to be derived from group invariance in Section 3.3.3). Consequently 
one obtains the general solution of (3.68) which is given by 

(3.73) 

where v is a constant of integration and if> is a known function of its argu
ments. Now in (3.73) replace 1 by y' and Cl by u(x, y). Then solving (3.73) 
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for v, we obtain the differential invariant vex, y, y ') of the first extension 
of (3.57) [X(l)v = 0]. The general solution of (3.52) is v = tP( el), i.e., 

vex, y, f) = v(X,y,y') = tP(u(x,y)) (3.74) 

where tP is an arbitrary function of u. ODE (3.74) is the most general first 
order ODE which admits (3.51), written in terms of differential invariants. 

Note that in terms of canonical coordinates (r(x,y),s(x,y», 

( ') ds S:c + Syyl 
V X,y,y = - = 

dr r:c + ryyl 

satisfies X(l)v = 0 since ~; is invariant under (3.57) (~;: = ~; ) . 
Consider examples for which we use both approaches to find first order 

ODE's admitting specific groups: 

(1) A Scaling Group 

Suppose (3.56) is invariant under the scaling group 

y. = efy, 

with infinitesimal generator X = x::C + y ty . 
(i) Canonical coordinates for the Lie group (3.75a,b) are 

r = J!.., s = logy. 
x 

Then: 
1 

Sy =-, 
y 

Hence (3.63) becomes the ODE 

y' 
1 2 = G(r). ry - r 

1 
ry =-. 

x 

(3.75a) 

(3.75b) 

(3.76) 

Solving (3.76) for y', we find that the most general first order ODE admit
ting (3.75a,b) is of the form 

(3.77) 

where H is an arbitrary function of ;. 
(ii) In terms of the method of differential invariants, (3.64) becomes 

(3.78) 
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The integral of the first equation of (3.78) is given by 

y 
u(z,y) = - = const = Cl. 

x 

The second equation of (3.78) yields 

f = const = C2· 

Then f(z,y) = 1/J(Cl) = 1/J (;) yields again (3.77). 

(2) Rotation Group 

Let (3.56) admit the rotation group 

x* = x cos € - Y sin €, 

y* = x sin € + y cos €, 

with infinitesimal generator X = -y :z; + z ~. 
(i) Canonical coordinates are polar coordinates 

r = ";x2 + y2, 8 = () = sin- 1 '!!... 
r 
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(3.79a) 

(3.79b) 

Then rz; = z/r, r" = ylr, 8z; = _ylr2, 8" = xlr2. Thus (3.63) becomes 
the ODE 

-y + xy' _ G() --'---'- - r r. 
x+yy' 

Consequently the most general first order ODE admitting (3.79a,b) is given 
by 

-y + xy' = H (";z2 + y2) 
x+yy' 

where H is an arbitrary function of ..; Z2 + y2. 

(3.80) 

(ii) In terms of the method of differential invariants, (3.64) becomes 

dz dy df 
-y = -; = 1 + J2 . 

The integral of the first equation of (3.81) is given by 

u(z,y) = ";z2 + y2 = Cl. 

The second characteristic equation of (3.81) then becomes 

df dy 

1 + J2 = ";(Cl)2 _ y2· 

(3.81) 

(3.82) 

(3.83) 
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Let a = tan- 1 f, 13 = sin- 1 t. = tan- 1 ;. Then the integration of (3.83) 
yields 

a - 13 = C2· (3.84) 

Then tan C2 = tan( a - 13) = t/J( Cl) leads to 

1-11.. ---fi = t/J(ct). 
1 + x 

(3.85) 

Replacing f by y' in (3.85) we again get (3.80). 

Exercises 3.2 

1. Let y = cjJ(x) be a particular solution of 

y' + p(x)y = g(x). (3.86) 

(a) Use this solution to find a one-parameter Lie group of transfor
mations admitted by (3.86). 

(b) Find corresponding canonical coordinates and reduce (3.86) to 
quadrature. 

(c) Illustrate for the ODE y' + y = x. 

2. Derive the integrating factor for (3.37) from its invariance under 
(3.38a,b). 

3. Prove Theorem 3.2.2-1. 

4. (a) Characterize the infinitesimal transformation of a one-parameter 
Lie group of transformations which leaves the family of straight 
lines y = const invariant. Explicitly find all such groups for 
which e(x,y) == 1. 

(b) Do the same for the family of straight lines; = const. 

5. Find all first order ODE's which admit x* = ax, y* = aky, a > 0, 
with k a fixed constant. 

6. For the first order ODE 
y' = I(x,y) (3.87) 

written in the differential form M dx + N dy = 0, let the operator 
A=N%x-M;y' 
(a) Prove that the one-parameter Lie group with infinitesimal gen

erator X = e lx + TJ tv is admitted by (3.87) if and only if the 
commutation relation [X, A] = ,\( x, y)A is satisfied for some 
function '\(x, y). 
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(b) What more can you say if [X,A] = O? 

(c) Illustrate for first order ODE's which admit 

(.) 8 8 
I x-+y-; 

8x 8y 

(") 8 8 11 -y- +X-. 
8x 8y 

7. If a first order ODE y' = !(x, y) admits two nontrivial groups with 
generators Xi = ei:X + TJi ty ' i = 1,2, show that 

is identically a constant or an integral of the ODE. 

8. Find the most general first order ODE which admits the one-parameter 
(f) Lie group of transformations 

X*=X+f, 

* xy y =--
X+f 

9. Consider the first order ODE 

(Y - ~x - 3) Y' + Y = O. 
(a) Find a nontrivial Lie group of transformations which is admitted 

by this ODE. 

(b) Find the general solution of this ODE. 

3.3 Second and Higher Order ODE's 

Now consider the application of infinitesimal transformations to the study 
of second or higher order ODE's 

(n) - !( , (n-I)) Y - x,y,y, ... ,y , 

or, equivalently, 
Yn = !(X,Y,Yl,···,Yn-l), 

n ~ 2, where we use the notations 

dky 
y(k) = Yk = -k k = 1,2, ... ,n; 

dx ' 

Y I = y(l), Y" = y(2), etc. 

(3.88) 
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Assume that ODE (3.88) admits a one-parameter Lie group of transforma
tions 

x* = X(x, y; c) = x + ce(x, y) + 0(C2 ), 

y. = Y(X, y; c) = y + f'q(X, y) + 0(C2), 

with infinitesimal generator 

a a x = e(x,y) ax + 1/(x, y) ay· 

(3.89a) 

(3.89b) 

(3.89c) 

We show that the invariance of (3.88) under (3.89a,b) constructively re
duces the nth order ODE (3.88) to an (n -l)th order ODE plus a quadra
ture. This can be done in two ways: 

(i) reduction of order by canonical coordinates; 

(ii) reduction of order by differential invariants. 

[In Section 3.4 we show that reduction of order by differential invariants is 
the natural setting for reducing an nth order ODE which admits a multi
parameter Lie group of transformations.] 

We then show how to find the infinitesimal transformation admitted by 
a given nth order ODE. Recall that for a given first order ODE we saw that 
admitted infinitesimals (e, 1/) satisfy a single linear partial differential equa
tion whose general solution could not be found without knowing the general 
solution of the ODE itself; consequently we could not systematically deduce 
such symmetries. But when n 2:: 2 it turns out that admitted infinitesimals 
satisfy a system of linear determining equations which have only a finite 
number of linearly independent solutions. In practice we are usually able 
to compute explicitly the admitted Lie group of transformations of an nth 
order ODE if n 2:: 2. 

We also consider the problem of finding all nth order ODE's which admit 
a given one-parameter Lie group of transformations. 

3.3.1 REDUCTION OF ORDER BY CANONICAL 

COORDINATES 

The basic result is summarized in terms of the following theorem: 

Theorem 3.3.1-1. Assume that the nontrivial one-parameter Lie group of 
transformations (3.89a,b) with infinitesimal generator (3.89c) is admitted 
by the nth order ODE (3.88), n 2:: 2. Let (r(x, y), s(x, y)) be corresponding 
canonical coordinates satisfying Xr = 0, Xs = 1. Then solving the nth 
order ODE (3.88) reduces to solving an (n - l)th order ODE 

dn-1z ( dz dn- 2z) 
drn- 1 = G r, z, dr'···' drn- 2 (3.90) 
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where 
ds --z dr - . 

Proof. In terms of canonical coordinates (r,s), we have 

ds _ S:c + s,y' 
dr - r:c + ryy' . 

Solving (3.92) for y', we obtain 

, ( dS) y = Fo r, s, dr ' 

111 

(3.91) 

(3.92) 

(3.93) 

for some function Fo(r,s, ~;). Clearly r:c + ryy' # 0 since we assume that 
(3.89a,b) is nontrivial (i.e. f # y' = 8'(z) for an arbitrary solution curve 
y = 8(z) of (3.88); in other words the group (3.89a,b) maps solution curves 
into other solution curves). Then 

d2s _ d (~) _ ,,[syr:c - s:cry] f ( dS) 
dr2 - dr - y (r:c + ryy')3 + 1 r,s'dr ' (3.94) 

for some function h(r,s, ~;). This leads to 

" d2s (dS) (dS) y = dr2 F1 r, s, dr + G1 r, s, dr ' (3.95) 

where 
F ( dS) _ (r:c + ryy'? 

1 r,s, - , 
dr Syr:c - s:cry 

and 

G1 (r,s, ~:) = -hF1 • 

Since (r, s) are canonical coordinates, it follows that Syr:c - s:cry # O. 
Inductively one can show that 

d"'s _ [syr:c - s:cry] F ( ds d"'-1 s ) 
dr",-Yk (r:c+ ryy')k+1 +Jk-1 r,s'dr'''''dr'''-1 ' (3.96) 

for some function 

( ds d"'-1 s ) 
1"'-1 r,s, dr"'" dr"'-1 ' k = 2,3, .... 

This leads to 

(3.97) 
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where 

and 

k = 2,3, .... 

[Note that F"-l ::f:. 0, 00 for k = 2,3, .... ] 
Thus it follows that in terms of canonical coordinates (r( x, Y), s( x, y)) 

the nth order ODE (3.88) can be written as an nth order ODE in solved 
form 

d!'s ( ds dn-ls) 
drn =F r,s'dr""'drn- l ' (3.98) 

for some function F (r, s, ~;, ... , ~~:~~ ). But ODE (3.98) admits the 
group 

r* = r, 

s* = s + f, 
(3.99a) 

(3.99b) 

Hence F is independent of s. Consequently ODE (3.88) reduces to (3.90), 
(3.91). 0 

Note that if 
z = </J(r; CI , C2 , ••• , Cn-I} 

is the general solution of (3.90) then the general solution of ODE (3.88) is 

where CI , C2 , ••. ,Cn are n essential constants of integration. Hence the 
invariance ofthe nth order ODE (3.88) under a one-parameter Lie group of 
transformations reduces (3.88) to an (n-1 )th order ODE plus a quadrature. 

3.3.2 REDUCTION OF ORDER BY DIFFERENTIAL 

INVARIANTS 

The nth order ODE 

:F(x, y, YI,"" Yn) = Yn - f(x, y, YI,'''' Yn-l) = 0 

admits the group (3.89a,b) if and only if 

X(n):F = 0 when :F = 0 

(3.100) 
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where X(n) is the nth extension of the infinitesimal generator X given by 
(3.89c). Hence it follows that :F is some function of the invariants 

(3.101) 

which satisfy 
Xu(z,y) = 0, 

(k) . OVk 
X Vk(X,Y,Yl, ... ,Yk)=O wIth -0 ;60, k=1,2, ... ,n. 

Yk 
Clearly for the nth extension of the group (3.89a,b), we have u· = u, 
vi = Vk, k = 1,2, ... ,n; Vk(X,Y,Yl, ... ,Yk) is a constant of integration of 
the characteristic equations 

dx dy dYl dYk 
e(x,y) - 1](x,y) - 1](l)(x,y,yt) = ... = 1](k)(x,Y,Yl, ... ,Yk) 

where 1](k) is given by (2.110), k = 1,2, ... , n. 
For any set of invariants (3.101) the ODE (3.100) becomes 

(3.102) 

for some function G( u, VI, V2, ... , Vn ). We now show that one can always 
choose the invariants (3.101), without the computation of a canonical coor
dinate 8(X, y), so that (3.102) becomes an (n -l)th order ODE. Moreover, 
the nth order ODE reduces to an (n - l)th order ODE plus a quadra
ture. [We have already accomplished this by using canonical coordinates 
(r(z, y), 8(X, y)) with u(x, y) = r(z, y) and 

dk 8 
Vk(X,Y,Yl,· .. ,Yk)= drk ' k=1,2, ... ,n.] 

In Section 3.2.4 we showed how to find explicit invariants u(x, y) and 
Vl(Z, Y, Yl) = v(x, Y, Yl) ofthe first extension X(1) corresponding to (3.89c). 
These were determined as constants of integration of the characteristic 
equations 

dx dy dYl 
e(x,y) = 1](x,y) = 1]x+(1]y-ex)Yl-ey(yt}2· 

(3.103) 

Recall that if we could determine u( X, y) explicitly then the computation 
ofv(X'Y'Yl) reduced to quadrature. 

Since u(x, y), v(x, Y, Yl) are invariants under the action of the kth ex
tended group of (3.89a,b), it follows that ~~ is a group invariant under the 
action of the (k + l)th extended group of (3.89a,b) since 

( dV)· dv· dv 
du = du· = du' 
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Continuing inductively, we see that 

dv d2v 

are invariants of the nth extended group of (3.89a,b). These invariants are 
called differential invariants of the nth extended group of (3.89a,b). More
over such differential invariants can be constructed for any choice of invari-

ants u(x,y), v(x,y,yd [;:;1 i= 0] of the first extended group of (3.89a,b). 
Then 

dv 

du 
= 

for some function g1(X, y, yd. Inductively one can show that 

dkv 

duk 

for some function gk(X, y, Y1, ... , Yk), Ie = 1,2, ... , n - 1. Consequently the 
invariants {Vk(X,Y,Y1, ... ,Yk)}, Ie = 2,3, ... ,n, are constructed as differ
ential invariants. Moreover it should be noted that 

where 

(au au) k 
ax + Y18y 

Ak(x, Y, yt} = 8v ' 

aY1 

Bk=-Akgk, 1e=1,2, ... ,n-1. 

[Note that Ale i= 0,00 for Ie = 1,2, ... , n -1.] 
Hence it follows that constructively, in terms of differential invariants, 

the reduced equation (3.102) is an (n - l)th order ODE 

dn - 1v ( dv dn - 2v) 
dun - 1 = H u, v, du'" . , dun - 2 ' (3.104) 
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( dv dn - 2v) 
for some function H u, v, du"'" dun - 2 • Moreover if 

is the general solution of (3.104) where Gll G2 , • •. ,Gn - 1 are arbitrary con
stants, then the solution of the nth order ODE (3.100) is found by solving 
the first order ODE 

which reduces to quadrature since it admits (3.89a,b). 

3.3.3 EXAMPLES OF REDUCTION OF ORDER 

(1) Second Order Linear Homogeneous Equation (Invariance Under Scal
ing) 

Consider the second order linear homogeneous ODE 

y' + p(x)y' + q(x)y = 0 

or, equivalently, 
Y2 + P(X)Yl + q(x)y = O. (3.105) 

ODE (3.105) admits the one-parameter (0:) Lie group oftransformations 

x* = x, 

y. = o:y. 

(3.106a) 

(3.106b) 

(i) Reduction of Order by Canonical Coordinates. Canonical coordinates 
corresponding to (3.106a,b) are 

Then 

so that 

Consequently 

r(x,y) = x, s(x,y) = logy. 

y" 

ds = y' 
dr y 

, ds 
y =y-. 

dr 

(3.107) 
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Now let z = ~;. Then the second order ODE (3.105) reduces to the first 
order ODE of Riccati type 

dz 2 
dr +z +p(r)z+q(r)=O. (3.108) 

Note that (3.107) is the Riccati transformation relating (3.108) and (3.105). 

(ii) Reduction of Order by Differential Invariants. It is obvious that in
variants of the first extension of (3.106a,b) are 

u(x,y) = x, v(x, y, Yl) = Yl. 
Y 

The corresponding differential invariant is 

Hence 
dv 2 

Y2 = Y du +yv . 

Consequently the second order ODE (3.105) reduces again to the Riccati 
equation 

dv 2 
du+V +p(u)V+q(u) =0. (3.109) 

If 
(3.110) 

is the general solution of (3.109), then it follows from Section 3.3.2 that 
the first order ODE 

admits (3.106a,b) which leads to its reduction to quadrature. In particular 

or 

dy 
- = ¢(x;Cddx 
Y 

y = c2eJ <{>(x;Ct)dx. 

(2) Second Order Linear Homogeneous Equation (Reduction of Order from 
Knowledge of a Particular Solution) 

Suppose Y = 1f;(x) is a particular solution of (3.105). Then the second order 
ODE (3.105) admits the one-parameter (t:) Lie group of transformations 

* x =x, (3.111a) 
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y* = y + €'Ip(x). (3.111b) 

(i) Reduction of Order by Canonical Coordinates. Canonical coordinates 
corresponding to (3.111a,b) are 

Then 

so that 

Hence 

y 
r(x, y) = x, s(z, y) = 'I/J(x)' 

ds 
y' = 'I/J(r) dr + s'I/J'(r). 

ds d2s 
y" = 2'I/J'(r) dr + 'I/J(r) dr2 + 'I/J"(r)s. 

Let z = ~~. Then (3.105) reduces to the first order linear ODE 

dz 
'I/J(r) dr + [2'I/J'(r) + p(r)'I/J(r))z = O. 

(ii) Reduction of Order by Differential Invariants. Clearly u(x,y) = x. 
The invariant v(x,y,yt) of the first extension of (3.111a,b) [e(x, y) = 0, 
7](x, y) = 'I/J(x)) is a constant of integration of the corresponding character
istic equations (3.103) which here become 

dx dy dYl 
0= 'I/J(x) = 'I/J'(x)' 

Hence 
'I/J'(x) 'I/J'(u) 

v(x,y,yd = Yl - Y 'I/J(x) = Yl - Y 'I/J(u)' 

Then 

dv _ _ 'I/J'(u) [('I/J'(U)) 2 _ 'I/J"(U)] 
du - Y2 Yl 'I/J(u) + Y 'I/J(u) 'I/J(u)' 

Consequently 
'I/J'( u) 

Yl = Y 'I/J( u) + v, 

dv 'I/J'(u) 'I/J"(u) 
Y2 = du + v 'I/J(u) + y 'I/J(u) . 

Hence ODE (3.105) reduces to 

dv ['I/J'(u) ] 
du + 'I/J(u) + p(u) v = O. (3.112) 
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If 
v=l/I(u;ct} (3.113) 

is the general solution of (3.112), then the first order ODE 

1/1' (x) 
v(x, y, Yl) = Yl - 1/I(x) Y = I/I(x; Ct} 

admits (3.111a,b) and accordingly can be reduced to quadrature. [See ex
ample (2) of Section 3.2.1.] 

(3) Blasius Equation 

The Blasius equation resulting from the Prandtl-Blasius problem for a flat 
plate [cf. Section 1.3.1] is 

or, equivalently, 

1 
Y'" + -Y Y" = 0, 

2 

1 
Y3 + -YY2 = O. 

2 
(3.114) 

It is easy to see that this third order ODE admits the two-parameter (ex, (3) 
Lie group of transformations 

1 
x"=-x+f3, 

ex 

Y· = exy. 

(3. 115a) 

(3. 115b) 

We treat (3.115a,b) as two one-parameter groups by considering the pa
rameters ex and f3 separately to reduce (3.114) to two different second order 
ODE's through the use of differential invariants. Reduction by canonical 
coordinates is left to Exercise 3.3-2. In Section 3.4.2 we will show how to 
reduce (3.114) directly to a first order ODE plus two quadratures from 
invariance under (3.115a,b). 

(i) Reduction of (3.114) from Invariance Under Sea lings (ex). Obvious 
invariants of the first extension of x· = ~x, Y" = exy, are 

u(x,y) = xy, v(x,y,yI) = y~. 
y 

Then ~; = y + XYI = y[l + uv]. Hence 

Y2 
d 2 2 dv du 
dx (y v) = 2YYl V + Y du dx 

y3 [2v2 + (1 + uv) ~:] , 
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and 

Thus ODE (3.114) reduces to the second order ODE 

2d2v (dv)2 (1) dv 3 2 (1 + uv) du2 + u(1 + uv) du + 8v + '2 (1 + uv) du + 6v + v = 0, 

plus a quadrature. In particular if 

is the general solution of (3.116), then the first order ODE 

Yl 
v = 2" = tfJ(xy;Cl ,C2) 

y 

(3.116) 

(3.117) 

(3.118) 

admits x" = ;x, y" = ay. Choosing canonical coordinates s = logy, 
r = xy, (3.118) becomes 

ds tfJ(r; Cl , C2) 
dr = r<jJ(r; Ct, C2) + l' 

Thus the general solution of the Blasius equation is 

where Cl , C2 , C3 are arbitrary constants. 
Note that the second order ODE (3.116) does not admit any obvious 

one-parameter Lie group of transformations. In particular the group corre
sponding to the parameter {3, namely, x* = x + {3, y* = y does not induce 
a group of point transformations admitted by (3.116). The reason for this 
will be explained in Section 3.4. 

(ii) Reduction of (3.114) from Invariance Under Translations ({3). Obvi
ous invariants of the first extension of x* = x + (3, y" = y, are 

u(x,y) = y, v(x,y,yt} = Yl. 

Then ~~ = Yl = v. Thus 

dv du dv 
Y2=--=V-, 

du dx du 
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plus a quadrature. In particular if 

is the general solution of (3.119), then the first order ODE 

v = Y1 = 'Ij;(y; C1, C2 ) 

(3.119) 

(3.120) 

(3.121) 

admits x* = x + f, y* = y. Consequently the general solution of (3.114a) 
is given by 

JII 'Ij;(Z;~, C2) = x + C3, 
where C!, C2 , C3 are arbitrary constants. 

Note that the second order ODE (3.119) admits the obvious one-parameter 
(a) group u* = au, v* = a2v. This group is induced by the invariance of 
(3.114) under y* = ay, x* = .;x. Thus (3.119) can be reduced to a first 
order ODE. Why this is possible will be explained in Section 3.4. 

3.3.4 DETERMINING EQUATIONS FOR INFINITESIMAL 

TRANSFORMATIONS OF AN nTH ORDER ODE 

From Theorem 3.1.1-1 we see that the nth order ODE 

(3.122) 

admits the one-parameter Lie group of transformations with infinitesimal 
generator 

a a x = e(x, y) ax + ,.,(x, y) ay 

if and only if 
x(n)[Yn - I(x, y, Y1,· .. ,Yn-dl = 0 

when Yn = I(X,Y,Y1, ... ,Yn-1), where 

x(n) = e(x, y) 00 + ,.,(x, y) 00 + ,.,(1)( x, y, yd 00 
x Y ~ 

+ ... +,.,(n)(X,Y,Y1, ... ,Yn)aa 
Yn 

(3.123) 

(3.124) 
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is the nth extended infinitesimal generator of (3.123). Recall that {TJ(k)(X, y, 
Yl, ... , Yk)} is given by (2.110) in terms of({(x, Y), TJ(x, y)). Then (3.124) 
becomes 

(n) [of of (1) of (n 1) of ] TJ - e- + TJ- + TJ - + ... + TJ - -- = 0 
ox oY OY1 OYn-1 

(3.125) 

when Yn = f(x,Y,Y1, ... ,Yn-1). 
From Theorem 2.3.2-2 it follows that if f(x, y, Y1, ... , Yn-t} is a polyno

mial in Y1, Y2, . .. ,Yn-l, then (3.125) is a polynomial equation in Y1, Y2, ... , 
Yn-1 whose coefficients are linear homogeneous in (e(x,y), TJ(x,y)) and 
their partial derivatives up to nth order. Since for any nth order ODE 
(3.122) we can assign arbitrary values to each of y, Yl, Y2, ... , Yn-1 at any 
fixed point x, it follows that the coefficient of each polynomial term in 
(3.125) must vanish. This leads to a system of linear homogeneous partial 
differential equations for (e(x, Y), TJ(x, y)). This linear system defines the 
set of determining equations for the infinitesimals admitted by the nth or
der ODE (3.122). This set is overdetermined if n ~ 2 since the number of 
determining equations exceeds two (the number of unknowns e and TJ). 

If f(x, y, Yl, ... ,Yn-1) is not a polynomial in Y1, Y2, ... ,Yn-l, we can still 
derive a corresponding set of determining equations from (3.125) based on 
the independence of the variables Yl, Y2, ... , Yn-1 in (3.125). 

One can show that a second order ODE admits at most an eight-parameter 
Lie group of transformations; an nth order ODE (n > 2) admits at most an 
(n+4)-parameter Lie group of transformations [cf. Lie (1893, pp. 296-298), 
Dickson (1924), Ovsiannikov (1982)]. 

We state some theorems on the forms of infinitesimal generators which 
can be admitted by ODE's. These theorems cover many ODE's arising in 
applications and significantly simplify the tedious work involved in setting 
up and solving the determining equations for the infinitesimals (e(x, Y), 
TJ(x,y)). They are concerned with the dependence of(e(x,y), TJ(x,y)) on y. 

Theorem 3.3.4-1. Consider an nth order ODE, n ~ 3, of the form 

Yn = g(x, y, Yt}Yn-l + h(x, y, Yl,···, Yn-2). (3.126) 

If (3.126) admits infinitesimal generator (3.123), then 

Theorem 3.3.4-2. Consider an nth order ODE, n ~ 3, of the form 

Yn = g(x, Y)Yn-1 + h(x, y, Yl,···, Yn-2). (3.127) 

If (3.127) admits infinitesimal generator (3.123), then 

ey = 0, TJyy = o. 
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Theorem 3.3.4-3. Consider a second order ODE of the form 

Y2 = g(X, Y)Yl + h(x, y). (3.128) 

If (3.128) admits infinitesimal generator (3.123) with ey = 0, then 

'7yy = o. 

Theorems 3.3.4-1,2,3 are proved in BIuman (1989). 
Consider two examples: 

(1) The Lie Group of Transformations Acting on m? Which Maps Straight 
Lines into Straight Lines 

This is the Lie group of transformations admitted by the second order ODE 

Y2 = o. 

The invariance criterion is 

'7(2) = 0 when Y2 = 0, 

where '7(2) is given by (2.112), i.e., (e(x,y), '7(x,y» satisfy 

'71C1C + [2'7ICY - elClC]Yl + ['7yy - 2elCy](Yl)2 - eyy (yt}3 = o. 

(3.129) 

(3.130) 

Equation (3.130) is a polynomial equation of degree three in Yl. Equating 
to zero the coefficients of each polynomial term in (3.130), we obtain the 
set of determining equations 

From (3.131a,b) we get 

Then (3.131c,d) lead to 

eyy = 0, 

'71C1C = 0, 

'7yy - 2eICY = 0, 

en - 2'7ICY = o. 

e = a(x)y + b(x), 

'7 = c(y)x + d(y). 

xc"(y) + d"(y) - 2a'(x) = 0, 

ya"(x) + b"(x) - 2c'(y) = o. 

(3.l3la) 

(3.l3lb) 

(3.l3lc) 

(3.l31d) 

(3.l32a) 

(3.l32b) 

Taking ! of (3.l32a) and : of (3.l32b), we see that c"(Y) = a"(x) = O. 
This leads to the eight-pa.ra~eter Lie group of projective transformations 
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(2.179a,b) admitted by (3.126) since the solution of the set of determining 
equations (3.131a-d) is 

7] = (}:l XY + (}:2y2 + (}:6X + (}:7Y + (}:8, 

where (}:t. (}:2, ••• ,(}:8 are arbitrary constants. 

(2) Blasius Equation 

The invariance criterion for the Blasius equation 

1 
Y3 + 2YY2 = ° 

1S 

(3.133) 

7](3) + !Y27] + !Y7](2) = ° when Y3 = --21 YY2, (3.134) 
2 2 

where TJ(2) , 7](3) are given by (2.112), (2.113). Then (3.134) is the polynomial 
equation 

[TJ:Z;:Z;:Z; + ~YTJ:Z;:Z;] + [3TJ:Z;:Z;y - e:z;:z;:z; + Y7]:z;y - ~ye:z;:z; ] Y1 

+ [3 TJ:Z;yy - 3e:z;:z;y + ~Y7]yy - ye:z;y] (Y1)2 - [7]yyy - 3e:z;yy - ~yeyy] (Y1)3 

- eyyy (yt}4 + [37]:Z;y - 3e:z;:z; + ~1K:z; + ~7]] Y2 

+ [37]yy - 9€:z;y + ~yey] Y1Y2 - 6eYY (Y1)2Y2 - 3€y(Y2)2 = 0. (3.135) 

The resulting set of determining equations for (e(x, Y), 7](x, y)) is: 

1 
TJ:z;:z;:z; + 2 YTJ:z;:z; = 0, 

1 
37]:z;:z;y - e:z;:z;:z; + Y'f/:z;y - 2yen = 0, 

1 
3'f/:z;yy - 3e:z;:z;y + 2Y'f/yy - ye:z;y = 0, 

1 
3€:z;:z;y + 2 Y€yy - 7]yyy = 0, 

eyyy =0, 

1 1 
3TJ:z;y - 3e:z;:z; + 2ye:z; + 27] = 0, 

(3.136a) 

(3.136b) 

(3.136c) 

(3.136d) 

(3.136e) 

(3.136f) 
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1 
37]yy - 9~xy + 2Y~y = 0, 

~yy = 0, 

~y = 0. 

(3.136g) 

(3.136h) 

(3.136i) 

Immediately one sees that if (3.136i) is satisfied [~ = e(x)] then so are 
(3.136h,e), and (3.136g) leads to 

7]yy = 0, (3.137) 

so that (3.136c,d) are also satisfied. Taking ~ of (3.136b) and 8~~ of 
(3.136f), we are led to 

7]xy = ('{x) = 0. 

Moreover (3.136b) is satisfied. Then 

e = a + (3x, 

7] = ry + a(x). 

(3.138) 

(3.139a) 

(3.139b) 

Equation (3.136f) leads to a(x) = 0, r = -{3. No further restrictions 
arise from (3.136a). Hence the Blasius equation (3.133) only admits a two
parameter Lie group of transformations corresponding to the infinitesimals 

~ = a+{3x, 

7] = -{3y, 

where a, {3 are arbitrary constants. 

(3.140a) 

(3.140b) 

If we use Theorem 3.3.4-2 the computations for finding (e(x, y), 7](x, y» 
simplify significantly. Since ODE (3.133) is of the form (3.127) it immedi
ately follows that ey = 0, 7]yy = 0. Hence the set of determining equations 
resulting from (3.135) reduces to (3.136a,b,f). 

3.3.5 DETERMINATION OF nTH ORDER ODE's INVARIANT 

UNDER A GIVEN GROUP 

Now we consider the problem of finding all nth order ODE's which admit 
a given one-parameter Lie group of transformations. This is accomplished 
by a simple extension of the procedure outlined in Section 3.2.4 for first 
order ODE's using either canonical coordinates or differential invariants. 

Suppose (3.122) admits a given one-parameter Lie group of transforma
tions with infinitesimal generator (3.123). We may proceed in two ways: 

(i) Method of Canonical Coordinates. Corresponding to (3.123) we com
pute canonical coordinates (r(x, y), s(x, y» satisfying Xr = 0, Xs = 1, so 
that the group admitted by (3.122) is now 

r* = r, s* = s + f. (3.141) 
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Then invariants under (3.141) are 

dks 
k = 1,2, ... ,n. 
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These invariants can be expressed in terms of z, Y, y', ... , y<n) through 
(3.92), (3.96). Consequently the most general nth order ODE, written in 
solved form, which admits (3.123), is given by 

dns (dS d2s dn-1S) 
drn = G r, dr' dr2"'" drn- 1 (3.142) 

where 

( 
ds d2s dn-1s) 

G r'dr'dr2""'drn- 1 

is an arbitrary function of its arguments. Note that ODE (3.142) is an 
(n - 1 )th order ODE for ~;. 

(ii) Method of Differential Invariants. Here we first find invariants u( z, y), 
v(z, y, yd as we did for first order ODE's. Then we compute differential 
invariants 

duk ' 
k= 1,2, ... ,n-1, 

which can be expressed in terms of z, y, Yl , ... , Yn as indicated in Section 
3.3.2. Consequently the most general nth order ODE (in solved form) which 
admits (3.123) can be written in the form 

dn-1v ( dv dn- 2v) 
dun-1 = H u,v, du"'" dun- 2 (3.143) 

where 

( dv dn- 2v) 
H u,v'du""'dun- 2 

is an arbitrary function of its arguments. Note that ODE (3.143) is an 
(n - 1)th order ODE for v. 

If one wishes to find the most general nth order ODE which admits a 
particular scaling group it is simpler to directly compute n + 1 invariants 
which respectively depend on (z,y), (z,Y,Yd, ... , (Z,Y,Yl, ... ,Yn)' The 
disadvantage of the direct approach is that reduction of order from n to 
n - 1 is not automatic as is the case when the most general nth order ODE 
is obtained through canonical coordinates or differential invariants. 

As an example we use these methods to find the most general second 
order ODE which admits the scaling group (3. 75a,b). The reader is referred 
to the calculations in Section 3.2.4 where we found the most general first 
order ODE which admits (3.75a,b). 
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(1) Method of Canonical Coordinates 

Canonical coordinates are 

r = J!.., S = log y; 
x 

ds y' 
dr = ry' - r2 ; 

r2yy" 2ry' _ (yl)2 
~-=~7 + """"'::'-----'-':-:-:'-::-
(ry' - r2)3 (ry' - r2)2 

r2yy" 2ry' (dS) 2 
----'-....:.......,--=- + - -
(ry' - r2 )3 (ryl - r2)2 dr 

Hence the most general second order ODE which admits (3. 75a,b) is given 
by 

y" = 2(xy' - y)y' + (xy' - y)3 G (J!.., X 2y' ) 
xy x4 X xyy' _ y2 

(3.144) 

where G is an arbitrary function of its arguments. 

(2) Method of Differential Invariants 

From (3.77) we see that u = ;, v = y I. Then ~~ = :y~~~. Consequently 
the most general second order ODE which admits (3. 75a,b) is given by 

" xy' - YH (Y ') y = -,v 
x 2 X 

(3.145) 

where H is an arbitrary function of its arguments. Of course (3.144) and 
(3.145) must yield the same general second order ODE! In comparing 
(3.145) and (3.144) note that 

X 2y' y' 
xyy' _ y2 - (;) y' _ (;)2' 

(3) Direct Approach 

Obvious invariants of the scaling group (3.75a,b) are ;, y', yy". Hence the 
most general second order ODE which admits (3. 75a,b) is given by 

" 1 I (Y ') Y = - -,v 
y x 

(3.146) 

where I is an arbitrary function of its arguments. In comparing (3.145) and 
(3.146) note that 
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Exercises 3.3 

1. Let y = 4>(x) be a particular solution of the second order linear 
nonhomogeneous ODE 

y" + p(x)y' + q(x)y = g(x). (3.147) 

(a) Find a one-parameter Lie group of transformations admitted by 
(3.147). 

(b) Use canonical coordinates to reduce (3.147) to a first order ODE 
plus a quadrature. 

(c) Use differential invariants to reduce (3.147) to a first order ODE 
plus a quadrature. 

2. The third order Blasius equation (3.114) admits the two-parameter 
(a, f3) Lie group of transformations (3.115a,b). 

(a) Use canonical coordinates associated with parameter f3 to reduce 
(3.114) to a second order ODE. 

(b) Find a symmetry of this second order ODE. How is this sym
metry related to the parameter a of (3.115a,b)? 

( c) Find canonical coordinates for the symmetry of (b). Conse
quently reduce the Blasius equation to a first order ODE plus 
two quadratures. 

3. Find the Lie group of transformations admitted by the ODE 

y" = a(y')N 

where a = const and N is a fixed integer; N = 1,2,3, .... Investigate 
further the cases N = 1,2,3. Compare these cases with the group 
admitted by y" = O. [For related ODE's see Aguirre and Krause 
(1985).] 

4. Consider the ODE 

d ( dY) dy 2- K(y)- + x- = 0 
dx dx dx 

which arises from studying the nonlinear diffusion equation. 

(a) Find an admitted Lie group of transformations when 

(3.148) 

(i) K(y) = ,x(y + "')" where ,x, "', v are arbitrary constants; 
(ii) K(y) = ,xe"Y where ,x, v are arbitrary constants. 

(b) Find all K(y) for which (3.148) admits a Lie group oftransfor
mations. 
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5. Consider the ODE 

K(y')y" + xy' - y = O. (3.149) 

(a) Find a Lie group of transformations admitted by (3.149) when 

(i) K(y') = (y,); + 1; 

(ii) K(y') = ('); exp[>. arc~n y'] where>. = const. 
y +1 

(b) Solve (3.149) when K(y') = (); . 
y' + 1 

6. Find the Lie group of transformations admitted by the family of 
curves y = p( x) where p( x) is an arbitrary polynomial of degree 
n. 

7. Find the most general second order ODE which admits the scaling 
group x* = ax, y* = aky, k fixed. Reduce the ODE to a first order 
ODE plus a quadrature. 

8. (a) Find the most general second order ODE which admits the ro
tation group. 

(b) Interpret your answer geometrically. 

(c) Find the general solution of the ODE 

(x 2 + y2)y" + 2(y - xy')(1 + (y')2) = O. 

3.4 Invariance of ODE's Under Multi-Parameter 
Groups 

Now we consider the invariance of an nth order ODE under an r-parameter 
Lie group of transformations, 2 ~ r ~ n.lfthe corresponding r-dimensional 
Lie algebra is solvable [cf. Section 2.4.4] then we will show that the given 
nth order ODE can be reduced to an (n - r)th order ODE plus r quadra
tures. Theorem 2.4.2-2 showed that any two-dimensional Lie algebra is solv
able. It turns out that every even-dimensional (r = 2m for some integer 
m) Lie algebra acting on lRn contains a two-dimensional subalgebra. [Cf. 
Cohen (1911, p. 150), Dickson (1924). Both of these authors erroneously 
claim that this is true for any real Lie algebra acting on lRn. Their proofs 
only hold for complex Lie algebras or real Lie algebras of even dimension. 
It is easy to show that the three-dimensional Lie algebra acting on lR3 , 

corresponding to the rotation group acting on lR3 , is not solvable.] By con
structing all possible Lie algebras acting on IR?, Lie (1893, pp. 292-362) 
[see also Campbell (1903, Chap. XXI, XXII)] implicitly showed that every 
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r-dimensional Lie algebra acting on R? has a two-dimensional sub algebra. 
Since ~(x,y):x + 1J(x,y)~ acts on R?, it follows that if an r-parameter 
Lie group is admitted by an nth order ODE, 2 ~ r ~ n, then the order of 
the ODE can be reduced by at least two. 

3.4.1 INVARIANCE OF A SECOND ORDER ODE UNDER A 

TWO-PARAMETER GROUP 

We show that if a second order ODE 

y" = f(x, y, y') (3.150) 

admits a two-parameter Lie group of transformations, then one can con
struct the general solution of (3.150) through a requction to two quadra
tures. 

Let Xl. X2 be basis generators of the Lie algebra of the given two
parameter Lie group of transformations and let X~k) denote the kth ex
tended infinitesimal generator of Xi, i = 1,2. From Theorem 2.4.4-2, with
out loss of generality, we can assume that 

[Xl, X2] = AXl for some constant A. 

Let u(x,y), v(X,y,Yl) be invariants ofX~2) such that 

X1u = 0, Xl1)v = o. 

(3.151) 

Then the differential invariant ~~ satisfies the equation [cf. Section 3.3.2] 

and hence (3.150) reduces to 

X(2)dv - 0 
1 du - , 

dv 
- = H(u, v) 
du 

(3.152) 

for some function H(u, v). [Note that !v :I 0.] From the commutation 
UYl 

relation (3.151) it follows that 

X1X2U = X2X1U + AXIU = o. 
Hence 

(3.153a) 

for some function a(u). 
Similarly from Theorem 2.4.4-2 it follows that 

X(l)X(l) - 0 X(2)X(2)dv - 0 
1 2 V -, 1 2 du - . 
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Hence 
(3.153b) 

for some function f3(u, v). Since (3.150) admits X2 it follows that 

(2) (dV ) dv X2 du - H(u, v) = 0 when du = H(u, v). 

From (3.153a,b) it follows that in terms of (u, v) coordinates X~I) becomes 

(I) a a 
X2 =a(u)au +f3(u,v)av' 

and that this infinitesimal generator is admitted by (3.152). Let canonical 
coordinates (R(u, v), S(u, v» be such that 

X~I)R= 0, 

X~I)S = 1. 

Then (R(u,v),S(u,v» satisfy 

aR aR 
a(u) au + f3(u, v) av = 0, 

as as 
a(u) au +f3(u,v)av = 1. 

Thus the one-parameter Lie group of transformations 

R* =R, 

S* = S+ €, 

is admitted by (3.152). Hence (3.152) reduces to 

dS = I(R) 
dR 

for some function I(R). Then (3.155) integrates out to 

JR(U'V) 
S(u,v) = I(R)dR+C1, 

where C1 is an arbitrary constant. The differential equation 

JR( u(~,y),v(~,y,y/» 

S(u(x, y), v(x, y, y'» = I(R)dR + CI 

(3.154a) 

(3.154b) 

(3.155) 

(3.156) 

admits Xl and hence reduces to quadrature by the method of canonical 
coordinates after one determines (,.( x, y), s( x, y» such that 

Xlr = 0, XIS = 1. 
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Consequently any second order ODE which admits a two-parameter Lie 
group of transformations reduces completely to quadratures. 

As an example consider the second order linear nonhomogeneous ODE 

y' + p(x)y' + q(x)y = g(x). (3.157) 

Let z = tPl (x), z = tP2( x), be linearly independent solutions of the corre
sponding homogeneous equation 

z" + p(x)z' + q(x)z = O. (3.158) 

Then (3.157) admits the two-parameter (t1' (2) Lie group of transforma
tions 

x* = x, 

y* = y + t1tPl(X) + t2tP2(X). 

The corresponding infinitesimal generators are 

with [Xl, X2] = O. Then 

(1) {), {) 
Xi = tP;(x)-{) + tP;(x)-{) , i = 1,2; 

Y Y1 

u = x, 
y' Y 

V = tPi (x) - tP 1 (x) ; 

X 2u = X 2x = 0, X(1)v = tP~(x) _ tP2(X) = W(x) 
2 tPi(x) tP1(X) tP1(x)tPi(x) 

(3.159a) 

(3.159b) 

where W(x) is the Wronskian W(x) = tP1tP~ - tP2tPi. Now in terms of x and 
v, 

X(1) _ W(x) ~ 
2 - tP1(X)tPi(X) {)v' 

Canonical coordinates (R( x, v), S( x, v)) satisfy 

and hence 

R=x, 

S = VtP1 tP'l . 
W 

Consequently, by a simple calculation, 

dS g(X)tP1(X) 
dx W(x) , 
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so that 
s = y'¢l - y¢~ = / g¢l d:x + CI, 

W W (3.160) 

where CI is an arbitrary constant. 
By construction the first order ODE (3.160) admits Xl = ¢1(:X)~. In 

terms of canonical coordinates r =:x, s = ~, (3.160) reduces to 

ds W [/ g¢l ] 
d:x = (¢r)2 W d:x + CI . (3.161) 

But (:)2 = (f)'. Hence 

Thus 
s = CI ¢2 + ¢2 / g¢l d:x - / g¢2 d:x + C2 

¢l ¢l W W 
which leads to the familiar general solution 

(3.162) 

of (3.157) (derived by variation of parameters in standard textbooks). 

3.4.2 INVARIANCE OF AN nTH ORDER ODE UNDER A 

TWO-PARAMETER GROUP 

Now consider the nth order ODE 

Yn = !(:x, y, YI,· .. , Yn-r), (3.163) 

n ~ 3, assumed to be invariant under a two-parameter Lie group of trans
formations with infinitesimal generators Xl, X2 such that [Xl, X2] = AXI 
for some constant A. 

As in Section 3.4.1 let u(:x, V), v(:x, y, YI) be invariants of xi2). Then 

xi2)v = 0 where v = ~~, and (3.163) reduces to 

dn-Iv ( dv dn- 2v) 
dun-l = H u,V, du'···' dun- 2 

(3.164) 

for some function 

( dv dn- 2v) 
H u, v, du' ... , dun- 2 • 

• [(k) (k)] (k) . Smce Xl ,X2 = AX I ,k = 1,2, ... , It follows that 
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X~l)V = f3(u,v), 

X(2) . ( .) 2 V = r u,v, v , 

for some functions a( u), f3( u, v), r( u, v, v). Then X~l) = a( u) :u +f3( u, v)! ' 
with first extension given by 

(2) _ {) {) . {) 
X2 - a(u){)u + f3(u,v) {)v +r(u,v,v){)v' 

is admitted by (3.164). [Note that ~ -# O. Why?] Let U(u,v), V(u,v,v) 
be such that 

Then 

X~l)U = 0, X~2)V = O. 

X(3)dV - 0 
2 dU - . 

Consequently (3.164), and hence (3.163), reduces to 

dn- 2V ( dV dn- 3V) 
dUn-2 = I U, V, dU' ... , dUn-3 

. ( dV d"-3V) for some functIOn I U, V, dU ' ... 'dU,,-3 . If 

V = </J(U;Cl ,C2, ... , Cn- 2) 

is the general solution of (3.165), then the first order ODE 

V (u,v, ~:) = </J(U(u, v);Cl ,C2, ... , Cn- 2) 

(3.165) 

(3.166) 

admits X~l) = a(u):' + f3( u, v) tv' Hence (3.166) reduces to quadrature 

But the first order ODE 

(3.167) 

admits Xl. Thus (3.167) reduces to quadrature which leads to the general 
solution of (3.163). 

Hence we have shown that if an nth order ODE (n ~ 3) admits a two
parameter Lie group of transformations then it can be reduced constructively 
to an (n - 2)th order ODE plus two quadratures. Note that the order of 
using the operators Xl and X 2 is crucial if A -# O. 

As an example we again consider the Blasius equation 

1 
y'" + -yy" = 0 

2 
(3.168) 
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which admits the two-parameter Lie group of transformations with in
finitesimal generators [cf. (3.140a,b)] 

Then 

a a 
X2 = z- -y-. az ay 

Invariants of X~2) are 

It follows that 

U = y, 
. dv Y2 
v= - =-. 

du Yl 

x2u = -Y = -Uj X~l)v = -2Yl = -2vj 

X~2)V = _ Y2 = -v. 
Yl 

Without loss of generality we set 

(2) a a. a x =u-+2v-+v-. 
2 au av av 

Then 
X~l)U(U, v) = 0 leads to 

and 
(2) ( .) I d V X2 V U, v, v = 0 ea s to V = -. 

U 

Then the third order Blasius equation (3.168) yields 

dV 

dU 
= 

d (:;) 

d(,) 
y2Y1Y3 - y2(Y2)2 - Y(Yl)2 Y2 

Y(Yl)2Y2 - 2(Yl)4 

ty3Y1Y2 + y2(Y2)2 + Y(Yd2Y2 
2(Yl)4 - Y(Yl)2Y2 

which in terms of U and V becomes the first order ODE 

dV = V [t + V + U] 
dU U 2U - V . 

(3.169) 
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If V = ¢(U; C1) is the general solution of (3.169) then the first order 
ODE 

i; = dv = u¢ (~;C1) 
du u2 

(3.170) 

admits X~ 1) = u:u + 2v :v . In terms of corresponding canonical coordinates 
s = log v, r = ::~, (3.170) becomes 

ds ¢(r; C1) 

dr = r[¢(r; Cd - 2r]" 
(3.171) 

This leads to the quadrature 

[J r ¢(p; C1) ] 
v = C2 exp p[¢(p; Cd _ 2p] dp , (3.172) 

where v = Y1, r = ,.. In principle (3.172) can be expressed in a solved 
form 

Y1 = '!f;(y; C1, C2) 

which admits Xl = ~, and hence reduces to quadrature 

J dy 
'!f;(y;C1 ,C2) = x + C3 . 

(3.173) 

Equation (3.173) represents a general solution of the Blasius equation. 

3.4.3 INVARIANCE OF AN nTH ORDER ODE UNDER AN 

r-PARAMETER LIE GROUP WITH A SOLVABLE LIE 
ALGEBRA 

If an r-parameter Lie group (r ~ 3) is admitted by an nth order ODE 
(n ~ r) it does not always follow that we can have a reduction to an 
(n - r)th order ODE plus r quadratures. We show that such a reduction is 
always possible if the Lie algebra cr, formed by the infinitesimal generators 
of the group, is a solvable Lie algebra [cf. Section 2.4.4]. Then.cr has a basis 
set {Xl, X2 ... , Xr } satisfying commutation relations of the form 

j-1 

[Xi,Xj]=LC~Xk, 1~i<j, j=2, ... ,r (3.174) 
k=1 

for some real structure constants {C~} [see Exercise 3.4-7]. For the same 
constants {C~} the corresponding mth extended infinitesimal generators 

{X~m)} satisfy 

j-1 

[X~m), X;m)] = L C~X~m), 1 ~ i < j, j = 2, ... , r. (3.175) 
k=l 
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Now consider the nth order ODE 

Yn = Fn(x, Y, Yl, . " , Yn-d, (3.176) 

where Fn is a given function of its arguments. We assume that (3.176) 
admits an r-parameter Lie group of transformations (3 :::; r :::; n) whose 
infinitesimal generators form a solvable Lie algebra. Without loss of gener
ality we can assume that the infinitesimal generators {X;}, i = 1,2, ... , r, 
satisfy (3.174). 

Let X(l)(X,y), Y(l)(X, Y, yd be such that 

Then 

Let 

X(k+l)dkY(l) _ 0 
1 k - , 

dX(I) 

(1) 
Xl Y(l) = O. 

k=I,2, ... ,n-1. 

dk Y(1) 
Y(l)k = dk' k = 1,2, ... ,n-1. 

X(l) 

In terms of the invariants X(I), Y(l), and the differential invariants {Y(1)d, 

k = 1,2, ... ,n-l, ofxin ), ODE (3.176) reduces to the (n-l)th order 
ODE 

Y(l)n-l = Fn-l(x(l), Y(l), Y(l)l, ... , Y(1)n-2), 

for some function Fn - l of the indicated invariants of X~n). 
From (3.174), (3.175) it follows that 

X2 X(1) 

X~l)Y(l) 
(2) 

X2 Y(l)l 

al(X(1», 

= /31 (X(l), Yell), 

11 (X(l), Y(l), Y(l)l), 

for some functions aI, /31, 11 of the indicated arguments. Hence 

with first extension given by 

is admitted by (3.177). 
Let X(2)(X(1), Yell), Y(2)(X(1), Y(l), Y(l)d be such that 

X~1)X(2) = 0, X~2)Y(2) = O. 

(3.177) 

(3.178) 
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Then 

Let 

X(2+k) dkY(2) - 0 
2 k - , 

dX(2) 
k = 1,2, ... ,n-2. 

dkY(2) 
Y(2)k = -d k ' k = 1,2, ... , n - 2. 

x(2) 
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In terms of the invariants X(2), Y(2), {Y(2)d, k = 1,2, ... , n - 2, of X~n) 
(which are also invariants of X~n»), ODE (3.177), and hence ODE (3.176), 
reduces to the (n - 2)th order ODE 

Y(2)n-2 = Fn - 2(x(2), Y(2), Y(2)1, ... , Y(2)n-3), 

for some function Fn - 2 of invariants of X~n), X~n). 
From (3.174), (3.175) it follows that 

Then (3.180a) leads to 

XP)X~1)X(2) = 0, 

X~1)X~1)X(2) = o. 

X~1)X(2) = A(x(1), Y(l»), 

for some function A(x(1), Y(l»). From (3.180b), 

(1) ( ) X2 A X(l)' Y(l) = O. 

Then (3.178) leads to 

X~1)X(2) = A(X(l), Y(l») = 0'2(X(2»), 

for some function 0'2(X(2»). Similarly 

f32(X(2), Y(2»), 

72 (X(2), Y(2), Y(2)1), 

for some functions f32, 72 of the indicated arguments. Hence 

with first extension given by 

(3) (2) ( ) 8 
X3 = X3 + 72 X(2)' Y(2) , Y(2)1 -8--' 

Y(2)1 

(3.179) 

(3.180a) 

(3.180b) 

(3.181) 

(3.182) 
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is admitted by (3.179). 
Then let X(3)(X(2), Y(2») , Y(3)(X(2), Y(2), Y(2)l) be such that 

Consequently 

Let 

X~2)X(3) = 0, X~3)Y(3) = o. 

X(3+k) dkY(3) _ 0 
3 k - , 

dX(3) 
k = 1,2, ... ,n - 3. 

dkY(3) 
Y(3)k = -d k ' k= 1,2, ... ,n-3. 

x(3) 

(3.183) 

In terms of the invariants X(3), Y(3) , {Y(3)k}, k = 1,2, ... , n - 3, of X~n) 
(which are also invariants of X~n), X~n»), ODE (3.179), and hence ODE 
(3.176), reduces to the (n - 3)th order ODE 

Y(3)n-3 = F n - 3(X(3) , Y(3) , Y(3)1o •.. ,Y(3)n-4), 

for some function Fn - 3 of the indicated invariants. 
Continue inductively and suppose for q = 3, ... ,m, m < r, 

are such that 

x~q-l)X(q) = 0, 

X(q+k) dkY(q) - 0 
P d k - , 

x(q) 

x~q)Y(q) = 0, p = 1,2, ... , q, 

k = 1,2, ... , n - q for 1 ~ p ~ q, 

(3.184) 

• dku 
WIth Y(q)k = d:ct:~l, k = 1,2, ... , n - q, so that the nth order ODE (3.176) 

reduces to the (n - m)th order ODE 

Y(m)n-m = Fn-m(x(m), Y(m) , Y(m)l,"" Y(m)n-m-d (3.185) 

r f t' F. f' . t f X(n) X(n) X(n) X(n) lor some unc Ion n-m 0 mvanan so m' m-l"'" 2 , 1 . 

To go from step m to step m + 1 we proceed as follows: 
From (3.175) it follows that 

X (m-l)X(m-l) O· 1 2 
j m+l X(m) = , J = , , ... , m. 

X(m-l) A ( ) 
m+1 X(m) = 1 X(I)' Y(l), Y(l)l,' .. ,Y(l)m-2 



3.4. Invariance of ODE's Under Multi-Parameter Groups 139 

for some function Al of the invariants of X~m-I)j X~m-I)X~+ll)X(m) = 0 
leads to 

Al = A 2(X(2), Y(2), Y(2)1,···, Y(2)m-a) 

for some function A2 of the invariants of X~m-I), X~m-I)j 
X(m-I)X(m-l) x( ) - 0 leads to 

I. m+1 m-

Al = AI. (X(l) , Y(l) , Y(l)I'· .. ,Y(l)m-l-d 

for some function At of the invariants of X~m-I), X~~~I), ... ,X~m-I), 
1 $l $ m - 2. Then the equation X~m_11)X~+11)X(m) = 0 leads to 

Al = Am-l(x(m-I),Y(m-I» 

£, f t · A ( ) f h· . t fX(m-l) X(m-I) orsome unClon m-I X(m-l),Y(m-l) 0 t emvananso m-I' m-2 , 
X(m-l) fi 11 X(m-l)X(m-l) Old t 

•.. , 1 j na y m m+1 X(m) = ea s 0 

X(m-l) A () m+1 X(m) = I = am X(m) 

for some function am(x(m». 
Similarly one can show that 

X~~lY(m) = 
X(m+1) 

m+1 Y(m)1 

f3m(X(m), Y(m», 

Im(X(m), Y(m) , Y(m)d, 

for some functions f3m, 1m of the indicated arguments. Hence 

with first extension given by 

X(m+1) X(m) ( ) 8 
m+l = m+1 + 1m X(m)' Y(m) , Y(m)1 -8--' 

Y(m)1 

is admitted by (3.185) since ODE (3.176) admits Xm+1. Now let 
X(m+1)(X(m) , Y(m», Y(m+1)(X(m), Y(m)' Y(m)d be such that 

Then 

Let 

X(m) 0 
m+l X(m+1) = , 

(m+1) 
Xm +1 Y(m+1) = O. 

k = 1,2, ... , n - m - 1. 

dkY(m+l) 
Y(m+l)k = d k ,k = 1,2, ... , n - m - 1. 

x(m+1) 
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In terms of the invariants X(m+l), Y(m+l), {Y(m+1)d, k = 1,2, ... , n-m-l, 
of X~~l (which are also invariants of xin), X~n\ ... , X~»), ODE (3.185), 
and hence ODE (3.176), reduces to the (n - m - l)th order ODE 

Y(m+1)n-m-l = Fn-m-l(X(m+l), Y(m+l), Y(m+l)l, ... , Y(m+l)n-m-2), 

for some function Fn - m - I of invariants of X~~I' 
Finally two cases are distinguished: 

(3.186) 

Case I (3 ~ r < n). Here ODE (3.176) reduces to an (n - r)th order ODE 

(3.187) 

for some function Fn-r of invariants of X~n) plus r quadratures. The quadra
tures arise as follows: 

Suppose 
VCr) = <Pr(X(r);CI ,C2"" ,Cn - r ) 

is the general solution of (3.187). Then the first order ODE 

VCr) (X(r-l), Y(r-l), Y(r-I)I) = <Pr(X(r)( X(r-I), Y(r-I»); CI , C 2, ... , C n - r ) 

admits 

(r-I) ( ) {) f3 ( ) {) 
Xr = C¥r-l X(r-l) {) + r-l X(r-l), Y(r-l) {) 

X(r-I) Y(r-I) 

which leads to a quadrature 

for some function <Pr-I of the indicated arguments. Continuing inductively, 
assume we have obtained 

Y(k) = <pk(X(k); Cb C2, ... , Cn - k ). 

Then the first order ODE 

admits 

which leads to quadratures 
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for some functions tPk-l of the indicated arguments, k = r, r - 1, ... ,1 
[Y(O) = y]. 

Case II (3 ~ r = n). Here ODE (3.176) reduces to a first order ODE 

(3.188) 

for some function Fl of the invariants X(n-l), Y(n-l) of X~ll plus n - 1 
quadratures which are obtained as demonstrated for Case I. The first order 
ODE (3.188) reduces to quadrature since (3.188) admits 

X(n-l) ( ) 8 (.l ( ) 8 
n = Qn-l X(n-l) 8 + I-'n-l X(n-l), Y(n-l) 8 . 

X(n-l) Y(n-l) 

Thus the solution of ODE (3.176) is reduced to n quadratures. 
Note that in reducing an nth order ODE to an (n - r)th order ODE 

plus r quadratures from invariance under an r-parameter Lie group whose 
infinitesimal generators form an r-dimensional solvable Lie algebra, one 
does not need to determine the intermediate ODE's of orders n - 1, n -
2, ... , n - r + 2; in Case lone does not need to determine the intermediate 
ODE of order n - r + 1. 

As an example consider the fourth order ODE 

(3.189) 

which arises in studying the group properties of the linear wave equation in 
an inhomogeneous medium [see Section 4.3.4]. The ODE (3.189) obviously 
admits the three-parameter (a, b, c) Lie group of transformations 

X* = ax + b, (3.190) 

Y* = cy. 

Corresponding infinitesimal generators Xl = ::1: (parameter b), X2 = x ::1: 
(parameter a), and X3 = Y :y (parameter c) satisfy 

and thus commutation relations of the form (3.174). To carry out the re
duction algorithm, we first need the following extended infinitesimal gen
erators: 

X(l) _ ~. (1) _ 8 8 (2) 8 8 8 
1 - 8".' X2 - x 8'" - Y1 8Yl' X2 = x -8 - Y1 -8 - 2Y2 -8 ; 

'" '" X Y1 Y2 

(1) 8 8 
X3 = Y-8 +Yl-8 ' 

Y Yl 
(2) 8 8 8 

X3 = Y-8 + Yl -8 + Y2 -8 ' 
Y Y1 Y2 
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From 

we get: 

Then 
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(3) a a a a 
X3 = Y-;- + Y1 ~ + Y2 ~ + Y3 ~. 

uy UY1 UY2 UY3 

X(1) = Y, Y(l) = Y1, 

dY(l) 
Y(l)l = -d-' 

x(1) 

Y2 
Y(l)l = -. 

Y1 

a1(X(1») = X 2X(1) = 0, ,81 (X(1), Y(l») = X~l)Y(1) = -Y(l), 

11(X(l),Y(1),Y(1)d = X~2)Y(1)1 = _Y2 = -Y(l)l' 
Y1 

Thus in terms of X(l), Y(l), Y(l)l, we have: 

Now from 

we find 

(2) a a 
X 2 = -Y(l)-- -Y(l)l--' 

(1) (2) 
X2 X(2) = 0, X2 Y(2) = 0, 

aY(l) aY(l)l 

dY(2) 
Y(2)1 = -d-' 

X(2) 

X(2) = X(1) = Y, 

Then 

(1) _ (2) _ ~_ 
a2 = X3 X(2) = Y = X(2), ,82 - X3 Y(2) - - (y!)2 - -Y(2), 

_ (3) _ 4(Y2)2 - 2Y1Y3 _ 
12 - X3 Y(2)1 - (yd 4 - -2Y(2)1' 

Thus in terms of x(2), Y(2), Y(2)1, we have 

(2) _ a a 
X3 - x(2)-!:}- - Y(2)-!:}-, 

UX(2) UY(2) 

(3) a a a 
X3 = X(2)-!:}- - Y(2)-!:}- - 2Y(2)1-!:}-' 

UX(2) UY(2) UY(2)1 

Now from X~2)X(3) = 0, X~3)Y(3) = 0, we get 
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It now must follow that ODE (3.189) reduces to 

dY(3) 
-d - = F(X(3)' Y(3)) 

X(3) 

for some function F(X(3)' Y(3))' We now find F(X(3)' Y(3))' We have 
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(3.191) 

dY(3) _ _ Y_ [Y(Yd2Y4 - 7YYIY2Y3 + 2(Yl)3Y3 - 4(Yd2(Y2)2 + 8Y(Y2)3] . 
dX(3) - (yI)2 (Yl )2Y2 + YYIY3 - 2Y(Y2)2 ' 

(3.192) 
ODE (3.189) can be expressed as 

y2(Yl)2Y4 = 4Y(Yl)2(Y2)2 + 5y2YIY2Y3 - (yI)4 Y2 

- 3Y(Yl)3Y3 - 4y2 (Y2)3. (3.193) 

Replacing y2(yI)2Y4 by the right-hand side of (3.193) in (3.192), we obtain 

dY(3) = _ (Yd 2 + 2YY2 = -(1 + 2x 3 ) 
dX(3) (Yl)2 ( ) 

(3.194) 

which fortunately reduces to quadrature 

(3.195) 

Then 
(3.196) 

admits 
(2) _ a a 

X3 - X(2)-a- - Y(2)-a-' 
X(2) Y(2) 

with corresponding canonical variables 

R = x(2)Y(2)' S = log Y(2)' 

Then (3.196) becomes 
dS 1 1 
dR = R + R2 - Cl . 

(3.197) 

Consider the case Cl > 0, and let Cl = (C1)2. Then 

( R C) 1/2C1 

S = log R + log R ~ C~ + C2, 

and consequently 

(3.198) 



144 3. Ordinary Differential Equations 

where A(X2) = (C2/X(2»)2C1 , with arbitrary constants CI , C2. Then the 
first order ODE resulting from (3.198), i.e., 

Y(l)l = ¢(X(l); C I , C2), 

Y(l) 

admits X~l) = -Y(l) a:Cl)' Hence (3.199) reduces to 

dY(I) 
-- = ¢(X(l); C lo C2)dx(1) 
Y(l) 

which integrates out to 

Y(l) = 1/J(y; C lo C2, C3) = C3 exp [JlI ¢(X(l); Clo C2)dX(I)] . 

Finally the first order ODE 

admits Xl = :: and reduces to quadrature 

JlI dy 
( ) =X+C4, 

1/J Y; CI , C2, C3 

(3.199) 

(3.200) 

yielding a general solution of (3.189). The case CI = _(Ct)2 substituted 
into (3.197), yields another general solution in solved form. 

In using the reduction algorithm to reduce an nth order ODE to an 
(n - r)th order ODE plus r quadratures from invariance under an r
parameter Lie group whose infinitesimal generators form an r-dimensional 
solvable Lie algebra, we determine iteratively coordinates {X(i)' Y(i) , Y(i)d 
and coefficients {ai(X(i»), f3i(X(i), Y(i»), ri(X(i), Y(i) , Y(i)l)}: 

(X(I),Y(I),Y(I)d -+ (alof3l,rd -+ (X(2),Y(2),Y(2)1) -+ (a2,f32,r2) 

-+ ... -+ (X(r-I),Y(r-I),Y(r-l)d -+ (ar-I,f3r-l,rr-l) -+ (X(r),Y(r»). 

The nth order ODE reduces to an (n-r)th order ODE in coordinates (X(r), 
Y(r»)' The quadratures follow from reversing the arrows of the iterative 
procedure. 

Exercises 3.4 

1. For each of the following second order ODE's find an admitted two
parameter Lie group of transformations and use appropriate differen
tial invariants to find the general solution of the ODE: 
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(a) y" + Ay' + By = C where A, B, C are constants; 
A B 

(b) y" + -y' +"2Y = 0 where A,B are constants; 
x x 

(c) (x2 + y2)y" + 2(y - xy')(1 + (y')2) = 0; 

(d) yy" + (y')2 = 1. 

2. Find all second and third order ODE's which admit the following 
two-parameter Lie groups of transformations whose Lie algebras are 
spanned by {Xl, X2}: 

o 0 
(a) Xl = OX' X2 = oy; 

o 0 
(b) Xl = x ox ' X2 = Y oy ; 

o 0 0 0 
(c) X1=x--y-, X2=x-+y-; 

ox oy ox oy 
o 0 

(d) Xl = ox' X2 = x ox; 

o 0 0 
(e) X1 =-, X2=X-+y-. 

ox ox oy 

3. For the fourth order ODE (3.189) invariant under the three-parameter 
Lie group of transformations (3.190): 

(a) Show that if Xl = y ~, X2 = !, X3 = x :111' then commuta
tion relations of the form (3.174) are satisfied. Accordingly solve 
(3.189) by the reduction algorithm. 

(b) What happens in trying the reduction algorithm with 

o 
Xl =x-, 

Ox 
o 0 

X2 = y-, X3 = -? 
oy Ox 

4. Let 4>l(X), 4>2(X), ... , 4>n(x) be n linearly independent solutions of the 
nth order linear homogeneous ODE 

yen) + P1(X)y(n-1) + ... + Pn-1(X)y' + Pn(x)y = O. 

(a) Find an n-parameter Lie group of transformations which is ad
mitted by the nth order linear nonhomogeneous ODE 

yen) + P1(X)y(n-1) + ... + Pn-1(X)y' + Pn(x)y = g(x). (3.201) 

Show that the corresponding Lie algebra is solvable. 

(b) Use group invariance to obtain the general solution of (3.201). 
In particular find the well-known formula obtained by variation 
of parameters. 
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5. Use group invariance to show that to within the one-parameter family 
(a) of scalings x* = ax, y* = ay, a general solution of the third order 
ODE 

reduces to the general solution of one of the following three first order 
ODE's with v an arbitrary constant [cf. BIuman and Kumei (1987)]: 

(a) y' = sinh(v logy); 
v 

(b) y' = cosh(v log y) ; 
v 

(c) y' = sin(v logy). 
v 

6. The overdetermined system of second order ODE's 

x2y" + xy' - y = 0, 

yy" - 2(y')2 = 0, 

(3.202a) 

(3.202b) 

admits Xl = x {J{Jx' X2 = Y ~ . Find the solution of (3.202a,b) by using 
differential invariants corresponding to 

(a) Xl; 
(b) X2; 

(c) {Xl, X2}. 

See BIuman and Kumei (1989a) for more details on using group anal
ysis to solve overdetermined systems of ODE's. 

7. Show that if an r-dimensional Lie algebra is solvable then a spanning 
(basis) set of infinitesimal generators {Xl, X2 , ..• , Xr } can be found 
so that commutation relations of the form (3.174) hold. 

8. (a) Let a second order ODE admit a two-parameter Lie group of 
transformations with infinitesimal generators Xl, X2 such that 
[Xl, X2] = 0, i.e., the Lie algebra is Abelian. Suppose "canonical 
coordinates" (R(x, y), S(x, y)) can be found such that 

(b) 

(3.203) 

Transform the given ODE to (R, S) coordinates and reduce it 
to two quadratures. 

Show that if the Lie algebra of a two-parameter Lie group of 
transformations acting on rn? is Abelian then it does not neces
sarily follow that one can find "canonical coordinates" (R(x, y), 
S(x, y)) satisfying (3.203). Explain geometrically and give a spe
cific example. 
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3.5 Applications to Boundary Value Problems 

We show how the reduction algorithm is applied to a specific boundary 
value problem for an ODE. As a typical example we again consider the 
Prandtl-Blasius problem for a flat plate discussed in Section 1.3.1. BVP 
(1.62a-e) reduces to solving the Blasius equation 

1 
ylll + _yy" = 0, 0 < :r: < 00 

2 

with boundary conditions 

y(O) = y'(O) = 0, 

y'(oo) = 1. 

We wish to determine the value of u = y"(O). 

(3.204a) 

(3.204b) 

(3.204c) 

In Section 3.4.2 we saw that the invariance of (3.204a) under the two
parameter Lie group of transformations (3.140a,b) reduced it to the first 
order ODE 

dV = V [~ + V + U] 
dU U 2U - V 

(3.205) 

plus quadratures (3.172) and (3.173) where V = ¢(U;C1) is the general 
solution of (3.205) with 

y" 
V=-, 

yy' 
y' 

U = y2' 

Consider the full phase plane diagram in the UV-plane associated with 
(3.205). At some point on the solution curve of (3.204a-c) y' > O. Then 
from the phase plane diagram of (3.205) it follows that U > 0 along the 
whole solution curve of (3.204a--c). Consequently, y > 0, y' > 0 for 0 < 
:r: < 00. Then at some point on the solution curve of (3.204a-c) y" > O. 
Hence the solution curve of (3.204a-c) must lie totally in the first quadrant 
[Figure 3.5-1]. It then follows that along the solution curve of (3.204a-c) 
y> 0, y' > 0, y" > 0 for 0 < x < 00. Thus y"(O) = u > O. Then 

dU = y' [V - 2U] ~ 0 if V ~ 2U, 
dx y 

leads to the direction of increasing :r: indicated by arrows in Figure 3.5-
1. Thus as x -+ 00, (U, V) -+ (0,0). As x -+ 0 three cases could arise: 
(U, V) -+ (0,00); U -+ 00 with V« U; (U, V) -+ (00,00) with V = O(U). 
We examine each of these three cases separately in terms of the boundary 
conditions (3.204c): 



148 3. Ordinary Differential Equations 

v 
v = 2U 

/ 

Figure 3.5-1 

1 
V=ZU 

curve 

U 

Case I. (U, V) -7 (0,00) as x -7 0: Here ~b ...... -~ as x -7 O. Then 
;; = VU = C1 as x -7 0, which is impossible if y"(O) = (J" = const. 

Case II. U -7 00 with V < < U as x -7 0: Here ~b ...... iu as x -7 O. Then 

(/;:/2 = C1 as x -7 0 which is again impossible. 
Thus Case III must hold: 

Case III. (U, V) -7 (00,00) with V = O(U) as x -7 0: From (3.205) it 
follows that the solution lies along an exceptional path (separatrix) [see 
Section 3.6] 

1 
V ...... "2Y as x -7 0, 

ULt i.e., y" ...... t II as x -7 O. Then (3.171) becomes 

which leads to 

ds 1 
- ...... -- as x -7 0 
dr 3r ' 

(y')2 
-- ...... const = Coo as x -70+. 

Y 

Then y"(O) = tCoo . 
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As x -+ 00, the boundary condition (3.204c) leads to (U, V) -+ (0,0) 
with V < < U. Consequently as x -+ 00 we have 

so that 

dV V 
dU '" 4U2' 

V", doe- 1/ 4U 

for some constant do. Thus from (3.171) we get y' = 8 = const = Co as 
x -+ 00. As shown in Section 1.3.1, it then follows that u = Coo/2(Co?/2. 

The solution of (3.204a-c) is obtained by starting from the exceptional 
path as U -+ 00; integrating out to V '" doe- 1/ 4U as U -+ 0; determining 
constants Co and Coo. Then u = Coo /2( CO)3/2. See Dresner (1983) for 
further details. 

Further examples of applications to boundary value problems are con
sidered in BIuman and Cole (1974) and Dresner (1983). 

Exercises 3.5 

1. The nonlinear diffusion equation 

Ut = (uux)x, ° < x < 00, ° < t < 00, 

with boundary conditions 

u(x,O)=o, x>O, 

u(O,t) = 1, t> 0, 

has an invariant solution of the form u = Y(1J) with 1J = x/Vi. 

(a) Derive the second order ODE satisfied by Y(1J) and correspond
ing boundary conditions. 

(b) Show that this ODE admits a one-parameter Lie group of trans
formations. Reduce this ODE to a first order ODE plus a quadra
ture. 

(c) Study the phase plane of this first order ODE and discuss which 
path gives the solution. 

(d) Sketch u(x,t) = Y(1J). 

3.6 Invariant Solutions 

Consider an nth order ODE 

y(n) = f(x,y,y', ... ,y(n-l» (3.206) 
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or, equivalently, Yn = I(x, y, Yl, ... ,Yn-l), which admits a one-parameter 
Lie group of transformations with infinitesimal generator 

(3.207) 

Definition 3.6-1. Y = ¢(x) is an invariant solution of (3.206) correspond
ing to infinitesimal generator (3.207) admitted by (3.206) if and only if 

(i) y = ¢(x) is an invariant curve of (3.207); 

(ii) y = ¢(x) solves (3.206). 

It follows that y = ¢(x) is an invariant solution of (3.206) resulting from 
invariance under (3.207) if and only if y = ¢(x) satisfies 

(i) 

(ii) 

e(x, ¢)¢' = TJ(x, ¢); 

¢(n) = f(x, ¢, ¢', ... , ¢(n-l». 

(3.208a) 

(3.208b) 

More generally ~(x,y) = 0 defines an invariant solution of (3.206) corre
sponding to (3.206) being invariant under (3.207) if and only if 

(i) ~(x, y) = 0 is an invariant curve of (3.207); 

(ii) ~(x, y) = 0 solves (3.206). 

From this more general definition of an invariant solution it follows that 
~(;z:, y) = 0 is an invariant solution of (3.206) related to its invariance under 
(3.207) if and only if 

(i) ~(x, y) = 0 is a solution of the first order ODE Y' = {f~:~l j 

(ii) ~(x, y) = 0 solves y<n) = f(x, y, y', ... , y(n-l». 

The obvious way to find invariant solutions of ODE (3.206) related to its 

invariance under (3.207) is to first solve the ODE Y' = ef::~? and obtain its 
general solution g(x,YjC) = O. The values of C, if any, are determined by 
substituting this general solution into (3.206). Any such value of C = C* 
determines an invariant solution ~(x, y) = g(x, Yj C*) = 0 of (3.206) related 
to its invariance under (3.207). 

Alternatively, we now prove that usually it is not necessary to solve the 
ODE Y' = ef:::? or any other ODE in order to find the invariant solutions 
of (3.206) related to the invariance of (3.206) under (3.207): 

Theorem 3.6-1. Suppose (3.206) admits (3.207). Without loss of generality 

assume that e "I. O. Let Y = :x + 2f::~? ~ and let w(x, y) = ef::~?· With 

Yk-l'T' Yk = '.1', k=1,2, ... ,n, 
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consider the algebraic expression Q( x, y) which is defined by 

Q(x,y) = Yn - f(x, Y,Y1, ... ,Yn-1) = yn- 1w - f(x,y, w, YW, ... , yn- 2w). 
(3.209) 

Three cases arise for the algebraic equation Q(x, y) = 0: 

(i) Q(x,y) = 0 defines no curves in the zy-plane; 

(ii) Q( z, y) = 0 is identically satisfied for all z, Y; 

(iii) Q(z, y) = 0 defines curves in the zy-plane. 

In Case (i) ODE (3.206) has no invariant solutions related to its invari
ance under (3.207). 

In Case (ii) any solution of the ODE 11 = ~f::~~ is an invariant solution 
of ODE (3.206) related to its invariance under (3.207). 

In Case (iii) an invariant solution of ODE (3.206) related to its invari
ance under (3.207) must satisfy Q(z, y) = 0 and conversely any curve 
satisfying Q(z,y) = 0 is an invariant solution of ODE (3.206) related to 
its invariance under (3.207). 

Proof. IfY1 = y' = ~ = W, then Yk = 11k) = yk-1 W, k = 1,2, ... ,n. 
Hence an invariant solution of ODE (3.206) related to its invariance under 
(3.207) must satisfy the algebraic equation 

Q(z,y) = O. 

From this it immediately follows that (i) if Q(x, y) = 0 defines no curves 
in the xy-plane then ODE (3.206) has no invariant solutions related to its 
invariance under (3.207) and (ii) if Q(z, y) == 0 for all z, y then any solution 
of y' = f is an invariant solution of ODE (3.206). 

In Case (iii) consider any curve satisfying 

Q(z,y) = O. 

This curve is an invariant solution of ODE (3.206) related to its invariance 
under (3.207) if its differential consequence 

Qx + Qyy' = 0 

solves the ODE y' = t~::~~. This is true if YQ = 0 when Q = O. We now 
prove that YQ = 0 when Q = 0: 

Since ODE (3.206) admits (3.207) it follows that the invariance equation 

(n) 8f 8f (1) 8f (n 1) 8f 1] =e-+1]-+1] -+ ... +1] - --
8y 8y 8Y1 8Yn-1 

(3.210) 

must hold for any values of(z, y, Y1, ... ,Yn) satisfying 

Yn - f(Z,Y,Y1, ... ,Yn-d = 0 (3.211) 
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where in terms of the total derivative operator g:r;' 

(k) _ D.,.,(k-I) _ De _ 
.,., - Dx Yk Dx' k - 2,3, ... , n. 

Let Yk = yk-l W, k = 1,2, ... , n. Then (3.211) becomes Q(x, y) = 0 and 
the total derivative operator becomes g:r; == y. Then 

.,.,(1) y.,., _ wye 

Y(eW) - wye 
eyW. 

We now show inductively that 

.,.,(k) =eykW, k = 1,2, ... ,n. 

If .,.,(k) = eykW, then 

.,.,(HI) y.,.,(k) _ (ykw)(ye) 

Y(eykw) - (ykw)(ye) 
= eyk+1w. 

Consequently if ODE (3.206) admits (3.207) then from (3.210) it follows 
that for any curve satisfying Q(x, y) = 0, we have [e;t 0] 

ynw = 81 + !l81 + (Yw) 81 + ... + (yn-lW)~ 
8x e 8y 8Yl 8Yn-l 

(3.212) 

evaluted at Yk = yk-l W, k = 1,2, ... , n - 1. But from (3.209) we have 

_ .,., _ n [81"" 81 81 
YQ = Q:r; + -eQy = y w - 8x + -e 8y + (Yw) 8Yl 

+ ... + (yn-lw)~] 
8Yn-l 

(3.213) 

evaluted at Yk = yk- 1W, k = 1,2, ... , n - 1. Then from (3.212) we get 

YQ = 0 when Q = O. 0 

As a first example consider the nth order linear homogeneous ODE with 
constant coefficients 

(3.214) 
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We find all invariant solutions of (3.214) corresponding to its invariance 
under translations in x and scalings in y generated by the infinitesimal 
generator 

l) l) 
X=a-+py-ax oy 

with arbitrary constants a, p. Let A = ~. Invariant solutions y = ¢I(x) 
satisfy 

y' = ~ = Ay. (3.215) 

Substituting (3.215) into (3.214) (w = AY, Y = AY ~ , y(/r.) = yk-1w +Aky), 
we get 

Q(x, y) = [An + alAn - 1 + ... + an-1A + an]y = 0, 

and thus obtain the familiar characteristic polynomial equation p( A) = 0 
which A must satisfy: 

(3.216) 

Any solution A of (3.216) leads to an invariant solution of (3.214). In terms 
of Theorem 3.6-1, Case (ii) corresponds to A being a root of p(A) = 0; Case 
(iii) corresponds to A not being a root of p(A) = 0 and in this case y = ° 
is the (trivial) invariant solution. In Case (ii) the invariant solution is any 
solution of (3.215), i.e. y = CeAX • 

As a second example consider the Blasius equation 

which admits 

ylll + !yyll = 0 
2 

a a x = (ax + P) aX - ay oy 

(3.217) 

for arbitrary constants a,{3. For a = 0, the resulting invariant solution is 
y = const = C for any constant C. For a :I 0, let A = Pia. We first consider 
the obvious approach. Then an invariant solution y = ¢I(x) satisfies 

whose general solution is 
C 

y=X+A 

(3.218a) 

(3.218b) 

where C and A are arbitrary constants. Substituting (3.218b) into (3.217), 
we find that C = 0 or 6, which leads to invariant solutions 

y = ¢ll(X) = 0, 
6 

y = ¢l2(X) = -
X+A 
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of (3.217). Alternatively consider the approach arising from Theorem 3.6-1 
for ex f:. O. Here 

Then 

a y a 
y=-----, 

ax x + A ay 

y2 
Q(z, y) = (z + A)2 

\}i'=--y_. 
Z+A' 

6y . 
(z + A)3' 

Q(z, y) = 0 leads to invariant solutions y = 0, y = x!.>.' 
For both examples there is little difference in the amount of computation 

between the two approaches. However if one is unable to obtain the general 
solution of ODE y' = 1J/~ then one must use the approach of Theorem 3.6-1. 

Invariant solutions are especially interesting for first order ODE's. 

3.6.1 INVARIANT SOLUTIONS FOR FIRST ORDER 

ODE's-SEPARATRICES AND ENVELOPES 

In the case of a first order ODE 

y' = I(z,y) (3.219) 

it only makes sense to consider invariant solutions for a nontrivial in
finitesimal generator (3.207) when €~~:~1 =t I(z, y), i.e. Q(z, y) =t 0 for 
all z, y. Then from Theorem 3.6-1 it follows that any curve satisfying 
Q(z, y) = I(z, y) - €~~:~~ = 0 is an invariant solution of (3.219). 

Consider the set of all solution curves of ODE (3.219) in the zy-plane 
(phase plane). This set may include exceptional paths (separatrices) which 
are solution curves which behave topologically "abnormally" in comparison 
with neighboring solutions curves [cf. Lefschetz (1963)]. Consequently a 
separatrix must be an invariant solution of ODE (3.219) for all Lie groups 
of transformations admitted by ODE (3.219). One can see this as follows: 
Two solutions of ODE (3.219) which are topologically different cannot be 
continuously deformed into each other and hence cannot be mapped into 
each other by any Lie group of transformations admitted by ODE (3.219) 
as the group parameters vary. Since a group of transformations admitted 
by ODE (3.219) maps any solution of ODE (3.219) into another solution 
of ODE (3.219) it follows that a separatrix is an invariant solution of ODE 
(3.219) for all Lie groups of transformations admitted by ODE (3.219). 

By the same argument as that for separatrices it will follow that all 
envelope solutions (if any exist) for a first order ODE 

F(x, y, y') = 0 (3.220) 
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must be invariant solutions for any admitted Lie group of transformations. 
If ODE (3.220) admits a nontrivial one-parameter Lie group of transfor
mations with infinitesimal generator X = e( x, y) :x + 1]( x, y) ~ , then 

X(1) F = eFx + 1]Fy + [7]x + (7]y - ex)Y' - ey(y')2]Fyl = 0 

when 
F(x, y, y') = 0, 

and 

( 7](x,y)) 
F x, y, e ( x, y) t. 0 for all x,y. 

By a simple extension of Theorem 3.6-1 it follows that the invariant so
lutions of ODE (3.220) related to its invariance under X are the curves 
defined by the algebraic equation 

( 7](x, y)) 
F x'Y'e(x,y) =0. (3.221) 

Hence an envelope solution of ODE (3.220) satisfies (3.221) for any X 
admitted by ODE (3.220). 

As a first example consider the first order ODE 

which obviously admits 

a 
Xl -- ax' 

a a 
X2 =x--y-. ax ay 

(3.222) 

From Xl it follows that a separatrix solution y = 4»(x) of (3.222) must 
satisfy 

y' = 4»'(x) = 0 or 4»(x) = C l = const. (3.223) 

Substitution of (3.223) into (3.222) leads to the only possible candidate 

C l = 0, i.e. y = O. [Alternatively, Q(x, y) = I(x, y) - e~::~? = y2 = 0, 
which leads to y = 0.] 

From X2 it follows that a separatrix solution y = 4»(x) of (3.222) must 
satisfy 

, y 
y = --. 

x 
Substitution of (3.224) into (3.222) leads to -y/x = y2 or 

1 
y=O, y=--. 

x 

[Alternatively, 

Q( ) ( ) 7]( x, y) 2 Y ( 1 ) x,y =Ix,y -~( )=y +-=y y+- =0, , x,y x x 

(3.224) 
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which leads to y = 0, y = -l/x.] Since y = -l/x is not an invariant 
solution of Xl, it cannot be a separatrix of (3.222). This solution is a 
particular solution of (3.222) associated with its general solution 

1 
y = - x + C' C = const, with C = O. 

The solution curves are illustrated in Figure 3.6.1-1. 

y 

Figure 3.6.1-1. Solution curves ofy' = 'If. 

As a second example consider the first order ODE 

, xJx2 + y2 + y(x2 + y2 - I} 
y = x(x2+y2-1}-yJx2+y2' 

which admits the rotation group 

a a 
X=y--x-. ax ay 

The invariant curves of (3.226) are circles 

x 2 + y2 = c2. 

(3.225) 

(3.226) 

(3.227) 

Then a separatrix must satisfy (3.227). After substituting (3.227) into ODE 
(3.225) we get 

x xc + y( c2 - 1) 
--y - x(c2 - 1) - yc' 
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so that c = 1. Hence the only possible separatrix is the circle 

(3.228) 

One can show that the circle (3.228) is a limit cycle of (3.225). Typical 
solution curves of (3.225) are illustrated in Figure 3.6.1-2. 

As a third example consider Clairaut's equation 

where m is a constant 

m 
y= xy' +

y' 

y 

Separatrix 
2 2 

x + y = 1 

(3.229) 

----------------~----~~~--_4~----------------x 

\ 
\ 

Figure 3.6.1-2. Solution curves of (3.225). 
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y 

2 
Y = 4x 

x 

Figure 3.6.1-3. Typical integral curves of (3.229) for m = 1. 

Clearly (3.229) admits 

a a 
x = 2x ax + y ay' (3.230) 

An envelope solution of (3.229) must satisfy (3.221) for TJ/~ = y/2x: 

y 2mx 
y=-+-

2 y 
(3.231) 

or 
y2 = 4mx. (3.232) 

Hence y2 = 4mx is the only possible envelope solution of (3.229). 
The invariance of (3.229) under (3.230) leads to its general solution 

m 
y = cx+

c 
(3.233) 

where c is an arbitrary constant. Clearly the parabola equation (3.232) is 
the envelope of the family of straight lines (3.233). Typical integral curves 
of (3.229) are illustrated in Figure 3.6.1-3 for m = 1. 
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Exercises 3.6 

1. (a) Suppose>. = r is a double root of the characteristic polynomial 
equation (3.216). 

(i) Show that X = a:X + CBy + ")'erx)~ is admitted by (3.214) 
for arbitrary constants a, (3, ")'. 

(ii) Find corresponding invariant solutions of (3.214). 

(b) What can you say if >. = r is a root of multiplicity k of (3.216)? 

2. Consider the Euler equation 

x 2 y" + Axy' + By = 0, A = const, B = const. 

Find its general solution in terms of invariant solutions. [Note that 
X = ax :x + (3y ~ is admitted by the Euler equation.] 

3. Find all invariant solutions of (3.189) corresponding to its invariance 
under the three-parameter Lie group of transformations (3.190). 

4. Find the general solution of (3.225) and sketch several integral curves. 

5. Use the invariance of (3.229) under (3.230) to derive the general so
lution (3.233). 

6. Find necessary conditions for a first order ODE y' = I( x, y) so that it 
admits the rotation group X = y :x - x :y and has the circle x 2 + y2 = 
1 as a limit cycle (separatrix). 

7. Consider the ODE 

y' = A~, A = const f:. O. 
x 

(3.234) 

(a) Find invariant solutions corresponding to the admitted infinites
imal generators 

a 
(i) Xl - X-' - ax' 

(1'1') X a 
2 = Yay; 

(1'1'1') X a a 3=X-+y-. 
ax ay 

(b) Determine the separatrices of (3.234). 

(c) Sketch typical solution curves of (3.234). 

8. Use the invariance of y' = x/y under X = x :y + y :y to find its 
separatrices. 
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9. Find separatrices and sketch typical integral curves of the ODE 

, y(y - 2x) 
y = . 

x(x - 2y) 

10. Without explicitly solving the ODE 

x3 
y'=--, 

Y 

show that it has no separatrices. 

11. Consider the ODE 

(3.235) 

(a) Find a one-parameter Lie group of transformations admitted by 
(3.235). 

(b) Sketch typical integral curves of (3.235). 

(c) Find the envelope of the solution curves of (3.235). 

3.7 Discussion 

In this chapter we have shown how to 

(i) use infinitesimal transformations to construct solutions to ODE's; 

(ii) find infinitesimal transformations admitted by a given ODE by means 
of Lie's algorithm; and 

(iii) find the most general nth order ODE which admits a given Lie group 
of transformations. 

If a given ODE admits a one-parameter Lie group of transformations 
then its order can be reduced constructively by one by the use of canonical 
coordinates or differential invariants. Moreover the solution of the given 
ODE is found by quadrature after solving the reduced ODE. Knowing the 
invariance of a first order ODE under a nontrivial one-parameter Lie group 
of transformations is equivalent to finding an integrating factor for the 
ODE. 

Every first order ODE admits a nontrivial infinite-parameter Lie group of 
transformations. A second order ODE admits at most an eight-parameter 
Lie group of transformations whereas an nth order ODE (n ~ 3) admits at 
most an (n + 4)-parameter group. 

Olver (1986) showed that if an nth order ODE admits an r-parameter 
solvable Lie group of transformations (1' :s n) then it can be reduced to an 
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(n - r)th order ODE plus r quadratures. To our knowledge the reduction 
algorithm presented in this chapter to accomplish this has not appeared 
in the literature. The use of solvable Lie groups (called integrable groups 
in earlier literature) to reduce the order of a system of first order ODE's 
appears to have been first considered by Bianchi (1918, Sect. 167) [cf. Eisen
hart (1933, Sect. 36)]. 

In the case of a boundary value problem for an nth order ODE, invari
ance of the ODE under an r-parameter solvable Lie group of transforma
tions (r ::; n) reduces the given BVP to a BVP for an (n - r)th order 
ODE plus r quadratures. This is especially useful for obtaining qualitative 
results for the solution of the BVP. Moreover admittance of a Lie group of 
transformations by the ODE of a BVP may lead to an effective numerical 
method for solving the BVP. In particular if the boundary conditions are 
of the right type then the shooting method reduces to a single shooting 
combined with the use of group invariance to obtain a family of solutions 
from a given solution. 

If an ODE admits a one-parameter Lie group of transformations then 
special solutions called invariant solutions (which are also invariant curves 
of the group) can be constructed. For a second or higher order ODE such in
variant solutions can be found without explicitly solving the given ODE. If 
a first order ODE admits a nontrivial one-parameter Lie group of transfor
mations then corresponding invariant solutions can be determined without 
solving any ODE. Moreover separatrices and envelope solutions (if they 
exist) are invariant solutions for any nontrivial one-parameter Lie group of 
transformations admitted by a given first order ODE. Consequently such 
solutions are constructed without determining the general solution of the 
given first order ODE. As far as we know the general results presented in 
Section 3.6 on the construction and geometrical significance of invariant 
solutions for ODE's have not appeared in the literature. Wulfman (1979) 
considers group aspects of separatrices which are limit cycles. The con
struction of separatrices in the case of scaling invariance is discussed by 
Dresner (1983). Discussions of envelope solutions from invariance consid
erations appear in Page (1896, 1897) and Cohen (1911). 

Known results for reduction by symmetry for systems of ODE's are now 
summarized: Using ideas developed in Section 3.2 one can show that a 
system of first order ODE's always admits a nontrivial infinite-parameter 
Lie group of transformations and a trivial infinite-parameter Lie group of 
transformations but there is no deductive procedure for finding the group 
[see Ovsiannikov (1982, Sect. 8)]. Gonzalez-Gascon and Gonzalez-Lopez 
(1983) show that a system ofm nth order ODE's can admit at most a [2(m+ 
1 )2]-parameter Lie group of transformations if n = 2 and at most a (2m2 + 
mn + 2)-parameter group if n > 2. If a system of nth order ODE's admits 
a one-parameter Lie group of transformations then the order of one of the 
ODE's of the system can be reduced by one. If a given system of m first 
order ODE's admits an r-parameter solvable Lie group of transformations 
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(r:$ m) then it can be reduced to a system of m - r first order ODE's plus 
r quadratures. The latter two results appear in Olver (1986). 

In Chapter 4 we consider the invariance of partial differential equations 
(PDE's) under one-parameter Lie groups of transformations. Unlike the 
case for an ODE where invariance under a one-parameter Lie group of 
transformations leads to a reduced ODE whose solution includes all solu
tions of the given ODE, in general there is no known method for a PDE 
where invariance under a one-parameter Lie group of transformations leads 
to a reduced PDE which contains all solutions of the given PDE. However 
in precisely the same way as for ODE's we can define invariant solutions 
for PDE's resulting from invariance under one-parameter Lie groups of 
transformations. For ODE's such special solutions are obtained by solving 
reduced algebraic equations; for PDE's such special solutions are obtained 
by solving reduced PDE's with one less independent variable. 

If a given ODE admits a multi-parameter Lie group with a solvable Lie 
algebra then each reduced ODE resulting from the reduction algorithm 
"inherits" symmetries of the given ODE. One can show that if a given 
PDE admits a multi-parameter Lie group with a solvable Lie algebra then 
each reduced PDE leading to invariant solutions inherits symmetries of the 
given PDE. In Chapter 7 we consider this for the especially interesting case 
where the reduced PDE is an ODE, i.e. the given PDE has two independent 
variables. 

In Chapter 7 we will show how to extend Lie's theory for reducing the 
order of an ODE to include potential symmetries. 



4 

Partial Differential Equations 

4.1 Introduction-Invariance of a Partial 
Differential Equation 

In this chapter we apply infinitesimal transformations to the construction 
of solutions of partial differential equations (PDE's). We will consider scalar 
(single) PDE's and systems of PDE's. 

As for ODE's we will show that the infinitesimal criterion for invariance 
of PDE's leads directly to an algorithm to determine infinitesimal gener
ators X admitted by given PDE's. Invariant surfaces of the corresponding 
Lie group of point transformations lead to invariant solutions (similar
ity solutions). These solutions are obtained by solving PDE's with fewer 
independent variables than the given PDE's. 

We will discuss how one can use infinitesimal transformations to solve 
boundary value problems (BVP's) for PDE's. If a one-parameter Lie group 
of transformations admitted by a PDE leaves the domain and boundary 
conditions of a BVP invariant, then the solution of the BVP is an invariant 
solution, and hence the given BVP is reduced to a BVP with one less 
independent variable. We will also consider the invariance of BVP's under 
multi-parameter Lie groups of transformations. 

4.1.1 INVARIANCE OF A PDE 

First we consider a scalar PDE. We represent a kth order PDE by 

F(x,u,u,u, ... ,u) = 0, 
I 2 k 

(4.1) 

where x = (Xl, X2, ••• ,xn ) denotes n independent variables, u denotes the 
coordinate corresponding to the dependent variable, and 'l! denotes the 

J 
set of coordinates corresponding to all jth order partial derivatives of u 

with respect to x; the coordinate of'l! corresponding to {} {} ()iu {} is 
3 Xil Xi 2 '" Xij 

denoted by UiIi 2 ".ij' i j = 1,2, ... , n for j = 1,2, ... , k. 
In terms of the coordinates of x, u, u, u, ... ,u, equation (4.1) becomes an 

I 2 k 

algebraic equation which defines a hypersurface in (x, u, u, u, ... , u)-space. 
I 2 k 

[(x,u,u)-space is of dimension 2n + 1, (x,u,u,u)-space is of dimension 
I I 2 
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~(n2 + 5n + 2), ... ]. For any solution u = 8(z) of PDE (4.1) the equation 

(z, u, u, u, ... , u) = (z, 8(z), 8(z), 8(z), ... , 8(z)) 
12 k 12k 

defines a solution surface which lies on the surface F(x, u, u, u, ... , u) = O. 
12k 

We also assume that PDE (4.1) can be written in solved form in terms 
of some fth order partial derivative of u: 

F(z, u, u, u, ... , u) = Ui 1i 2 ... i l - f(z, u, u, u, ... , u) = 0 (4.2) 
12 k 12 k 

where f(x, u, u, u, . .. , u) does not depend on Ui1i 2 ... il' 
12k 

Definition 4.1.1-1. The one-parameter Lie group of transformations 

z*=X(z,u;c), (4.3a) 

u* = U(x,u;c), (4.3b) 

leaves PDE (4.1) invariant if and only if its kth extension, defined by 
(2.125a-d) and (2.126a,b), leaves the surface (4.1) invariant. 

A solution u = 8(z) of (4.1) satisfies (4.1) with 

ai 8(x) . 
Uili2"'ij=a a a' 'i=1,2, ... ,n for i=1,2, ... ,k. 

Zi 1 Zi 2 '" Xii 

Invariance of the surface (4.1) under the kth extension of (4.3a,b) means 
that any solution u = 8(z) of (4.1) maps into some other solution u = 
tfJ(z; c) of (4.1) under the action of the group (4.3a,b). Moreover if a trans
formation (4.3a,b) maps any solution u = 8(x) of (4.1) into another solu
tion u = tfJ(z;c) of (4.1) then the surface (4.1) is invariant under (4.3a,b) 
where 

Consequently the family of all solutions of P DE (4.1) is invariant under 
(4.3a,b) if and only if (4.1) admits (4.3a,b). 

The following theorem results from Definition 4.1.1-1, Theorem 2.2.7-1 
on the infinitesimal criterion for an invariant surface, and Theorem 2.3.4-1 
on extended infinitesimals: 

Theorem 4.1.1-1 (Infinitesimal Criterion for Invariance of a PDE). Let 

a a x = ei(Z, u)'!l + 1](z, u)'il 
VXi vU 

(4.4) 

be the infinitesimal generator of (4.3a,b). Let 

(k) _. ~ ~ (1) ~ X - e,(z, u)!l + 1](z, tt)!l + 1]i (X, U, U)!l 
VXi vU 1 VUj 
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be the kth extended infinitesimal generator of (4.4) where TJP) is given by 

(2.129a) and TJ~~]2"'ij by (2.129b), ij = 1,2, ... , n for j = 1,2, ... , k, in 
terms of (e(x, u), 7J(x, u)) [e(x, u) denotes (el(X, u), 6(x, u), ... ,en (x, u))]. 
Then (4.3a,b) is admitted by PDE (4.1) if and only if 

when 

X(k)F(x,u,u,u, ... ,u) = 0 
12k 

F(x,u,u,u, ... ,u) = O. 
I 2 k 

Proof. See Exercise 4.1-3. 0 

4.1.2 ELEMENTARY EXAMPLES 

(1) Group of Translations 

The second order PDE 

admits the one-parameter (€) Lie group of translations 

u* = u, 

since under (4.8a-c) we have 

(4.6) 

(4.7) 

(4.8a) 

(4.8b) 

(4.8c) 

so that the surface defined by (4.7) is invariant in (x,u,u,u)-space. Then 
1 2 

for any function e(xt}, 
(4.9) 

is invariant under (4.8a-c) and defines a solution (invariant solution) of 
(4.7) provided e(Xl) solves the second order ODE 

e"(xt} = f(O, 0, e'(Xl), 0, e(XI), Xl)' 

Note that 
u = e(XI' X2) 

defines an invariant surface [cf. Theorem 2.2.7-1] of (4.8a-c) if and only if 

ae 
X(u - e(Xl' X2)) = -- = 0 when u = e(Xl' X2) 

aX2 
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where X = a~2 is the infinitesimal generator of (4.8a-c). This leads to the 
invariant form (similarity form) (4.9) for an invariant solution resulting 
from the invariance of (4.7) under (4.8a-c). 

Under the action of (4.8a-c) a solution u = tjJ(XI' X2) of (4.7) is mapped 
into a one-parameter family of solutions u = tjJ( Xl, X2 + (.) of (4.7) provided 
u = tjJ(XI' X2) is not an invariant solution of (4.7) corresponding to its 
invariance under (4.8a-c). 

(2) Group of Scalings 

The wave equation 

admits the one-parameter (a) Lie group of scalings 

u· = u, 

(4.10) 

( 4.l1a) 

(4.l1b) 

(4.l1c) 

since uh = ;2 uu, U22 = ~U22' and consequently uil = uh when Uu = 
U22· 

If one chooses canonical coordinates r = ~, s = log X2, U, so that (4. 11 a-
c) becomes r* = r, s* = s + loga, u· = u, then PDE (4.10) transforms to 
PDE 

(1 - r2)urr - Uu + 2rurs + Us - 2rur = O. (4.12) 

Correspondingly 

( 4.13) 

defines an invariant solution of (4.12), and hence of (4.10), provided that 
e(r) satisfies ODE 

(1- r2 )e"(r) - 2re' = O. (4.14) 

The infinitesimal generator of (4.l1a-c) is given by X = Xl a~l + X2 a~2' 
Hence u = e(XI' X2) defines an invariant surface of (4.l1a-c) if and only if 

i.e., if and only if 
ae ae 

Xl-a +X2-a =0. 
Xl x2 

Corresponding characteristic equations 

dXI dX2 de 
-=-=-, 
Xl X2 0 

(4.15) 
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lead to the invariant form (4.13). Substitution of (4.13) into (4.10) leads to 
(4.14). We see that it is unnecessary to find the canonical coordinates of 
(4.11a-c) in order to find corresponding invariant solutions. 

Moreover under the action of (4.11a-c) a solution U = ¢(Xl' X2) of (4.10) 
maps into the one-parameter family of solutions U = ¢(O:Xl, O:X2) of (4.10) 
provided U = ¢(Xl' X2) is not an invariant solution of (4.10) corresponding 
to its invariance under (4. lla-c). 

(3) Superposition of Invariant Solutions for Linear PDE's 

The wave equation (4.10) admits the one-parameter (€) Lie group oftrans
formations 

x; = X2 + €, 

u* = efAu, 

for any constant A E C. The infinitesimal generator of (4.16a-c) is 

() () 
x= -() +AU-(}. 

X2 U 

Corresponding invariant solutions 

satisfy 

l.e., 

(4.16a) 

(4.16b) 

(4.16c) 

(4.17) 

As was the case of ODE's [cf. Section 3.6] we can find invariant solutions 
in two ways: 

Method (I) (Invariant Form). The solution of (4.17) is the invariant 
form 

U = ¢(xl)eAX2 • 

Substitution of (4.18) into (4.10) leads to 

¢I/(Xl) = A2¢(Xl), 

and hence to invariant solutions 

where C is an arbitrary complex constant. 

(4.18) 

(4.19) 
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Method (n) (Direct Substitution). Here we directly substitute (4.17) 
into (4.10) and avoid solving (4.17) explicitly. Then U22 = ..\U2 = ..\2u. 
Hence Un = ..\2u so that 

(4.20) 

Then (4.17) leads to \}I'(X2) = "\\}I(X2) and hence to (4.19). 
Since (4.10) is a linear homogeneous PDE it follows that superpositions 

of invariant solutions 

L C(..\)eA(il:2±il:l) , 

A 

L [C1(..\)e A(il: 2-il:1) + C2(..\)e A(il: 2+il:1)] , 

A 

1 C(..\)eA(il:2hdd..\, etc., 

define solutions of (4.10) where ..\ E C and 'Y defines a path in the com
plex ..\-plane. Special superpositions correspond to Fourier series, Laplace 
transform, and Fourier transform representations of solutions. 

Exercises 4.1 

1. Find invariant solutions for the wave equation (4.10) corresponding 
to its invariance under the one-parameter (f) group 

xi = Xl + f, 

X; = X2 + fa, 

where a E lR is constant. How do these solutions relate to the general 
solution of (4.1O)? 

2. (a) Show that the most general second order PDE which admits 
the two-parameter (f1,f2) Lie group of translations X* = X+f1, 

t* = t + f2, is of the form 

(b) Find invariant solutions of this PDE corresponding to its in
variance under the one-parameter (f) Lie group of translations 
x* = X + fC, t* = t + f where C E lR is constant. Interpret these 
solutions. 

3. Prove Theorem 4.1.1-1. 
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4.2 Invariance for Scalar PDE's 

4.2.1 INVARIANT SOLUTIONS 

Consider a kth order scalar PDE (4.1) (k ~ 2) which admits a one
parameter Lie group of transformations with infinitesimal generator (4.4). 
We assume that e(x, u) t o. 
Definition 4.2.1-1. u = 8(x) is an invariant solution of (4.1) correspond
ing to (4.4) admitted by PDE (4.1) if and only if 

(i) u = 8(x) is an invariant surface of (4.4); 

(ii) u = 8(x) solves (4.1). 

It follows that u = 8(x) is an invariant solution of (4.1) resulting from 
its invariance under (4.4) if and only if u = 8(x) satisfies 

(i) X(u - 8(x» = 0 when u = 8(x), i.e. 

08 
ei(X, 8(x» ox; = 7](x, 8(x»; (4.21a) 

(ii) F(x, u, y,~, ... ,~) = 0, where Ui 1 i 2 ..• ij 

ij = 1,2, ... , n for j = 1,2, ... , k. 

(4.21b) 
ox' ax· ... ax· ' 11 12 Z j 

0i8(x) 

Equation (4.21a) is called the invariant surface condition for invariant so
lutions corresponding to (4.4). Invariant solutions were first considered by 
Lie (1881). They can be determined in two ways: 

(I) Invariant Form Method. Here we first solve the invariant surface 
condition, i.e. the first order PDE (4.21a), by solving the corresponding 
characteristic equations for u = 8(x): 

dXI dX2 
6(x, u) - 6(x, u) -

dXn du 
- en(x,u) = 7](x,u)' (4.22) 

If (Xl (x, u), X 2(x, u), . .. ,Xn - l (x, u», vex, u) are n independent invariants 
of (4.22) with ~ t 0, then the solution u = 8(x) of (4.21a) is given 
implicitly by the invariant form 

vex, u) = ¢(XI(x, u),X2(x, u), ... , Xn_l(x, u», (4.23) 

where ¢ is an arbitrary function of Xl, X 2 , ••• , Xn - l . Note that (Xl, X 2 , ••• , 

Xn - l , v) are n independent group invariants of (4.4) and are canonical co
ordinates of (4.3a,b). Let Xn(x, u) be the (n + l)th canonical coordinate 
satisfying 

XXn = 1. 
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If PDE (4.1) is transformed to another kth order PDE in terms of in
dependent variables (Xl, X 2 , . .. ,Xn ) and dependent variable v, then the 
transformed PDE admits 

Xt = Xi, i = 1, 2, ... , n - 1, 

X~ =Xn +€, 

v· = v. 

(4.24a) 

(4.24b) 

(4.24c) 

Thus Xn does not appear explicitly in the transformed PDE, and hence 
the transformed PDE has solutions of the form v = 4>(XI , X 2 , ••. ,Xn - l ). 

Accordingly PDE (4.1) has invariant solutions given implicitly by the form 
(4.23). These solutions are found by solving a reduced PDE with n - 1 
independent variables (XI ,X2 , •.• ,Xn - l ) and dependent variable v. The 
variables (Xl, X 2 , •.• , X n - l ) are called similarity variables. This reduced 
PDE is obtained by substituting (4.23) into (4.1). We assume that this 
substitution does not lead to a singular differential equation for v. Note 
that if ~ == 0, as is usually the case, then Xi = Xi(X), i = 1,2, ... , n - 1; 
if n = 2 then the reduced PDE is an ODE and we denote the similarity 
variable by ( = X I. 

(ll) Direct Substitution Method. This method is especially useful if 
one cannot explicitly solve the invariant surface condition (4.21a), i.e., the 
characteristic equations (4.22). Without loss of generality we assume that 
en(x, u);t o. Then (4.21a) becomes 

(4.25) 

It follows that any term involving derivatives with respect to Xn can be 
expressed in terms of x, u and derivatives UI, U2, ... , Un-I. Hence after di
rectly substituting (4.25) into PDE (4.1) for all terms involving derivatives 
of u with respect to Xn , we obtain a reduced PDE of order at most k with 
dependent variable u, n - 1 independent variables (Xl, X2, . .. ,Xn-l) and 
parameter Xn . Any solution of this reduced PDE defines an invariant solu
tion of PDE (4.1) provided (4.25) or, equivalently, (4.1), is also satisfied. If 
n = 2 the reduced PDE is an ODE. The constants appearing in the general 
solution of this ODE are arbitrary functions of parameter X2. These ar
bitrary functions are determined by substituting the general solution into 
(4.25) or (4.1). 
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4.2.2 MAPPING OF SOLUTIONS TO OTHER SOLUTIONS 

FROM GROUP INVARIANCE OF A PDE 

Under the action of a Lie group of transformations admitted by a PDE a 
solution of the PDE is mapped into a family of solutions if the solution 
is not an invariant solution of the group (Le. the solution surface is not 
an invariant surface of the group). We derive a formula for this family of 
solutions generated from a known solution analogous to formula (3.23a,b) 
for ODE's. Without loss of generality we assume that a one-parameter Lie 
group of transformations is parameterized so that it is of the form 

u* = U(X,U;f) = efXu, 

with infinitesimal generator 

(4.26a) 

(4.26b) 

Consider a solution u = 8(x) of (4.1) which is not an invariant solu
tion corresponding to (4.26a,b). The transformation (4.26a,b) maps a point 
(x, 8( x)) on the solution surface u = 8( x) into the point (x* , u*) with 

x* = X(x, 8(x); f), 

u* = U(x,8(X);f). 

( 4.27a) 

(4.27b) 

For a fixed parameter value f one can eliminate x from (4.27a,b) by sub
stituting the inverse transformation of (4.26a), i.e. 

into (4.27b): 

with 

x = X(x*, u*; -f) 

u* = U(X(x*,U*;-f), 8(X(x*,U*;-f));f) 

= U(e- fx x*,8(e- fX x*);f) (4.28) 

[cf. Exercise 2.2-6]. Replacing (x*, u*, -f) by (x, u, f) in (4.28) we then have: 

Theorem 4.2.2-1. Suppose 

(i) u = 8(x) is a solution of PDE (4.1); 

(ii) PDE (4.1) admits (4.26a,b); 
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(iii) u = 0(x) is not an invariant surface of (4.26a,b). 

Then 

u = U(e Exx,0(e EX x);_£) 

= U(X(x, u; f), 0(X(x, u; £)); -f) 

implicitly defines a one-pammeter family of solutions u = if;(x; £) of PDE 
(4.1). 

4.2.3 DETERMINING EQUATIONS FOR INFINITESIMAL 

TRANSFORMATIONS OF A kTH ORDER PDE 

From Theorem 4.1.1-1 we see that the kth order PDE (k ~ 2) 

Ui t i 2 ••• il = f(x, u, u, u, ... , u), 
12k 

where f(x, u, u, u, ... , u) does not depend on Ui t i2 ... il' admits 
12k 

a a x = ~i(X, u)-a + 7J(x, u)-a 
Xi u 

with kth extension given by (4.5), if and only if 

when Uiti2 ... il = f(x, u, u, u, ... , u). 
12k 

It is easy to show that 

(i) 7J)~]2 ... jp is linear in the components of ~ if p ~ 2; 

(4.29) 

(4.30) 

(4.31) 

(ii) 7J)~]2 ... jp is a polynomial in the components of y,~, ... ,~, whose coeffi-

cients are linear homogeneous in (~(x, u), 7J(x, u)) and in their partial 
derivatives with respect to (x, u) of order up to p. 

From (i) and (ii) it follows that if f(x, u, u, u, ... , u) is a polynomial in the 
12k 

components of u, u, ... , u, then (4.31) is a polynomial equation in the com-
12k 

ponents of u, u, ... , u whose coefficients are linear homogeneous in (~(x, u), 
12k 

7J(x, u)) and in their partial derivatives up to kth order. Observe that at any 
point x one can assign an arbitrary value to each component of u, u, u, ... , U 

12k 

provided PDE (4.29) is satisfied; in particular, one can assign any values, 
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except to the coordinate Ui 1i 2 ••• i t , to the components of u, u, u, ... ,u. Thus 
12k 

if we use (4.29) to eliminate Uiti 2 ... i l from (4.31), then the resulting poly-
nomial equation in the components of u, u, ... ,u must hold for arbitrary 

12k 
values of these components. Consequently the coefficients of the polynomial 
must vanish separately, resulting in a system of linear homogeneous partial 
differential equations for n + 1 functions (e(x, u), 7](x, u)). This system of 
linear PDE's is called the set of determining equations for the infinitesimal 
generator X admitted by (4.29). The set of determining equations is an 
overdetermined system of PDE's for (e(x, u), 7](x, u)) since in general there 
are more than n + 1 determining equations. [For PDE (4.29) with non
polynomial function I(x, u, u, u, ... , u) one can still break up the equation 

12k 
(4.31) into a system of linear homogeneous PDE's for (e(x, u), 7](x, u)) us-
ing the independence of the values of the components of u, u, ... , u except 

12k 
for the value of Ui 1 i 2 ... i t .] 

Since the set of determining equations is an overdetermined system, 
it could happen that their only solution is the trivial solution (e(x, u), 
7](x, u)) = (0,0). When the general solution ofthe determining equations is 
nontrivial two cases arise: If the general solution contains a finite number, 
say r, of essential arbitrary constants then it corresponds to an r-parameter 
Lie group of point transformations admitted by (4.29); if the general solu
tion cannot be expressed in terms of a finite number of essential constants 
(for example when it contains an infinite number of essential constants or 
contains arbitrary functions of x and u) then it corresponds to an infinite
parameter Lie group of point transformations admitted by (4.29). 

One can easily verify that a linear PDE, defined by a linear operator L, 

Lu = g(x), (4.32) 

always admits a trivial infinite-parameter Lie group of transformations 

x* = x, 

u* = u + fW(X), 

where w( x) is any function satisfying 

Lw = o. 

(4.33a) 

(4.33b) 

(4.34) 

To within this trivial infinite-parameter Lie group of transformations, the 
Lie group of transformations admitted by a linear PDE usually has at most 
a finite number of parameters. 

We now state some results on the form of admitted infinitesimal trans
formations which cover a wide class of scalar PDE's arising in applications. 
These results significantly simplify the tedious work involved in setting 
up and solving the determining equations for the infinitesimals (e(x, u), 
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7](Z, u)). Suppose PDE (4.29) is such that fez, u, u, u, ... , u) is linear in 
12k 

the components of u and in addition the coefficients of components of u 
k k 

depend only on (z, u). Then PDE (4.29) is ofthe form 

(4.35) 

whose coefficients {Ai1i2"'ik} are symmetric with respect to their indices. 
The following theorems hold: 

Theorem 4.2.3-1. Suppose a kth order PDE (k ~ 2) of the form (4.35) 
admits a Lie group of transformations with infinitesimal generator (4.30). 
Let 

aj=AU."lj, j=1,2, ... ,n. 

(i) If the coefficients {Ai1i 2"'ik} do not satisfy 

then 
aei = 0, . 1 2 au Z = , , ... ,n, 

i.e., e = e(z). 

(ii) If the coefficients {Aili2"'ik} satisfy (4.36), then 

aej aei ai au =ajau' i,j=1,2, ... ,n. 

Theorem 4.2.3-2. Suppose PDE (4.29) is of the form (k ~ 2) 

(4.36) 

(4.37) 

and admits a Lie group of transformations with infinitesimal generator 
(4.30). If there does not exist a point transformation of its independent 
variables z such that PDE (4.37) is equivalent to 

aku 
£I k = G(z, u, u, ... , u ) 
vZl 1 k-l 

for some function G(z, u, u, ... , u ), then 
1 k-l 

aei _ 0 . 1 2 au - , z = , , ... , n. 

(4.38) 

Theorem 4.2.3-3. Suppose a PDE of the form (4.38) (k ~ 2) admits a 
Lie group of transformations with infinitesimal generator (4.30). Then 

aei - 0 
au - , i = 2, ... ,no 
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Theorem 4.2.3-4. Suppose PDE (4.29) is of order k ~ 3 and is of the 
form 

Ai1i 2 ···i/c (x, U)Ui 1 i2 "'i/c = Bhh,,-j/C-l (x, U, ~)Uhh,,-j/C-l 

+h(x,u,u, ... , u), 
1 k-2 

and admits infinitesimal generator (4.30). Then 

8ei _ 0 . 1 2 8u - , z = , , ... , n. 

Theorem 4.2.3-5. Suppose PDE (4.29) (k ~ 3) is of the form 

+h(x,u,u, ... , u), 
1 k-2 

and admits infinitesimal generator (4.30). Then 

and 

8ei - 0 
8u - , i = 1,2, ... , n, 

82TJ 
8u2 = O. 

(4.39) 

(4.40) 

Theorem 4.2.3-6. Suppose PDE (4.40) is of order two (k = 2) and admits 
infinitesimal generator (4.30) with 

8ei _ 0 1 2 8u - , i = , , ... , n. 

Then 
82 TJ 
8u2 = O. 

Theorem 4.2.3-7. Suppose PDE (4.29) (k ~ 2) is a linear PDE which 
admits infinitesimal generator (4.30). Then 

8ei _ 0 . 1 2 8u - , Z = , , ... , n; 

82 TJ ou2 = O. 

Theorems 4.2.3-1 to 4.2.3-6 are proved in Bluman (1989). Theorem 4.2.3-
7 is proved in Ovsiannikov (1962, Chapter 6; 1982, Sect. 27) for k = 2 and 
in Bluman (1989) for k > 2. 

For n = 2, if ~ = ~ = 0, ~ = 0, then an admitted infinitesimal 
generator is of the form 
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From (2.133)-(2.137) it follows that for an infinitesimal generator of the 
form (4.41) we have 

TIP) = og + 01 U + [I _ 0~1] U1 _ 06 U2; (4.42) 
OX1 OX1 OX1 OX1 

4.2.4 EXAMPLES 

(1) Heat Equation 

Consider the heat equation 

or, equivalently, 

(4.44) 

( 4.45) 

( 4.46) 

( 4.47) 

From Theorem 4.2.3-7 it follows that an infinitesimal generator admitted by 
(4.47) must be of the form (4.41). We now find all infinitesimal generators 
admitted by (4.47). For PDE (4.47) the invariance condition (4.31) is 

when 

,..,(2) _ 1/(1) 
"11 - 2 ( 4.48) 

( 4.49) 
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Substituting (4.43) and (4.44) into (4.48) and eliminating un by (4.49), we 
obtain 

+ [06 _ o2e~ _ 2 oel] U2 _ 2 06 Ul2 = o. (4.50) 
OX2 oXl OXl OXl 

Equation (4.50) must be an identity for all values of (Xl, X2, U, Ul, U2, Ul2). 

Hence we obtain the following five determining equations for (el, 6, f, g): 

06 = 0; 
OXl 

06 _ 026 _ 206 _ o. 
OX2 ox~ OXl - , 

2 of _ 026 + Oel - o. 
OXl ox~ OX2 - , 

o2f _ of _ o. 
ox~ OX2 - , 

o2g _ og _ 0 
ox~ OX2 - . 

(4.51a) 

(4.51b) 

(4.51c) 

(4.51d) 

(4.51e) 

Hence g(Xl, X2) corresponds to the trivial infinite-parameter Lie group 
(4.33a,b) with w(x) = g(Xb X2). Nontrivial infinitesimal generators arise 
from solving (4.51a-d.). It is left to Exercise 4.2-4 to show that the solution 
of (4.51a-d) is 

(4.52a) 

(4.52b) 

(4.52c) 

where a,j3,-y,b,K.,>' are six arbitrary parameters. Hence a nontrivial six
parameter Lie group of transformations acting on (Xl, X2, U )-space is ad
mitted by the heat equation (4.47) with infinitesimal generators given by 
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a 1 a 
Xs = X2- - -Xl u-, 

aXl 2 au 
(4.53) 

The commutator table for the Lie algebra arising from the infinitesimal 
generators (4.53) is: 

Xl X2 X3 X4 Xs X6 

Xl 0 0 Xl Xs -tX6 0 
X2 0 0 2X2 X3 - !X6 Xl 0 
X3 -Xl -2X2 0 2X4 Xs 0 
X4 -Xs -X3 + tX6 -2X4 0 0 0 
Xs ~X6 -Xl -Xs 0 0 0 
X6 0 0 0 0 0 0 

From the form of the infinitesimals (4.52a,b) we see that (4.52a,b) in
duces a five-parameter (a, f3, ,,(,0, K.) Lie group of transformations acting on 
(xt, x2)-space with infinitesimal generators given by 

a 
Y2= -a ' 

X2 

(4.54) 

This five-parameter Lie group is a subgroup of the eight-parameter Lie 
group of projective transformations in m? defined by (2.179a,b) with in
finitesimal generators (2.180). 

Consider infinitesimal generator X4 (parameter "(). The corresponding 
one-parameter Lie group of transformations obtained by solving the IVP 
for the first order system of ODE's 

with u* = u, xi = Xl, x; = X2 at f = 0, is 

Xr = X l (Xl,X2,U;f) = 1 Xl , 
- fX2 

x; = X 2 (xt, X2, u; f) = X2 , 
1- fX2 

u* = U(Xl,X2,U;f) = uV1- fX2exP [- 4(~(:1;:2)] . 
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Invariant solutions u = 8(X1,X2) of PDE (4.47) corresponding to X4 

satisfy [cf. (4.21a)] 

(4.55) 

The solution of (4.55) is found by solving the characteristic equations [cf. 
(4.22)] 

dX1 dX2 du 

X1X2 = (X2)2 = _[(:J:~? + ~]u 
which have two invariants 

Thus the solution of (4.55) is defined by the invariant form [cf. (4.23)] 

VX2e(:J:l)~/4:J:~u = <fo (:~) 

or, solving for u, 

where the similarity variable is 

Substitution of (4.56) into PDE (4.47) leads to <fo«) satisfying 

<fo"«) = 0, 

so that invariant solutions of (4.47) resulting from X4 are 

(4.56) 

u = 8(X1,X2) = _1_e-(:J:l)~/4:J:2 [C1 + C2 Xl] (4.57) 
~ X2 

where C1 and C2 are arbitrary constants. 
For any solution u = 8(X1, X2) of (4.47), which is not of the form (4.57), 

we find the one-parameter family of solutions u = <fo(X1, X2; f) generated by 
X4 [cf. (4.28a,b)]: Let 

X1=X1(Xl,X2,U;f) = 1 Xl , 
- fX2 

X2=X2(Xl,X2,U;f) = 1 X2 • 
- fX2 

U = 8(X1. X2). 
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Then 
u = ¢(X1' X2j () = U(X1' X2, Uj -f) 

1 [ (X1)2 ] e (Xl X2) 
VI - (X2 exp 4(1 - (X2) - 1 - (X2' 1 - (X2 . 

Lie (1881) found the group of the heat equation. BIuman (1967, Chap. 
II) [see also BIuman and Cole (1969, 1974 (Sect. 2.7))] constructed all 
corresponding invariant solutions of the heat equation. 

(2) Nonlinear Heat Conduction Equation 

As a second example we consider a group classification problem. In par
ticular we completely classify the group properties of the nonlinear heat 
conduction equation 

or, equivalently, 
(4.58) 

Suppose (4.58) admits 

The invariance condition (4.31) here is 

when 
U2 = K(u)un + K'(U)(U1)2, 

where 'TJP), 'TJ~1), 'TJg) are given by (2.133)-(2.135). After using (4.58) to 
eliminate U2 from (4.59) we obtain a polynomial equation in un, Ul2, U1 
which must hold for arbitrary values of Xl, X2, U, Ub Un, U12j from the co
efficients of Ul2, U12U1, Un Ul we get 

a6 _ a6 _ a6 _ 0 
au - au - aXl - . 

Using (4.60a), we get from the coefficients of Ub Un, (U1?: 

a6 , a'TJ [a2'TJ a26] 
-a + 2K (u)-a + K(u) 2-a a - -a 2 = OJ X2 Xl Xl U Xl 

K(u) [~!: -2~!:] +K'(u)'TJ=Oj 

(4.60a) 

(4.60b) 

(4.60c) 
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( a2TJ '() [a6 a~l aTJ] "( ) K u) au2 + K u aX2 - 2 aXl + au + K u TJ = o. ( 4.60d) 

The terms not involving Ull, U12, Ul lead to 

(4.60e) 

Hence 6 = 6( X2). Solving (4.60c) for TJ and substituting this result into 
(4.60e) we find that 

1 I 2 K(u) [ ] ) ~l = 2Xl~2(X2) + P(Xl) + j3x1 + ,(X2), TJ = K'(U) 4PXl + 2,8, (4.61 

where p,,8 are arbitrary constants and ,(X2) is an arbitrary function of X2. 
Substituting (4.61) into (4.60d) we find that if one of p,,8 is nonzero then 
it is necessary that K(u) satisfy the ODE 

( K(U))" 
K'(U) = 0 

whose solution is K(u) = A(U+KY (with limiting case K(u) = AeVU ) where 
A, K, /I are arbitrary constants. Finally substituting (4.61) into (4.60b) we 
obtain 

'() "() ( ) [ 4K(U)KII(u)] 2, X2 + Xle2 X2 + 4pK u 7 - [K'(U)]2 = O. 

Hence for any K(u) it immediately follows that I'(X2) = e~(X2) = 0 so 
that, = const, 6 = 8X2 + (1. Consequently there are five parameters 
,8, p", 8, (1. The parameters ,,8, (1 exist for arbitrary K( u) but the existence 
of parameters ,8,p depends on the form of K(u). Three cases arise: 

Case 1.\ K(u) arbitrary I Here p =,8 = 0 and PDE (4.58) admits a three
parameter Lie group with infinitesimal generators 

(4.62) 

Case ILl K(u) = A(U + KY I Here p = 0 and PDE (4.58) admits a four

parameter group with infinitesimal generators (4.62) and 

a 2 a 
X4 = Xl- + -(u + K)-. 

aXl /I au 
(4.63) 

In the limiting case K (u) = Aevu , this infinitesimal generator becomes 

a 2 a 
X4 =Xl-+--. 

aXl /I au 
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Case 111.1 K(u) = A(U + K)-4/31 Here PDE (4.58) admits a five-parameter 

group with infinitesimal generators (4.62), (4.63) [/I = -~], and 

Xs = (X1)2 !l{) - 3X1(U + K)! . 
VXl vU 

Ovsiannikov (1959, 1962) derived the above results by considering PDE 
(4.58) as a sytem of PDE'.s v = K(u):: ' ::1 = ::2. The classification 
as presented here appears III BIuman (1967) [see also BIuman and Cole 
(1974), Ovsiannikov (1982)]. 

(3) Wave Equation for an Inhomogeneous Medium 

As a third example consider the complete group classification of the wave 
equation for a variable wave speed c(xt}: 

or, equivalently, 

{)2u ()2u 
!l 2 = c2(xt}!l 2 
vX2 vX l 

U22 = C2 (Xl)UU. (4.64) 

Since (4.64) is a second order linear PDE it follows that (4.64) only 
admits nontrivial infinitesimal generators of the form (4.41). The invariance 
condition (4.31) for PDE (4.64) is 

TJW = c2(Xl)TJ~~) + 2C(Xl)C'(xt}6 Un 

when 
U22 = C2(xl)Un, 

where TJg>, TJ~~ are given by (4.44) and (4.46) (without loss of generality 
we can set 9 = 0). For arbitrary C(Xl), after eliminating U22 and using the 
independence of Ul2, Un, U2, Ul, U we obtain the following determining 
equations for (e 1 ,6, J): 

(4.65a) 

(4.65b) 

(4.65c) 

( 4.65d) 

(4.65e) 
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Solving (4.65a) for ~ and (4.65b) for ~ and setting 

IP6 026 
OX10X2 - OX20Xl' 

one finds that 

where 
H(xt) = C'(Xl)/C(Xl). 

The solution of (4.66), (4.65d) leads to 

1 
!(Xl, X2) = 2"H(Xt)el(Xl, X2) + S(X2) (4.67) 

where S(X2) is an arbitrary function of X2. Substituting (4.67) into (4.65c) 
and then solving (4.65a) for £U.{){) and (4.65b) for .£ll{){) and setting 

X'2 Xl 

02el 02el 
OX10X2 - aX20Xl' 

we find that S(X2) = const = s, so that 

1 
! = 2"H6 +s. (4.68) 

Substituting (4.68) into (4.65e) and using (4.65d), we obtain 

H"6 + 2H' 06 + H ~(H6) = 0 
aXl aXl 

or, equivalently, 

(4.69) 

Three cases can arise. 

Case I. 2H' + H2 = 0: In this case it is easy to show that 

(4.70) 

where A, B are arbitrary constants. Then H(Xl) = A;l~B' For any solution 
6(Xl,X2) of the corresponding equation (4.66), one finds that 6(Xl,X2), 
!(Xl, X2) solving (4.65a-e) are given by: 

6(Xl,X2) = J[;;~ -H6] dX 2, (4.71a) 
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(4.71b) 

The set of functions {el,6,J} determined by any solution el(Xl, X2) of 
PDE (4.66) and by (4. 71a,b) corresponds to invariance of PDE (4.64) under 
a nontrivial infinite-parameter Lie group admitted when c(xt} = (AX1 + 
B)2. One can show that for A ::fi 0 the wave equation 

a2u a2u 
a 2 = (Axl + B)4 a 2 

X2 Xl 

can be transformed to the wave equation 

a2w 
--=0 
aZl aZ2 

by the point transformation [BIuman (1983)] 

Zl = [AX1 + Br1 + AX2, 
Z2 = [AX1 + Brl - AX2, 
W = [Ax1 + Br1u. 

Hence the general solution of PDE (4.72) is 

(4.72) 

where F(zt), G(Z2) are arbitrary twice differentiable functions of their ar
guments. 

Case II. 2H' + H2 ::fi 0, 6 ::fi 0: In this case from (4.69) it follows that 
6(X1' X2) can be expressed in the separable form 

(4.73) 

where 
(4.74) 

for some constant Pi f3(X2) is to be determined. Substituting (4.68) and 
(4.73) into (4.65d), one finds that 

f3"(X2) c2[a' - H a]' -- = = const = (J'2, 

f3(X2) a 
(4.75) 

where (J' is a real or imaginary constant. We distinguish between the sub
cases (J' = 0, (J' ::fi O. 

Case ITa. (J' = 0: Here c(xt) must satisfy the fourth order ODE 

[a' - Hay = 0 (4.76) 
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and correspondingly 
{3(X2) = p + QX2, 

where p, q are arbitrary constants. The substitution of (4.68) and (4.73) 
into (4.65e) leads to 

(aH)" = O. (4.77) 

The wave speed C(Xl) must satisfy (4.76), (4.77) and (4.74). This leads to 

a(xt) = B(Xl)2 + CXl + D, 

a(xl)H(Xl) = A + 2Bxl, 

p = 4BD + A2 - 2AC, 

where A, B, C, D are arbitrary constants. Consequently, 

l.e., 

(i) I C(Xl) = [B(Xl)2 + CXl + D] exp [(A - C) J[B(Xl)2 + CXl + D]-ldxd I 
The corresponding el and f are obtained respectively from (4.73) and 
(4.68); 6 is obtained from (4.65a,b). They yield a four-parameter Lie group 
of point transformations with infinitesimal generators: 

{} 
X l =-, 

{}X2 

X2 = [B(Xl)2 + CXl + D]{}{} + [C - A]X2{}{} + -21 [A + 2Bxdu{}{} , 
Xl X2 U 

X3 = x2[B(xt}2 + CXI + D] (}~l + a(C - A)(X2)2 

J B(XI)2 + CXl + D ] {} 1 {} 
+ c2(xI) dXI {}X2 + 2X2 [A + 2Bxl]U {}u' 

{} 
X4 = U {}u. 

The nonzero commutators of the corresponding Lie algebra are: [Xl, X2] = 
(C-A)XI' [Xl, X3] = X2, [X2' X3] = (C-A)X3. One can show that the Lie 
algebra formed by Xl, X2, X3 is isomorphic to the Lie algebra of SO(2, 1) 
when A f:. C. When A = C, we have C(XI) = B(xt)2 + CXI + D. 
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It is easy to show that to within arbitrary scalings and translations in 
Zl, a wave speed C(Zl) given by (i) is equivalent to one of the following 
canonical forms: 

C(Zl) = (Zl)A [B = D = 0, C = 1]; 

c(zt) = e:l:1 [B = C = 0, A = D = 1]; 

c(zt} = [1 + (zl)2]eAarctan:l:l [C = 0, B = D = 1]; 

C(Zl) = (1 + Zl)1+A/2(1 - xd-A / 2 [C = 0, B = -1, D = 1]; 

C(Xl) = (Xl)2el/:l:1 [C = D = 0, A = -1, B = 1]. 

We list special cases of wave speed (i), together with corresponding in
finitesimal generators (constants A, B, C, D are renamed): 

(ii) 1 C(Xl) = (AXI + B)C, C:/= 0,1,21 

The commutator table is the same as for (i) with (C - A) replaced by 
A(l- C). 

(iii) 1 C(Xl) = AXI + B I 
a a 1 a 

Xl = -a ' X2 = [AXI +B]-a + -Au-a' 
X2 Xl 2 U 

a 1 a 1 a 
X3 = X2[Axl + B]aXl + A log(Axl + B) aX2 + '2 AX2U au' 

a 
X4 = u au . 

The nonzero commutators of the corresponding Lie algebra are [Xl, X3] = 
X2, [X2' X3] = Xl. 

(iv) I c(xt} = AeB:l:1 I 
a a a 1 a 

Xl = -a ' X2 = -a - BX2-a + -Bu-a ' X2 Zl X2 2 U 

X3 = AX2~ - ! [AB(X2)2 + (AB)-le- 2B:l:l] ~ 
aX1 2 aX2 
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1 0 0 
+ '2ABx2U OU' X4 = U ou· 

The commutator table is the same as for (i) with C - A replaced by - AB. 

Case lIb. u -# 0: In this case (4.75) leads to e(x1) solving the fourth order 
ODE 

e2[a' - Hal' = u2a, (4.78) 

where H = e'le, and a is given by (4.74). [Without loss of generality p = 1 
in (4.74).] One can show that if e(x1) satisfies (4.78) then the corresponding 
wave equation (4.64) admits a four-parameter Lie group of transformations 
with infinitesimal generators given by 

X 0 X qZ; [0 1 (' H) 0 1 0 ] 1=-, 2=e 2 a-+u- a - a -+-aHu- , 
OX2 OX1 OX2 2 OU 

Xg = e- q Z;2 [a~ - u-1(a' - Ha)~ + !aHU~] , 
OX1 OX2 2 OU 

o 
X4 = U ou' 

The nonzero commutators of the corresponding Lie algebra are 

[Xl, X2] = uX2 , [Xl, Xg] = -uXg, 

[X2' Xg] = 2u-1[(a' - Ha)2 - (uale)2]X1. 

It immediately follows that 

(a' - H a)2 - (uale)2 = const = J(. (4.79) 

Hence (4.79) is an integration of ODE (4.78), i.e., the commutator [X2 ,Xg] 

leads to an integration of ODE (4.78)! The third order ODE (4.79) for 
e(x1) admits a two-parameter Lie group. Using the methods of Chapter 3 
it can be reduced to a first order ODE. If the reduced ODE can be solved, 
then the general solution of (4.79) is obtained by three quadratures. [When 
u is imaginary, appropriate linear combinations of X2 and Xg yield the 
corresponding real infinitesimal generators.] When J( -# 0, the Lie algebra 
formed by Xl, X2, Xg is isomorphic to the Lie algebra of SO(2, 1). 

Case III. 6 = 0: From the determining equations (4.65a-e) it immediately 
follows that 6 = const = r, f = const = s, and hence (4.64) only admits 
translations in X2 and scalings of u. In particular if the wave speed C(X1) 
does not satisfy (4.74), (4.79) for any constants p, u, J(, then wave equation 
(4.64) admits a two-parameter Lie group with infinitesimal generators Xl = 

() X -u{) -()' 2- -()' 
3:2 U 

In summary we have the following theorem: 
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Theorem 4.2.4-1. The wave equation (4.64), whose wave speed is a so
lution of system (4.74), (4.79) for some constants p,u,K, admits a four
parameter Lie group of transformations. The group becomes an infinite
parameter group if and only if c(xt) = (Axl + B)C, C = 0,2. All other 
wave speeds C(Xl) only admit the two-parameter Lie group of translations 
in X2 and scalings of u. 

The group classification of the wave equation (4.64) appears in BIuman 
and Kumei (1987). This paper includes corresponding invariant solutions. 

(4) Biharmonic Equation 

As a final example we find the group admitted by the fourth order bihar
monic equation 

'\72 '\72 u = 0, 

where '\72 = t2 + ,,022, or, equivalently, the equation 
uX1 UX 2 

U2222 = - 2Ull22 - Ullll· 

The invariance condition (4.31) for PDE (4.80) is given by 

77W22 = -277~1~2 - 77~1~l 

(4.80) 

(4.81) 

when U2222 = -2Ull22 - Ullll. From Theorem 4.2.3-7 we see that an ad
mitted nontrivial group has an infinitesimal generator of the form 

It is straightforward to derive the following determining equations for (el, 6, 
f): 

(4.82a) 

(4.82b) 

(4.82c) 

(4.82d) 

(4.82e) 

(4.82f) 
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0 2 f 02 f [03~1 03~1] 
3!i2" + !i2" - 2 !l3 + 0 0 2 = 0; uX1 uX2 uX1 Xl x 2 

2 02 f _ 03~1 _ 03~1 _ 03~2 _ 03~2 - O. 
OX10X2 OX~ OXiOX2 OX~ OX10X~ - , 

{)2 f {)21 [{)36 {)36 ] 
3 £} 2 + ~ - 2 -;:)3 + () 2{) = 0; 

uX2 uXI uX2 xl X2 

4 [{)31 {)3 / ] _ {)46 _ 2 {)4el _ {)4el _ O. 
{)x~ + {)Xl {)x~ {)xi {)xi{)x~ {)x~ - , 

4 [{)31 {)3 / ] _ {)46 _ 2 {)46 _ {)46 - o. 
{)x~ + {)Xi{)X2 {)xi {)xi{)x~ ()xi - , 

\72\72f = O. 

From (4.82a,b) it follows that 

\726 = \726 = O. 

Substituting (4.83) into (4.82c,f), we find that 

{)6 
I=-+s 

{)Xl 
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( 4.82g) 

( 4.82h) 

( 4.82i) 

( 4.82j) 

(4.82k) 

( 4.821) 

( 4.83) 

(4.84) 

where s is an arbitrary constant. Then equations (4.82d,e) are satisfied. 
Substituting (4.84), (4.82a,b) into (4.82g-i) we find that all third order 
derivatives of 6 and 6 are zero. Then equations (4.82j-l) are automatically 
satisfied. Hence 

e1 = a1(x1)2 + {31x1x2 + /1(X2)2 + 01X1 + K1 X2 + P1, 

6 = a2(xI)2 + {32XlX2 + /2(X2)2 + 02 X1 + K2X2 + P2, 

and, renaming s in (4.84), we have 

1 = 2alXl + {3lx2 + s, 

(4.85a) 

(4.85b) 

(4.85c) 

where the indicated constants are to be determined. From (4.82a,b) it fol
lows that 

Hence 

2a2Xl + {32 x 2 + 02 = -{3lxl - 2/l X2 - Kl, 

2a1x1 + {31 x 2 + 01 = {32 x l + 2/2X2 + K2' 

Consequently, after renaming constants 01, 02, PI, P2, s, we get a seven
parameter (aI, a2, ... ,(7) group admitted by the biharmonic equation 
(4.80) with infinitesimals: 

(4.86a) 
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6 = 2a1x1x2 + a2 [(X1)2 - (X2?] + a3x2 + a4X1 + a6, 

f = 2alXl - 2a2X2 + a7· 

(4.86b) 

(4.86c) 

Let the complex variable z = Xl + iX2. It is left to Exercise 4.2-5 to show 
that a seven-parameter Lie group of transformations with infinitesimals 
(4.86a-c) is given by the transformations 

'" az+ b z =--, 
ez+d 

( 4.87a) 

I dz*1 u* = A d; u, (4.87b) 

where a, b, e, d are arbitrary complex constants such that ad - be =I 0 and A 
is an arbitrary real constant. Equation (4.87a) is a general Mobius (bilinear) 
transformation. This example is considered in BIuman and Gregory (1985). 

Exercises 4.2 

1. For the heat equation (4.47) 

(a) find invariant solutions resulting from the infinitesimal generator 
X5, using both methods in Section 4.2.1; 

(b) for any solution u = 8(Xl, X2) of (4.47), which is not an invariant 
solution for X5 , find the one-parameter family of solutions u = 
4>(Xl.X2;f) of(4.47) generated by X5 . 

2. (a) For which solutions u = 8(Xl,X2) of (4.47) do the infinitesimal 
generators Xl. X2 , ••• , X6 given by (4.53) yield a six-parameter 
family of solutions U = 4>(Xl, X2; fll f2, ... , (6) of (4.47)? 

(b) Determine 4>(Xl, X2; fl, f2,···, (6). 

3. For the wave equation U22 = e2Xlul1: 

(a) Find invariant solutions for the infinitesimal generators 

(i) X 2 + sX1 , and 

(ii) X3 + sX1 , 

where s is an arbitrary constant. 

(b) Given any solution u = 8( Xl, X2) of this wave equation, find the 
four-parameter family of solutions generated by Xli X2 , X3 , X4 • 

What condition must 8(Xl, X2) satisfy? 

4. Show that (4.52a-c) is the general solution of (4.51a-d). 

5. Show that (4.87a,b) defines a seven-parameter Lie group of transfor
mations with infinitesimals (4.86a-c). 
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6. Consider the heat equation in two, three, and n spatial dimensions. 

(a) Find the nine-parameter group admitted by 

cPu 82u 8u -+---
8x~ 8x~ - 8X3' 

(b) Find the 13-parameter group admitted by 

cPu cPu cPu au 
-2 + -2 + -2 = -. 
aX1 aX2 aX3 aX4 

(c) Generalize to the case of the n-dimensional heat equation 

~a2u_~ 
L.J 2- . 
i=l aXi aXn +1 

7. Consider the axisymmetric wave equation 

a2u a2u 1 au ---+--
ax~ - ax~ Xl 8X1 . 

(4.88) 

(a) Show that the Lie group admitted by (4.88) has as infinitesimal 
generators 

(b) Find invariant solutions of (4.88) for the infinitesimal generators 

(i) Xl + sX3 , and 
(ii) X2 + sX3 , 

where s is an arbitrary constant. 

8. Consider the nonlinear wave equation 

82u 2 a2u 
!i2 = C (u)a 2' vX2 Xl 

(4.89) 

where c( u) =F const. In terms of infinitesimal generators show that 
the group classification of (4.89) is: 

(a) c(u) arbitrary: 

a 
X3=-' aX 2 
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(b) c( u) = A( u + B)C, where A, B, and C are arbitrary constants: 

o 0 
and X4 = CX1-;- + (u + B)"!l, 

VXl vU 

(c) c( u) = A( u + B)2, where A and B are arbitrary constants: 

Xl. X2, X3 , X4 (C = 2), and Xs = (Xl)2 flO + X1(U + B): . 
VX1 vU 

9. Consider Laplace's equation in n ~ 3 dimensions: 

n o2u L8"2 =0. (4.90) 
j=l Xj 

(a) Show that the [1+~(n+l)(n+2)]-parameter Lie group admitted 
by (4.90) can be represented by the infinitesimal generator 

n 0 0 
X= ~e-(x)-+f(x)u-
~ J OXj OU 

wi th infini tesimals 

n n n 

ej(x) = (Xj + LPjkXk - (j L(Xk)2 + 2xj L (kXk + >'Xj, 
k=l k=l k=l 

j=1,2, ... ,n, 
n 

f(x) = (2 - n) L (kXk + 6, 
k=l 

where 
(Xj,6,>',(j, and Pjk=-Pkj, 

j,k = 1,2, ... , n are 1+ t(n+ 1)(n+2) arbitrary constants. The 
subgroup corresponding to 6 = 0 is called the conformal group. 
It can be shown that the conformal group is isomorphic to the 
group SO(n + 1, 1) [BIuman (1967)]. 

(b) Find a corresponding global seven-parameter Lie group admit
ted by (4.90) when n = 2. 

10. Consider the nonlinear diffusion equation 

02U (ou)2 OU 
Oxr = OX1 OX2 . (4.91) 

(a) Find the infinite-parameter Lie group admitted by (4.91). 
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(b) Compare the Lie algebra admitted by (4.91) with the Lie algebra 
admitted by the linear heat equation (4.47). 

(c) Consequently find a mapping which transforms (4.91) to (4.47). 
[Generalizations of this example will be discussed in detail in 
Chapter 6.] 

11. Find the five-parameter Lie group of transformations admitted by 
Burgers' equation 

{)2U {)u {)u 
--u---
{)x~ {)X1 - {)X2· 

12. Find the four-parameter Lie group of transformations admitted by 
the Korteweg-de Vries equation 

{)3u {)u ()u 
() 3 + u-{) + -() = O. (4.92) 

Xl Xl X2 

13. Find the four-parameter Lie group of transformations admitted by 
the cylindrical Korteweg-de Vries equation 

{)3u {)u 1 u {)u 
-3+U-+--+-=O. (4.93) 
{)x 1 {)X1 2 X2 ()X2 

[The use of the groups of (4.93) and (4.92) to relate these PDE's will 
be discussed in Chapter 6.] 

14. The motion of an incompressible constant-property fluid in two di
mensions is described by the stream-function equation 

(4.94) 

where u is the stream function for the flow, v = const is the kinematic 
.. d 2 1}2 1}2 

VISCOSIty, an V = -I} 2 + -I} 2· 
"'1 "'2 

(a) If v = 0 show that the infinite-parameter Lie group admitted by 
(4.94) can be represented by the infinitesimal generator 

3 () () 

X = L:e;(X)a:- + 7](X, u)a 
;=1 X) u 

with infinitesimals given by 

6(x) = aX1 + bX2 + CX2X3 + I1(X3), 

6(x) = aX2 - bX1 - CX1X3 + h(x3), 

6(x) = hX3 + k, 
1 

7](x, u) = (2a - h)u + 2c [(xt)2 + (X2)2] 

+ ff( x3)X2 - f~(X3)X1 + h(x3) 
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where a, b, c, h, k are arbitrary constants; II (xs), h(xs) and 
h(xs) are arbitrary once-differentiable functions of the time co
ordinate Xs. 

(b) If v:f: 0 show that the group admitted by (4.94) is the same as 
for (a) except that h = 2a [cf. Cantwell (1978)]. 

15. The nonlinear reaction-diffusion equation 

a2u au 
a 2 +F(u)=-a 

Xl X2 
(4.95) 

admits a trivial two-parameter Lie group of transformations with 
infinitesimal generators Xl = 8~1 ' X2 = 8~~ for arbitrary F( u). 
Show that (4.95) admits a three-parameter Lie group only if F(u) 
takes on one of three forms: 

u(A+ Blogu), 

to within translations in u, where A and B are constants. [cf. Liu 
and Fang (1986). For generalizations see Galaktionov, Doronitsyn, 
Elenin, Kurdyumov, and Samarskii (1988).] 

16. Consider the nonlinear wave equation 

a2u a (2 au) 
ax~ = aXI c (u) aXI (4.96) 

when c( u) :f: const. In terms of infinitesimal generators show that the 
group classification of (4.96) is: 

(a) c(u) arbitrary: 

a 
X3= -a . 

X2 

(b) c( u) = A( u + Bf, where A, B, and C are arbitrary constants: 

a a 
and X4 = CXI -a + (u + B) -a . 

Xl U 

(c) c(u) = A(u + B)-2, where A and B are arbitrary constants: 

XI ,X2,XS,X4 (C= -2), and Xs = (X2)2 a
a +X2(U+B)aa. 
X2 u 

(d) c(u) = A(u + B)-2/S, where A and B are arbitrary constants: 

Xl. X2 ,XS,X4 (C = -~), and Xs = (XI)2 a~l -3XI(U+B) ;u· 
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[cf. Ames, Lohner, and Adams (1981). A group classification for the 
PDE where c(u) is replaced by c(u,x) in (4.96) has been investigated 
by Torrisi and Valenti (1985).] 

17. Show that the two-dimensional nonlinear Schroedinger equation 

{)2u {)2u {)u 
~ 2 + ~ 2 + rlu2 1u = i-;;-, r = const, 
uX I uX2 U X3 

admits an eight-parameter Lie group with infinitesimal generators 

[cf. Tajiri (1983)]. 

() 
X3 =-, 

{)X3 

4.3 Invariance for Systems of PDE's 

Now consider a system of m PDE's (m > 1) with n independent variables 
x = (Xl, X2, .. " xn) and m dependent variables u = (u l , u2, ... , urn): 

FI'(x, u, u, u, ... , u) = 0, JL = 1,2, ... , m. 
I 2 k 

(4.97) 

We assume that each PDE in system (4.97) can be written in solved form. 
In particular 

FI'(x, u, u, u, . .. ,u) = U~"i ... i - fl'(x, U, U, u, . .. ,u) = 0 
I 2 k 1 2 l" I 2 k 

(4.98) 

in terms of some t'l'th order partial derivative of UV" for some VI' = 1,2, ... ,m 
where fl'(x, u, U, u, . .. , u) does not depend explicitly on any of 

I 2 k 

U~;i2'''il ' JL = 1,2, ... , m. Moreover we assume that the isolated partial 
" derivatives {U:;i2 ... i l,,} are m distinct quantities. 
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4.3.1 INVARIANCE OF A SYSTEM OF PDE's 

Definition 4.3.1-1. The one-parameter Lie group of transformations 

x* = X(x, u;£), (4.99a) 

u* = U(x,u;£), (4.99b) 

leaves the system of PDE's (4.97) invariant if and only if its kth extension, 
defined by (2.144a-d), (2.140)-(2.142), leaves the surfaces in (x, u, u, u, ... , 

1 2 
u)-space defined by (4.97) invariant. In analogy to the case for a scalar 
k 
PDE it is easy to prove the following theorem: 

Theorem 4.3.1-1 (Infinitesimal Criterion for Invariance of a System of 
PDE's). Let 

(4.100) 

be the infinitesimal generator of (4.99a,b). Let 

X(k) = c·(x u)~ + f1/J(x u)~ + f1~l)/J(X U u)~ 
... , $:I ., , $:I /J ." "1 $:I /J 

v~ vu v~ 

( 4.101) 

be the kth extended infinitesimal generator of (4.100) where 1]F)/J is given 

by (2.145) and 1]~~);"'ij by (2.146), I' = 1,2, ... , m, and ij = 1,2, ... , n 
for j = 1,2, ... , k, in terms of (e(x, u), 1](x, u» [1](x, u) denotes (1]1 (x, u), 
1]2(x, u), ... , 1]m(X, u»]. Then (4.99a,b) is admitted by the system of PDE's 
(4.97) if and only if for each v = 1,2, ... , m, 

when 

X(k) F"(x, u, u, u, ... , u) = 0, 
12k 

F/J(x, U, u, u, ... , u) = 0, J.' = 1,2, ... , m. 
12k 

Proof. See Exercise 4.3-1. 0 

(4.102a) 

(4.102b) 

Note that the invariance criterion (4.102a,b) involves substitutions of the 
m PDE's (4.102b) and (possibly) their differential consequences into each 
of the m equations defined by (4.102a). 

4.3.2 INVARIANT SOLUTIONS 

Consider a system of PDE's (4.97) which admits a one-parameter Lie group 
of transformations with infinitesimal generator (4.100). We assume that 
e(x, u) ;t o. 
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Definition 4.3.2-1. u = 8(x), with components ull = 8 11 (x), V = 1,2, ... , 
m, is an invariant solution of (4.97) corresponding to (4.100) admitted by 
the system of PDE's (4.97) if and only if 

(i) ull = 8 11 (x) is an invariant surface of (4.100) for each v = 1,2, ... ,m; 

(ii) u = 8(x) solves (4.97). 

It follows that u = 8(x) is an invariant solution of (4.97) resulting from 
its invariance under (4.99a,b) if and only if u = 8(x) satisfies 

(i) X(u ll - 8 11 (x)) = 0 when u = 8(x), v = 1,2, ... , m, i.e., 

8811 

ei(x,8(x))-8 = 7t(X, 8(x)), v = 1,2, ... , m; 
Xi 

(ii) FIl(x, u, u, u, .. . , u) = 0, J.l = 1,2, ... ,m, 
12k 

where the components of 'I!- appearing in (4.97) are replaced by 
J 

v = 1,2, ... , m and ij = 1,2, ... , n for j = 1,2, ... , k. 

(4.103a) 

(4.103b) 

Equations (4.103a) are the invariant surface conditions for invariant so
lutions corresponding to (4.100). As is the case for a scalar PDE, invariant 
solutions can be determined in two ways: 

(I) Invariant Form Method. Here we first solve the invariant surface 
conditions (4.103a). The corresponding characteristic equations for u 
6(x) are given by 

dX2 

6(x,u) 

(4.104) 

If Xl (x, u), X 2(x, u), . .. ,Xn-l(x, u), vl (x, u), v2 (x, u), ... , vm(x, u), are 
n + m - 1 independent invariants of (4.104) with the Jacobian 

8( v 1 , v2 , ••• , vm) ::I 0 
8(u l ,U2, ... ,um ) , 

then the solution u = 8(x) of (4.103a) is given implicitly by the invariant 
form 

VII (x, u) = ¢1I(Xl(X, u), X 2(x, u), ... , Xn-l(x, u)), (4.105) 
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where ¢JJ is an arbitrary function of X!, X 2 , ••• , Xn - l , for v = 1,2, ... , m. 
Note that (Xl,X2, ... ,Xn - lJ vI, v2 , ••• ,vm ) are n+m-1 independent in
variants of (4.100) and are canonical coordinates of (4.99a,b). Let Xn(x, u) 
be the (n + m )th canonical coordinate satisfying 

XXn = 1. 

If the system ofPDE's (4.97) is transformed to another system ofPDE's in 
terms of independent variables (Xl ,X2 , .•. ,Xn) and dependent variables 
(vI, v2 , .•. , vm), then the transformed system of PDE's admits 

X; = Xi, i = 1,2, ... ,n - 1, 

X~ =Xn +f, 
(v~)*=v~, 1'=1,2, ... ,m. 

Hence Xn does not appear explicitly in the transformed system of PDE's. 
Consequently the transformed system of PDE's and thus the given system 
ofPDE's (4.97) has invariant solutions ofthe form (4.105). These are found 
by solving a reduced system of PDE's with n - 1 independent (similarity) 
variables (Xl ,X2 , ••• ,Xn-d and dependent variables (vI, v2 , •.• ,vm ). This 
reduced system of PDE's arises from substituting (4.105) into (4.97). If 
~ == 0, as is often the case, then Xi = Xi(X), i = 1,2, ... , n - 1; if n = 2, 
the reduced system of PDE's is a system of ODE's and we denote the 
similarity variable by ( = Xl' 

If one is unable to determine an explicit set of invariants (XI ,X2, ... , 
Xn-l, VI, V2 , . •• , vm), then invariant solutions could still be found by using 
a direct substitution method. 

(IT) Direct Substitution Method. Without loss of generality we assume 
that €n(x, u) t o. Then (4.103a) becomes 

JJ _ ~ €i(X,U) v ,t(x,u) 
Un - - L.J I: ( ) Ui + I: ( ) , 

i=l <on x,u <on x,u 
v=1,2, ... ,m. (4.106) 

Hence when finding invariant solutions of the system of PDE's (4.97) any 
term involving derivatives of u with respect to Xn can be expressed in 
terms of x, u and derivatives of u with respect to Xl, X2, ••• , Xn-l. Con
sequently we obtain a reduced system of PDE's with dependent variables 
(ut, u2 , ... , um), independent variables (Xl, X2, • .. , xn-t), and parameter 
Xn . Any solution of this reduced system defines an invariant solution of 
system (4.97) if the solution also satisfies (4.106) or, equivalently, (4.97). 
Here the invariant surface conditions (4.104) are satisfied after a solution of 
system (4.97) is determined from the direct substitution (4.106). If n = 2, 
the reduced system of PDE's is a system of ODE's. As is the case for a 
scalar PDE, the constants appearing in the general solution of this reduced 
system of ODE's are arbitrary functions of parameter X2. The arbitrary 
functions are determined by substituting this general solution into the in
variant surface conditions (4.103a) or into the system of PDE's (4.97). 
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4.3.3 DETERMINING EQUATIONS FOR INFINITESIMAL 

TRANSFORMATIONS OF A SYSTEM OF PDE's 

From Theorem 4.3.1-1 we see that the system of PDE's 

v" - fl'( ) u., .... ,. - X,U,U,U, ... ,U, 
'1 2 t" 1 2 k 

(4.107) 

where fl' does not depend on ur;i2 ... it ' (1' = 1,2, ... , m, for each J.l 
1,2, ... , m, admits .. 

with kth extension given by (4.101) if and only if 

when 

(l")v,, _ c afl' vafl' (l)v a fl' 
1Ji1i2"'it - <"j -a . + 1J -a v + 1Jj -a v 

" xJ U Uj 

(k)v afl' + ... + 1JiIh"ik a v J.l = 1,2, ... , m, 
UiIh"'ik 

Ur;i2'''i t .. =fO(x,u,u,u, ... ,u), (1'= 1,2, ... ,m. 
12k 

(4.108) 

(4.109a) 

(4.109b) 

It is easy to show that 1J};]: .. -jp is a polynomial in the components of 
u, u, ... ,u, whose coefficients are linear homogeneous in the components 
1 2 p 

of ~(x, u) and 1J(x, u) and their partial derivatives up to pth order. Thus ~ 
and 1J appear linearly in (4.109a). As in the case of a scalar PDE, equa
tions (4.109a,b) lead to a system of linear homogeneous PDE's for ~ and 
1J: First we eliminate ur;i2"';i .. ' (1' = 1,2, ... ,m, from (4.109a) by using 
(4.109b). Then the components of x,u and the remaining components of 
u, u, ... , u which appear in (4.109a) are independent variables. The con-
12k 

dition that (4.109a) holds for any values of these independent variables 
leads to a linear system of PDE's for ~ and 1J called the determining equa
tions for infinitesimal generators admitted by (4.97). In particular if each 
fl'(x, u, U, u, ... , u), J.l = 1,2, ... , m, is a polynomial in the components 

12k 

of U, u, ... ,u, then equations (4.109a) become polynomial equations in 
12k 

the independent components of u, u, ... , u. Clearly the polynomial coef-
12k 

ficients must vanish. Consequently we obtain a linear homogeneous system 
of PDE's for ~ and 1J. In general the number of determining equations is 
greater than n+m, which is the number of unknowns (~,1J), and hence the 
determining equations are overdetermined. 

A linear system of PDE's, defined by a linear operator L, 

Lu = g(x), (4.110) 
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always admits a "trivial" infinite-parameter Lie group of transformations 

X* = x, 

U* = U + (w(X), 

for any w(x) satisfying 
Lw=O. 

(4.111a) 

(4.111b) 

To within this trivial infinite-parameter Lie group of transformations, the 
Lie group of transformations admitted by a linear system of PDE's usually 
has at most a finite number of parameters. 

In Chapter 6 we will show that it is necessary for a nonlinear system 
of PDE's to admit an infinite-parameter Lie group of transformations in 
order for it to be transformed to a linear system of PDE's by some in
vertible transformation. The problem of the existence and construction of 
a mapping of a nonlinear system of PDE's to a linear system of PDE's is 
fully considered in Section 6.4.l. 

Unlike the case for scalar PDE's, there is very little known about the 
forms of admitted infinitesimals e and 1] for systems of PDE's. It is conjec
tured that for a linear system of PDE's (4.110) an admitted infinitesimal 
generator of point transformations is such that e is independent of U and 
1] is linear in u, i.e., 

aei _ 0 2 d 1 2 au/J - , i = 1, , ... , n, an Jl. = , , ... , mj ( 4. 112a) 

(4.112b) 

for some functions k~(x), rr = 1,2, ... , m for v = 1,2, ... , m to within the 
admitted "trivial" infinite-parameter Lie group (4.111a,b). We will assume 
that (4.112a,b) holds for a Lie group admitted by a linear system ofPDE's. 
[It is easy to check that (4.112a,b) holds for all examples of linear systems 
of PDE's considered in this book.] For n = 2 and m = 2, we let u = u1, 

V = u2, 1= kL g = k~, k = k~, £ = k~, and 1]1 = l(xl,x2)u + g(X1,X2)V, 
1]2 = k( Xl, X2)V + £( Xl, X2)U. In this case for an admitted infinitesimal 
generator of the form 

a a a x = e1(X1, x2h- + e2(X1, x2h- + [/(x1, X2)U + g(X1' X2)V] il 
UX1 UX2 uU 

a + [k(X1, X2)V + £(X1, X2)U] av' 

the once-extended infinitesimals are 

(1)1 01 ag [ 06] ae2 
1]1 = -u + -v + 1- - U1 - -U2 + gV1 j 

aX1 ax! aX1 aX1 

(1)2 of ok [06 ] 06 
1]1 = -u+ -V+fU1 + k- - V1- -V2j 

aX1 aXl aX1 aX1 

(4.113) 

(4.114) 

(4.115) 
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(4.116) 

(4.117) 

4.3.4 EXAMPLES 

(1) Wave Equations 

Consider the linear system of wave equations 

ov OU 
OX2 = OX1' 

(4.118a) 

(4. 118b) 

This system admits an infinitesimal generator of the form (4.113) provided 
the invariance conditions (4.102a,b) hold, which here become 

(1)2 _ (1)1 
"12 - "11 , (4.119a) 

(4. 119b) 

when V2 == U1, U2 = (Xt)4V1 . Substituting (4.114)-(4.117) into (4.119a,b), 
and then eliminating V2 and U2 through substitution of (4.118a,b), we ob
tain 

(4.120a) 

(4.120b) 

Each of the equations (4.120a,b) must be an identity for all values of 
(Xl, X2, U, v, Ul, vt). Consequently we obtain eight determining equations 
for (6,6,/,g,k,l) which simplify to: 

ok _ og _ O. 
OX2 OXl - , 

(4.121a) 



202 4. Partial Differential Equations 

~ _ of _ O. 
OX2 OX1 - , 

(X1)41- g = 0; 

(X1)4 06 _ 06 = 0; 
OX1 OX2 

(X1)4 ok _ og = 0; 
OX1 OX2 

(X1)4 ol _ of = 0; 
OX1 OX2 

Xl [06 _ oe1] + 26 = 0; 
OX2 OXl 

k - f + Oel _ 86 = 0; 
8X1 8X2 

(4.121b) 

(4.121c) 

(4.121d) 

(4.121e) 

(4.121f) 

(4.121g) 

(4.121h) 

It is left to Exercise 4.3-3 to show that the solution of (4.121a-h) is 

( 4.122a) 

(4.122b) 

(4.122c) 

(4. 122d) 

(4.122e) 

(4. 122f) 

where a, {3,'"(, 6 are four arbitrary constants. Hence a nontrivial four-para
meter Lie group of transformations acting on (Xl, X2, U, v)-space is admitted 
by the system of wave equations (4.118a,b) with its infinitesimal generators 
given by 

a a a a 
Xl = -, X2 = X1- - X2- - 2v.,.-, 

OX2 OX1 OX2 ov 

X3=2X1X200 - [(X1)-2+(X2)2] 80 +(3X2U-X1V)OO 
Xl X2 U 

- [X2V + (xd-3u] :v' 

a 8 
X4=u-+v-. 

au ov 
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The nonzero commutators of the corresponding Lie algebra are: 

One can show that the Lie algebra formed by Yl = Xl, Y2 = X2 + ~X4' 
Y3 = X3 is isomorphic to the Lie algebra of SO(2, 1). 

Consider infinitesimal generator X3 (parameter (3). We find correspond
ing invariant solutions (u,v) = (0l (z),02(z)) hy both methods outlined 
in Section 4.3.2. 

(i) Invariant Form Method. The characteristic equations (4.104) become 

dZ l = dZ2 = du _ dv . (4.123) 
2ZlZ2 _[(zt}-2 + (Z2)2] 3z2u - ZlV -[Z2V + (Zl)-3U] 

The first equality in (4.123) leads to the similarity variable (invariant) 

(4.124) 

In order to determine the other invariants of (4.123) we consider the cor
responding characteristic DE's 

(4.125a) 

dZ2 [( 2 )2] df = - Zl)- + (Z2 , (4.125b) 

du 
df = 3z2u - ZlV, (4.125c) 

(4.125d) 

Using the solution (4.124) of (4.125a), we obtain from (4.125b) 

(4.126) 

The constant E is related to the invariance of (4.125a-d) under translations 
in f. Without loss of generality one can set E = O. From (4.125a-d) we get 

~v ~ [ 2 )2] df2 = -4Z2 df + 2 (xI)- - (X2 v. 

Then using (4.124) one can show that this equation reduces to 

d2 

df2 (x l v) = o. 
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Hence 
Zl V = V1£ + v2 (4.127a) 

where VI and v2 are constants. Equation (4.125d) leads to 

(4.127b) 

Using £ = _(-l Z1Z2 [equation (4.126)], we can eliminate £ from (4.127a,b), 
and thus obtain 

u = (zI)2[-ZI(Z2)2C1v1 + Z2v2 - vI], 

V = (ZI)-1[-ZlZ2C1VI + v2]. 

«(, vI, v2 ) are independent invariants of (4.123); ( is the similarity variable 
of X3. The invariant solutions of X3 are now found by letting vI, v2 be 
functions of (, say vI = F«(), v2 = G«() [F,G correspond to </J1,</J2 of 
(4.105)]: 

u = (zI)2[-Zl(Z2?C1 F«() + z2G«() - F«()], 

v = (ZI)-I[-ZlZ2CIF«() + G«()]. 

(4.128a) 

(4.128b) 

We now substitute (4.128a,b) into (4.118a,b) to determine F«() and G«(). 
Equation (4.118a) leads to 

ZlZ2[2G«() + (G'«()] + [F'«() - C I F«()] = 0, 

whereas equation (4.118b) leads to 

[2G«() + (G'«()] + [1 ~Z(;:::)2] [(F'«() - F«()] = O. 

Consequently 

Thus 

2G«() + (G'«() = 0, 

(F'«() - F«() = O. 

where a, b are arbitrary constants. This leads to the pair of linearly inde
pendent solutions 

(4. 129a) 

and 
( ) (ZI)4Z2 Zl) 
U,V = [1 _ (ZlZ2)2]2' [1 - (ZlZ2)2]2 , (4.129b) 

of system (4.118a,b). 
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(ii) Direct Substitution Method. The equations (4.106) become 

1 
Ul = 2" [[(xt}-3(X2)-1 + (Xt}-I X2 ]U2 + 3(xt}- lu - (X2)-lv], (4. 130a) 

1 
VI = 2" [[(X1)-3(X2)-1 + (Xl)-lx2]V2 - (Xl)-lv - (xd- 4(X2)-l u] . 

(4.130b) 
Using (4.130a,b), we eliminate derivatives of u and V with respect to Xl 
from (4.118a,b) so that 

1 
V2 = 2" [[(X1)-3(X2)-1 + (xt}-l X2 ]U2 + 3(xt}- l u - (X2)-l v], (4.131a) 

(4.131b) 

which is a system of first order ODE's with X2 as independent variable and 
Xl as a parameter. Next we replace U2 in (4.131a) by the right-hand side 
of (4.131b) and solve the resulting equation in terms of u. Then 

(xt)3 x2 [3 + (X1X2)2]V - xt[1 - (X1X2)2J2V2 
u= . 

5(X1X2)2 - 1 
(4.132) 

Substituting (4.132) into (4.131b), we obtain 

_ (X1)3[1 + 3(X1X2)2] [ ] 
U2 - [5(X1X2)2 _ 1] X2V2 - V . (4.133) 

Taking 8~2 of (4.132) and then replacing U2 by the right-hand side of 
(4.133), we get (setting T = X1X2) the ODE 

(4.134) 

Linearly independent solutions of (4.134) are 

V=T and V=(1_T2)-2. 

Hence 
(4.135a) 

is the general solution of (4.134) where A( Xl), B( xd are arbitrary functions 
of Xl. From equation (4.132) we then get 

(4.135b) 

Using the given PDE (4.118a), we find that 

[A(xd + X1 A'(xd] = (1 _TT2)2 [B(xd - X1 B'(xd]· (4.136) 
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Since equation (4.136) must hold for all values of Zl and T, we get 

A(Zl) = aZi1, B(Zl) = bzl, 

where a and b are arbitrary constants. This leads to the solutions (4.129a,b). 
Note that the direct substitution method avoids integrations of the char

acteristic equations (4.104) and hence is more amenable to being done 
automatically on a computer using symbolic manipulation. 

(2) Nonlinear Heat Conduction Equation 

Consider again the nonlinear heat conduction equation 

(4.137) 

We form an associated system of PDE's 

av = J«(u) au , 
aZ2 aZI 

(4.138a) 

av 
--u 
aZ I - . (4.138b) 

The Lie group of point transformations admitted by system (4.138a,b) can 
lead to a symmetry group of the scalar PDE (4.137) which is not a Lie 
group of point transformations admitted by (4.137). Full details of such 
symmetry groups (potential symmetries) will be discussed in Chapter 7. 
We completely classify the group properties of the nonlinear system of 
PDE's (4.138a,b), leaving many details to the reader. Suppose (4.138a,b) 
admits an infinitesimal generator of the form 

(4.139) 

where el, 6, rl, '12 are functions of (Zl' Z2, U, v). The invariance conditions 
(4.102) become 

TJ~1)2 = J('(U)U1TJ1 + J«(u)TJ11)1, (4.140a) 

(1)2 1 ( ~b) '11 = '1 , 4.14 

when V2 = J«(U)UI' V1 = u. Substituting (2.145) into (4.140a,b), and then 
eliminating V1 and V2 through substitution of (4.138a,b), we obtain 
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+ [01/2 _ u Oel + K( u) (oe2 + u 06 )] U2 
ou OX2 OXI ov 

+ K(u) [~~ - K(U)~~] (uI)2 = 0, 

[ OTJ2 + U OTJ2 _ u 06 _ u2 06 _ TJl] + [OTJ2 _ u 06 
OXI OV OXI ov OU ou 

- K(u) (~;: +u~~)] Ul- [K(U)~~] (Ul)2 = O. 

207 

(4.141a) 

(4.141b) 

Each of the equations (4.141a,b) must be an identity for all values of 
(Xl, X2, U, V, Ul, U2). Consequently we obtain seven determining equations 
for (6,6, 1/1 , 1/2 ) which simplify to: 

06 _ O' 
OU - , (4. 142a) 

(4.142b) 

(4.142c) 

(4. 142d) 

(4.142e) 

(4. 142f) 

(4.142g) 

The solution of the determining equations (4.142a-g) is left to Exercise 
4.3-5. The results can be summarized as follows [BIuman, Kumei, and Reid 
(1988)]: 

Case I. I K(u) arbitrary I Here the system (4.138a,b) admits a four

parameter Lie group with infinitesimal generators 

o 
Xl = -0 ' 

Xl 

o 
X2 = -0 ' X2 

(4.143) 
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Case II., J«u) = A(U + 1\:)" I Here (4.138a,b) admits a five-parameter 
group with infinitesimal generators (4.143) and 

a 2 a [( 2) 21\:X1] a XS=X1-+-(U+I\:)-+ 1+- v+-- -. 
aX1 1/ au 1/ 1/ av 

(4.144) 

Case 111.1 J«u) = A(U + 1\:)-21 Here (4.138a,b) admits an infinite-para
meter group with infinitesimal generators (4.143), (4.144), 

a 
+ [2AX2 + I\: X 1 (v + I\:X1)] av ' 

X7 = -xt[(v + I\:X1)2 + 2AX2]aa + 4A(X2)2 a
a 

Xl X2 
a 

+ (u + 1\:)[6AX2 + (v + I\:X1)2 + 2X1(U + I\:)(v + I\:X1)]au 

+ [I\:X1(V + I\:X1)2 + 2AX2(2v + 3I\:X1)] :v' 

a 2 a4J( z, X2) a a 
Xoo = 4J(z, X2)-a - (u + 1\:) a -a - 1\:4J(z, X2)-a ' Xl Z U V 

(4.145) 

where z = v + I\:X1. and w = 4J(z, X2) is an arbitrary solution of the linear 
heat equation 

A a2w _ aw = o. 
az2 aX2 

The use of the infinitesimal generator Xoo to transform 

to a linear PDE will be discussed in Chapter 6. 

Case IV. J«u) = 2 1 exp [rJ 2 du ], where p, q, and r 
u +pu+q u +pu+q 

are arbitrary constants such that p2 - 4q - r2 =f O. 
Here (4.138a,b) admits a five-parameter group with infinitesimal gener

ators (4.143) and 

Xs = v~ + (r - P)X2~ - (u2 + pu + q)~ - (qx1 + pv)~. (4.146) 
aX1 aX2 au av 
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(3) Wave Equation for an Inhomogeneous Medium 

Consider again the wave equation for a variable wave speed C(Xl): 

a2u a2u 
a 2 = C2(Xl)a 2· 

X2 Xl 

We form an associated system [see Chapter 7] 

aVa'll -=-, 
aX2 aXl 

au 2 av 
-a =C (xd-a ' X2 Xl 
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(4.147) 

(4.148a) 

(4.148b) 

and give a complete group classification of this linear system of PDE's. 
Suppose (4.148a,b) admits an infinitesimal generator of the form (4.113). 
It is left to Exercise 4.3-6 to show that the determining equations for 
(6,6,/,g, k,l) are: 

ak _ ag _ o. 
aX2 aXl - , 

~-~-O· 
aX2 aXl - , 

c2(xt}l- 9 = OJ 

c2(xd a6 _ ael = OJ 
aXl aX2 

2 ak ag 
C (xt}---=Oj 

aXl aX2 

c2(xd al _ a/ = OJ 
aXl aX2 

C(Xl) [~;: - ~;:] + c'(xd6 = OJ 

k - / + a6 _ a6 = o. 
aXl aX2 

(4.149a) 

(4.149b) 

(4.149c) 

(4.149d) 

(4.14ge) 

(4. 149f) 

(4. 149g) 

(4.149h) 

The integrability conditions arising from equations (4.149b,c,f) lead to 
g( Xl, X2) satisfying 

ag H ' (4.150) a +gH =0, 
Xl 

where 
H(Xl) = C'(Xl)jC(Xl). (4.151) 

Then 
a(x2) 

g(Xl,X2) = - 2H ' (4.152) 
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with a(:Z:2) an arbitrary function of :Z:2. Two cases arise depending on 
whether or not e(:Z:l) satisfies the equation 

ee' ( e / e')" = const = 1'. (4.153) 

If e(:z:t) satisfies (4.153), then a(:Z:2) satisfies a" = I'a. If e(:Z:l) does not 
satisfy (4.153) for any constant 1', then a(:Z:2) == 0 and system (4.148a,b) 
only admits two infinitesimal generators 

a a 
X2 =u-+v-. au av (4.154) 

If e(:z:t) satisfies (4.153), then system (4.148a,b) admits a four-parameter 
Lie group of transformations. Solutions of (4.153) can be classified as follows 
in terms of the value of I' [cf. BIuman and Kumei (1987,1988)]: 

(I) I' = 0: In this case, to within arbitrary scalings and translations in :Z:1, 

(4.155) 

where C is an arbitrary constant. 

(II) I' f:; 0: Here (4.153) cannot be solved explicitly but reduces to one of 
the following ODE's: 

e' = v-l sin(v log e)j 

e' = v-lsinh(vloge); 

e' = loge; 

e' = v-l cosh(vloge)j 

(4.156a) 

(4.156b) 

(4.156c) 

(4.156d) 

v f:; 0 is an arbitrary constant. If e(:Z:l) = ,p(:z:1, v) is a solution of any 
one of equations (4.156a-d) then the corresponding general solution of the 
differential equation for e(:z:t) in (4.153) is 

where K2 L2 = 11'1 for arbitrary constants L, M, v. The admitted infinites
imal generators for sub cases include: 

Case I. I' = 0: 

Case la.1 e(:Z:l) = (:z:t)G I, C f:; 0,1: 
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a [ (x )2-2C] a 
X3 = 2X1X2 oX1 + (1- C)(X2)2 + 11_ C oX2 

+ [(2C - 1 )X2U - Xl v] ;u - [X2V + (X1)1-2C u] :v' 
a a 

X4 =U-+V-j 
AU OV 

(4.157) 

Case lb. I e(x1) = Xl I 

a 0 
X4=U-+V-j ou ov (4.159) 

Case II. J.L j 0: If e(xt) satisfies (4.156a) or (4.156b) then (4.148a,b) 
admits 

X2 = eX2 {2e ~ + 2 [(~)' - 1] ~ + ([2 - (~) '] U - ~v) ~ 
e' OX1 e' OX2 e' e' ou 

- [(~)'v+~u]~}, 
e' ee' OV 

X3=e 2 --+2 1- - -+ 2- - U+-V--x {2e 0 [ ( e ) '] 0 ( [ ( e ) '] e) 0 
e' OX1 e' OX2 e' e' ou 

- [(~)' v - ~u] ~} , 
e' ee' ov 

(4.160) 
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Corresponding invariant solutions appear in BIuman and Kumei (1987, 
1988). Special classes of invariant solutions will be discussed in Section 
4.4.3 and in Chapter 7. 

Exercises 4.3 

1. Prove Theorem 4.3.1-1. 

2. Show that infinitesimal generators admitted by (4.118a,b) are of the 
form (4.113). 

3. Show that (4.122a-f) gives the general solution of (4.121a-h). 

4. The linear system of wave equations (4. 118a, b) admits the infinitesi
mal generator 

(a) For invariant solutions corresponding to X show that the invari
ant form is 

u = (xd 2e-&x,x2C' [-X1(X2)2C 1 F((; s) + x2G((; s) - F((; s)], 

v = (X1)-l e-&X'X2C' [-X1(X2)2C 1 F((; s) + G((; s)], 

where F((; s) and G((; s) are arbitrary functions of ( and s. The 
similarity variable ( is given by (4.124). 

(b) Determine the coupled system of ODE's which are satisfied by 
{F((; s), G((; s)}. Simplify and express the solution in terms of 
special functions. 

(c) Derive these invariant solutions by the direct substitution method. 

5. Complete the group classification of the system (4.138a,b) and derive 
(4.143)-( 4.146). 

6. Derive the determining equations (4.149a-h). 

7. Consider the two-dimensional nonstationary boundary layer equa
tions (Xl = X, X2 = yare spatial variables; X3 = t is time; u, v 
are components of the velocity vector; p is pressure; without loss of 
generality the viscosity and density both equal one): 
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{)p - 0 
{)X2 - , 
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(4.161) 

Show that the admitted infinitesimal generators of (4.161) are 

a a a a 
X 2 = 2X1- + X2- + 2X3- - V-, 

OX1 OX2 OX3 OV 

a a a 
X3=X1-+ U-+2p-, 

OX1 au op 

XOO1 = 6(X3) !l0 + 6'(x3): - X16"(X3): , 
UX1 uU up 

XOO2 = (X3) !l0 + ('(X3): , 
UX2 uV 

{) 
XOO3 = 1I"(X3) {)p' 

where 6(x3), ((X3), and 1I"(X3) are arbitrary sufficiently smooth func
tions of X3 [Ovsiannikov (1982)]. 

8. Show that the two-dimensional steady-state boundary layer equations [::3 is replaced by 0 in (4.161)] admit 

a a a 
X2 = 2X1~ +X2~ - Vjl, 

uXl uX2 uV 

a a a 
X3 = X1- + u- + 2p-, 

OX1 au op 
a 

X4 =-, 
op 

Xoo = 4>(X1) !l0 + U4>'(X1)! , 
UX2 uV 

where 4>(X1) is an arbitrary differentiable function [Ovsiannikov (1982)]. 

9. Show that the incompressible three-dimensional Navier-Stokes equa
tions (Xl, X2, X3 are spatial variables; X4 is time; u 1, u2, u3 are compo
nents of the velocity vector; u4 is pressure; \72 = l:~=1 ::2; viscosity 

is set to equal one): • 

3 3 

LU~ = 0, u~ + L uiu{ + uj = \72ui , j = 1,2,3, 
i=l i=l 

admit 

~[O iO] [ a 40] 
X2 = ~ Xi OXi - U oui + 2 X4 OX4 - U ou4 ; 
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a 
XOO4 = (3(X4) au4' 

where (3(X4), lrj(X4), j = 1,2,3, are arbitrary. [See Boisvert, Ames, 
and Srivastava (1983). In this paper various invariant solutions are 
found.] 

10. If the complex-valued wave equation 'IjJ(XlJ X2) satisfies the cubic non
linear Schroedinger equation 

(4.162) 

for an external potential V(X1), then the canonical transformation 

O/,(X x) - 'Ve-iu / 2 
'f/ 1, 2 - V'u , 

where u and v are real-valued functions, transforms (4.162) into the 
nonlinear system of PDE's, representing a Madelung fluid, given by 

(4.163a) 

av a ( au) 
aX2 + aX1 v aX1 = o. (4. 163b) 

Show that if V(xI) = -XlJ then (4.163a,b) admits the infinitesimal 
generators 

X2 =~, X3 = X2 a
a + [Xl + (X2)2] aa , 

aX2 Xl u 

a a a 
X4 - - X5 = - + 2X2 au' - au' aX1 

[See Baumann and Nonnenmacher (1987) where these infinitesimal 
generators and the corresponding invariant solutions are given.] 
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11. Show that the two-dimensional coupled nonlinear system of 
Schroedinger equations 

au a2u a2u 
i-;- - ~ 2 + ~ 2 + lul2u - 2uv = 0, 

UX3 uXl uX2 

a2v a2v a2 2 
Jl2 + ~ 2 - ~ 2 (lui ) = 0, 
uX1 uX2 uX1 

where u and v are complex-valued functions, admits infinitesimal gen
erators 

X . a 
s=zuau 

[cf. Tajiri and Hagiwara (1983)]. 

4.4 Applications to Boundary Value Problems 

So far we have neglected problems with boundary conditions imposed on 
a given PDE, i.e. boundary value problems (BVP's) for PDE's. For an 
infinitesimal generator admitted by a given PDE we have computed corre
sponding invariant solutions without regard to solving a specific BVP posed 
for the PDE. The application of infinitesimal transformations to BVP's for 
PDE's is much more restrictive than is the case for ODE's. In the case of 
an ODE an admitted infinitesimal generator leads to a reduction in the 
order of the ODE. In terms of the corresponding differential invariants, 
any posed BVP for the ODE is automatically reduced to a BVP for a 
lower order ODE. In the case of a PDE an invariant solution arising from 
an admitted infinitesimal generator solves a given BVP if the infinitesimal 
generator leaves all boundary conditions invariant. This means that the 
domain of the BVP or, equivalently, its boundary is invariant as well as the 
imposed conditions on the boundary of the BVP. 

In the case oflinear PDE's the situation is not as restrictive. Here a BVP 
need not be invariant (incomplete invariance). In particular: 
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(i) For a linear nonhomogeneous PDE with linear homogeneous boundary 
conditions an infinitesimal generator X '=I u:U ' admitted by the associated 
linear homogeneous PDE, is useful if X leaves the homogeneous boundary 
conditions invariant. The BVP is solved by a superposition (eigenfunc
tion expansion and/or integral transform representation) of invariant form 
functions arising from the infinitesimal generator X + AU :u' where A is an 
arbitrary constant, since X + AU:U is admitted by the associated linear ho
mogeneous PDE, and the homogeneous boundary conditions. [A will play 
the role of an eigenvalue.] 

(ii) For a linear homogeneous PDE with p(~ 1) linear homogeneous 
boundary conditions and one linear nonhomogeneous boundary condition, 
an infinitesimal generator X '=I u:U, admitted by the PDE, is useful if X 
leaves the p homogeneous boundary conditions invariant. Consequently for 
any complex constant A, the infinitesimal generator X +A U tu is admitted by 
the PDE and its p homogeneous boundary conditions. One solves the BVP 
by first constructing invariant solutions of the PDE and its homogeneous 
boundary conditions which arise from X + AU :u' and then determining 
a superposition of these invariant solutions to solve the nonhomogeneous 
boundary condition. Note that in this case X does not necessarily leave the 
domain of the BVP invariant. 

The results in Sections 4.4.1 and 4.4.2 first appeared in a more rudimen
tary form in BIuman (1967, 1974a) and BIuman and Cole (1974). 

4.4.1 FORMULATION OF INVARIANCE OF A BVP FOR A 

SCALAR PDE 

Consider a BVP for a kth order scalar PDE (4.1) (k ~ 2) which can be 
written in a solved form (4.2): 

F(x, u, U, u, ... , u) = 0 
12k 

(4.164a) 

defined on a domain Ox in x-space [x = (Xl, X2, • •. , xn)] with boundary 
conditions 

Ba(x,u,U, ... , u) =0 
1 k-l 

(4.164b) 

prescribed on boundary surfaces 

Wa(X) =0, a=1,2, ... ,s. (4.164c) 

Assume that BVP (4.164a--c) has a unique solution. Consider an infinites
imal generator of the form 

() () 
X = e;(x)-{) + 1J(x, u)-{) , 

Xi U 
(4.165) 

which defines a one-parameter Lie group of transformations in x-space as 
well as in (x, u)-space. 



4.4. Applications to Boundary Value Problems 217 

Definition 4.4.1-1. X is admitted by BVP (4.164a-c) if and only if 

(i) X(k)F(x,u,u,u, ... ,u)=O when 
12k 

F(x, u, u, u, ... , u) = 0, 
12k 

(ii) XWa(x) =0 when wa(x)=O, n=1,2, ... ,sj 

(iii) X(k-l) Ba(x, u, u, . .. , u ) = 0 when 
1 k-l 

(4.166a) 

(4.166b) 

Ba(x, u, u, ... , u ) = 0 on Wa(X) = 0, n = 1,2, ... , s. (4.166c) 
1 k-l 

Theorem 4.4.1-1. Let BVP (4.164a-c) admit (4.165). Let X = (Xl (X), 
X 2(x), ... , Xn-l(x)) be n - 1 independent group invariants of (4.165) de
pending only on x. Let v(x, u) be a group invariant of (4.165) such that 
~ =1= O. Then BVP (4.164a-c) reduces to 

G(X,v,u,v, ... ,v) = 0 
12k 

defined on some domain Ox in X -space with boundary conditions 

Ca(X,v,v, ... , v)=O 
1 k-l 

prescribed on boundary surfaces 

/la(X) = 0, 

for some G, cO', /la, n = 1,2, ... , s. 

Proof. See Exercise 4.4-1. 0 

(4. 167a) 

(4.167b) 

(4.167c) 

Note that the surfaces Xj(x) = 0, j = 1,2, ... , n - 1, are invariant 
surfaces of the group. The condition (4.166b) means that each boundary 
surface wa(x) = 0 is an invariant surface /la(X) = 0 of the infinitesimal 
generator 

(4.168) 

which is the restriction of X to x-space. From invariance under (4.165) the 
number of independent variables in BVP (4.164a-c) is reduced by one. The 
solution of BVP (4.164a-c) is an invariant solution 

(4.169) 

ofPDE (4.164a) corresponding to its invariance under (4.165). The invari
ant solution u = 0(x), defined by (4.164a), satisfies 

X(u - 0(x)) = 0 when u = 0(x), (4.170) 
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I.e. 

(4.171) 

Theorem 4.4.1-2. If X is of the form 

8 8 
X = ei(Z)~ + f(z)u!l"' VZi vU 

(4.172) 

then v is of the form v = g(z) for a known function g(z) and hence an 
invariant solution arising from X is of the separated form 

U = e(z) = g(z)4>(X), (4.173) 

for an arbitrary function 4>(X) of X = (Xl, X 2 , • •• , Xn-d. 

Proof. See Exercise 4.4-2. 0 

If BVP (4.164a-c) admits an r-parameter Lie group of transformations 
with infinitesimal generators of the form 

8 8 
Xi = eij(Z)~ + '7i(Z, u)!l"' i = 1,2, ... , r, 

VZj vU 
(4.174) 

then the unique solution U = e(z) of (4.164a-c) is an invariant solution 
satisfying 

Xi(U-e(Z)) =0, i=1,2, ... ,r. 

The proof of the following theorem is left to Exercise 4.4-3: 

Theorem 4.4.1-3 (Invariance of a BVP Under a Multi-Parameter Lie 
Group of Transformations). Suppose BVP (4.164a-c) admits an r-parameter 
Lie group of transformations with infinitesimal generators of the form 

8 8 
Xi = eij(Z)n- + fi(z)u!l", i = 1,2, ... , r. 

VZj vU 

Let R be the rank of the r X n matrix 

[

eu(z) edz) 
61(Z) 62(Z) 

3(z) = . . . . . . 
er1(Z) er2(Z) 

... 6n(z)] 

... 6n(z) 
. . 

ern(z) 

(4.175) 

(4.176) 

Let q = n - R and let Y1(z), Y2(Z)"", Yq(z) be a complete set of func
tionally independent invariants of (4.175) satisfying 

c .. ( )8Yt(z) - 0 
<"1) Z Jl -, 

VZj 
i=1,2, ... ,r; l=1,2, ... ,q. (4.177) 



4.4. Applications to Boundary Value Problems 

Let u 
v=--

g(X) 

be an invariant of (4.175) satisfying 

XiV = 0, i = 1,2, ... , r. 
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(4.178) 

Then BVP (4.164a-c) reduces to a BVP with q = n - R independent vari
ables Y = (Y1 , Y2 , ••• , Yq) and dependent variable (4.178). The solution of 
BVP (4.164a-c) is an invariant solution of separated form 

u = g(x)4>(Y) (4.179) 

where the function 4>(Y) is to be determined. 

The following examples are illustrative: 

(1) Fundamental Solutions of the Heat Equation 

Consider the heat equation (4.47) defined on the domain X2 > 0, a < Xl < 
b. Recall that (4.47) admits a six-parameter (a,/3,'Y,o,K.,>.) Lie group of 
transformations with infinitesimal generators of the form 

with 
e1(X1,X2) = K.+OX2+/3x1 +'YX1X2, 

6(X2) = a + 2/3x2 + 'Y(X2)2, 

(4.180a) 

(4.180b) 

(4.180c) 

The boundary surfaces are X2 = 0, Xl = a, Xl = b. Invariance of X2 = 0 
leads to 

6(0) = 0, 

and hence a = o. If a = -00 and b = 00 then there is no further parameter 
reduction resulting from invariance of the boundary surfaces. If a =P -00, 

then invariance of Xl = a leads to 

for any X2 > 0, and hence 

If b =P 00, then invariance of Xl = b yields 
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Consequently if a "# -00 and b "# 00, then (3 = , = 8 = /\, = 0, and hence 
there is no nontrivial group admitted by the boundary of a BVP for the 
heat equation (4.47) defined on a domain X2 > 0, a < Xl < b. However since 
(4.47) is a linear PDE it is not necessary to leave all boundary surfaces of 
the domain invariant as mentioned in the introductory remarks of Section 
4.4 [see also Section 4.4.2]. 

If a = -00 and b = 00, then a four-parameter group is admitted by the 
boundary ofa BVP posed for the heat equation (4.47), and a BVP admits 
at most a five-parameter ((3",6, /\', >..) group. 

If a "# -00 (without loss of generality a = 0) and b = 00, then a two
parameter group is admitted by the boundary of a posed BVP, and a BVP 
admits at most a three-parameter ((3",>..) group with infinitesimals 

(4.181a) 

(4.181b) 

(4.181c) 

We derive fundamental solutions for the heat equation (4.47) when 

where 6(XI - Xl) is the Dirac delta function centered at Xl, a < Xl < b, for 
an infinite domain (a = -00, b = (0) and a semi-infinite domain (a = 0, 
b = 00). 

(i) Infinite Domain ( a, b) = (-00,00): Consider the BVP 

(4.182a) 

on the domain X2 > 0, -00 < Xl < 00, with boundary conditions 

and 
(4.182b) 

[Without loss of generality one can set Xl = 0.] 
The infinitesimal (4.180a-c) with a = 0 is admitted by (4.182b) provided 

that 
f(XI, O)U(Xb 0) = 6(XI' 0)6'(XI) 

when U(XI, 0) = 6(XI), i.e. 

(4.183) 
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Equation (4.183) is satisfied if 

and 

Thus 

6(0,0) = ° 
ae1 

1(0,0) = --a (0,0). 
Xl 

II: = 0, A = -{3, 
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( 4.184a) 

(4.184b) 

and hence a three-parameter ({3, 1,6) Lie group of transformations leaves 
the BVP (4.182a,b) invariant on the domain X2 > 0, -00 < Xl < 00. 

Infinitesimal generators of this group are 

a a a a 1 a 
Xl = X1- + 2X2- - U-, X2 = X2- - -X1U-, 

aX1 aX2 au aX1 2 au 

a 2 a [(Xd2 X2] a X3=X1X2-+(X2) -- --+- u-. 
aX1 aX2 4 2 au 

(4.185) 

Correspondingly the matrix 

has rank two, so that group invariance reduces the BVP completely, i.e. 
the number of independent variables reduces to zero. Note that 

(4.186) 

Hence an invariant solution corresponding to Xl and X2 is also an invari
ant solution corresponding to X3 . Let u = 0(x) be an invariant solution 
corresponding to Xl and X2 • Then 

leads to the invariant form 

(4.187) 

with similarity variable 

The equation 
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leads to the invariant form 

(4.188) 

with similarity variable 
(2 = X2· 

From the uniqueness of the solution of the BVP (4.182a,b), we have 

_l-FI((I) = e-(:c.)2/4:C2 F2((2), 
..fo2 

I.e. 
yl(;F2((2) = e((.)2/4FI ((d = const = c. 

Hence the solution of the BVP (4.182a,b) is the familiar expression 

U = _c_e-(:C1)2/4:C2. 

..fo2 
The initial condition (4.182b) leads to 

1 
c = y'4;' 

From (4.186) it automatically follows that 

(ii) Semi-Infinite Domain (a, b) = (0,00): Consider the BVP 

a2u au 
axi - aX2 

on the domain X2 > 0, Xl > 0, with boundary conditions 

(4.189) 

(4.190a) 

(4.190b) 

(4.190c) 

The three-parameter Lie group of transformations with infinitesimals 
(4.181a-c) is admitted by PDE (4.190a), boundary surfaces X2 = 0, Xl = 0, 
and boundary condition (4.190c). Invariance of (4.190b) means that 

f(XI, O)U(Xl' 0) = 6(XI' 0)6'(XI - Xl) 

when U(XI' 0) = 6(XI - Xl), i.e. 

f(xI,O)6(XI - xt} = 6 (Xl, 0)6'( Xl - xd· 
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Hence 
6(X1,0) = 0, 

I(X1, 0) = - ~e1 (Xl. 0). 
U X 1 

Consequently in (4.181a-c) we must have 

f3 = 0, A = ,(xd2 . 

4 

Thus BVP (4.190a-c) admits infinitesimal generator 

The corresponding invariant solution has the invariant form 

e-[(2:t}2 +(X1)21/42:2 
u = 0(x) = F(() 

..jX2 

where F( () is an arbitrary function of the similarity variable 

(= X1/ X 2' 
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(4.191) 

Substituting (4.191) into (4.190a), we find that F(() satisfies the ODE 

d2F _ (xd 2 F 
d(2 - 4 ' 

and hence 

u = 0(x) = _1_ [Ce-(2:1-xd/42:2 + De-(2:1 +xt}2/42: 2 ] 

..jX2 

where C, D are arbitrary constants. From (4.190c) it follows that D = -C, 
and from (4.190b) we get C = k' leading to the well-known solution of 
(4.190a-c) (usually obtained by the method of images) 

u = 0(x) = G(X1 - Xl. X2) - G(X1 + Xl, X2) 

with 

(2) Fundamental Solution of the Axisymmetric Wave Equation 

The fundamental solution of the axisymmetric wave equation (4.88) is the 
solution of the BVP (Xl = r = ";x2 + y2, x2 = t) 

82u 82u 1 8u 1 
Lu = - - - - - - = -6(x1)6(x2)' 

8x~ 8xy Xl 8x1 27rX1 
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I.e. 

(4.192a) 

where 
u == 0 if :1:1 > :1:2. (4.192b) 

In Exercise 4.2-7 it is shown that 

Lu = 0 

admits a four-parameter (a,,8, ,}" A) Lie group of transformations repre
sented by the infinitesimal generator 

with infinitesimals 

6(:1:1, :1:2) = a:l:2 + ,8[(:1:1)2 + (:1:2)2] + ,}" 

1(:1:2) = -,8:1:2 + A. 

Invariance of the wavefront :1:1 = :1:2 leads to 

and hence'}' = O. 
Under the action of (4.193) we have 

(4.193) 

( 4.194a) 

(4.194b) 

(4.194c) 

:I:;L*u* = [1+( [J(:l:2)-2~;:(:l:1':l:2)+ e1(:I::::l:2)] +0«(2)] :l:1Lu; 

8(:1:;:)8(:1:;) = 8(:l:t)8(:l:2) + ([6(:1:1, :l:2)8'(:l:t)8(:l:2) 

+ 6(:1:1,:1:2)8(:1:1)8'(:1:2)] + 0«(2). 

Hence (4.194a-c) is admitted by (4.192a) if 

[/(:1:2) - 2886 (:1:1, :1:2) + 6(:1:1, :1:2)] 8(:1:1)8(:1:2) 
:1:2 :1:1 

6(:1:1, :1:2)8'(:1:1)8(:1:2) + 6(:1:1, :l:2)8(:l:t)8'(:l:2). (4.195) 

Since :I:;8'(:l:i) = -8(:1:;), i = 1,2, it follows from (4.195) that (4.192a) 
admits (4.194a-c) if 

[/(:1:2) - 2886 (:1:1, :1:2) + ~6(:l:1,:l:2) 
:1:2 :1:1 
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(4.196) 

Equation (4.196) reduces to 

[(A + a) + ,8(:lr] 6(Xl)6(X2) = O. (4.197) 

Since (4.197) needs to be satisfied only on the wavefront Xl = X2 at 
X2 = 0, it follows that ,8 is arbitrary and A = -a. Thus (4.192a,b) admits 
a two-parameter Lie group of transformations with infinitesimal generators 

888 
Xl = Xl-+X2-- U-, 

8X2 8X2 8u 
(4.198a) 

X2 = 2X1X288 + [(Xl)2 + (X2)2] 88 - x2u88 . 
Xl X2 U 

(4.198b) 

Let u = 0(x) be the invariant solution corresponding to Xl and X2. 
Then 

Xl(U - 0(x)) = 0 

leads to the invariant form 

(4.199) 

with similarity variable 

and 

leads to the invariant form 

(4.200) 

with similarity variable 

Uniqueness of the solution of (4.192a,b) leads to 

(4.201) 

Since 
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(4.201) reduces to 

yl(;'F2«(2) = ";1- «(1)2FI«(t) = const, 

and hence c 
u = -..;r.( X=2=:=:)2:=_===:=( X=:t}===2 (4.202) 

for some constant c. One can show that c = 2~' 

(3) Fokker-Planck Equation 

As a third example we consider probability distributions which arise as 
fundamental solutions of the Fokker-Planck equation with drift ¢(xt): 

au a2u a 
-a = a 2 + -a [¢(xdu], X2 > 0, a < Xl < b, 

X2 Xl Xl 
(4.203a) 

with initial condition 

(4.203b) 

and reflecting boundaries Xl = a, Xl = b such that 

lim [a au + ¢(xdu] = o. 
:l'l-a+,b- Xl 

(4.203c) 

Let u(x1. X2; xt) be the solution of BVP (4.203a-c). It then follows that for 
any Xl, a < Xl < b, one has 

lb U(XI, X2; XI)dxI = 1. (4.204) 

We give a group analysis of (4.203a,b) for the case when ¢( Xl) is an 
odd function of Xl. Complete details are given in BIuman (1967,1971) and 
BIuman and Cole (1974). 

One can show that (4.203a) admits 

a a a 
6(X1. X2)-a +6(XI,X2)-a + !(X1.X2)U-a (4.205) 

Xl X2 U 

if and only if 

~2(X1. X2) = r(X2), 
1 

~1(X1. X2) = 2'xlr(x2) + A(X2), 

h(Xb X2) = -iXI¢(xI)r'(x2) - ~(XI)2r"(x2) - ~¢(xI)A(X2) 

- ~XIA'(X2) + B(X2), 
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where for a given ¢(Xl), the functions A(X2)' B(X2)' and r(x2) satisfy 

N1(Xl,X2) +N2(Xl,X2) = 0 

with 

N1(Xl, X2) = ~r'(x2)[(¢(xI))2 + Xl¢(xI)¢'(Xl) - 2¢'(Xl) - xl¢l/(xI)l 

1 1 
+ 4rl/(X2) - g(xI)2r11l(x2) + B'(X2), 

N2(X1, X2) = ~A(X2)[¢(X1)¢'(xI) - ¢1/(xI)l - ~x1AI/(X2). 

Imposing the restriction that ¢(X1) is an odd function of Xl, we see that 

( 4.206a) 

(4.206b) 

From (4.206a) it follows that if r(x2) 1= 0, the drift ¢(X1) must satisfy 
the fifth order ODE 

(4.207) 

in order that a nontrivial group is admitted by (4.203a,b). 
One can show that the solution of (4.207) reduces to ¢(X1) satisfying the 

Riccati equation 

(4.208) 

where (3, 'Y, and v are arbitrary constants. Then from (4.206a), r(x2) and 
B(X2) satisfy the equations 

r11l(X2) = 4(32 r'(X2), 

B'(X2) = ~['Yr'(x2) - rl/(x2)]. 

( 4.209a) 

(4.209b) 

From (4.206b) it follows that if A(X2) 1= 0, then ¢(X1) must satisfy the 
Riccati equation 

(4.210) 

and A(X2) must satisfy 

Thus we see that if an odd drift ¢(X1) satisfies (4.210) then a six
parameter Lie group is admitted by PDE (4.203a); if an odd drift ¢(xd 
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satisfies (4.208) with 112 ::j:. 116 then PDE (4.203a) admits a four-parameter 
Lie group. Invariance of the boundary surface X2 = 0 leads to r(O) = 0 and 
thus reduces the number of parameters by one. Invariance of the source 
condition leads to 

6(X1' 0) = 0, 

l(x1, 0) = - ~6 (Xl, 0). 
V X 1 

Hence a three-parameter Lie group is admitted by (4.203a,b) if an odd drift 
¢>(X1) satisfies (4.210); a one-parameter Lie group is admitted by (4.203a,b) 
if an odd drift ¢>(X1) satisfies (4.208) with 112 ::j:. 116, 

The standard substitution 

A.( ) = -2 V'(xt) 
'I' Xl V(xt) (4.211) 

transforms (4.208) to the second order linear ODE 

"( ) [ 2()2 16112 
- 1] ( ) 4V Xl + 'Y-/3 Xl - (xt)2 VX1 =0. ( 4.212) 

The general solution of (4.212) is of the form 

where V1 (xt), V2(X1) are respectively even and odd functions of Xl. Then 
¢>(Xl) is an odd function of Xl which satisfies (4.208) if and only if 

or 
A.( ) = -2 V~(xt) 
'I' Xl V2(xd' 

Only V1 (x d leads to a reasonable drift. One can show that 

( 4.213) 

where M(c, d, z) denotes Kummer's hypergeometric function of the first 
kind with 

d = 1 + 211, 

II > -!, 'Y/3 ~ 0, /3 ::j:. O. The properties of M(c, d, z) are well known 
[Abramowitz and Stegun (1964, Chapter 13)]: 

As z -+ 0, 
C 2 M(c,d,z)=1+ dz+O(z ). (4.214a) 
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As z -+ 00, 

(4.214b) 

From (4.214a,b) it follows that 

lim ¢(xt) = -{3, lim x1¢(xd = -(4v + 1). 
X1-+ 00 Xl X1-+0 

The following cases arise: 

Case I. v2 = ls: Here a three-parameter Lie group is admitted by (4.203a,b) 
with infinitesimal generators given by 

-(3 sinh 2{3x2(1 + x1¢(xd) + {32«xt)2 - (xt)2 cosh 2{3x2)]U :u' (4.215a) 

X2 = 2 sinh {3x2 flO + [(3(X1 -Xl cosh{3x2)-¢(X1) sinh {3x2]u : , (4.215b) 
VX1 vU 

X3 = 4{3(X1 cosh (3x2 - Xl cosh 2{3x2) flO - 4 sinh 2{3x2 flO 
VX1 VX2 

+ [4{3 cosh2 (3X2 + 2{3¢(xd(X1 cosh 2{3X2 - Xl cosh (3x2) 

+ 2{32X1(X1 sinh 2{3x2 - Xl sinh (3X2) - "I sinh 2{3x2]u :u' (4.215c) 

Note that 

Let u = e(x) be the corresponding invariant solution. Then 

leads to the invariant form 

(4.216) 

where 

( ) _ V1(xd ["IX2 {3(xd 2 _ {3(X1)2coth{3X2] 
91 X - v'sinh {3x2 exp 4 + 2[1 _ e2{jX2] 4 ' 

and F1 «(1) is an arbitrary function of the similarity variable 

(1 = Xl 
2 sinh {3x2 
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Equation 

leads to 
(4.217) 

where 

( ) _ V; () [{3X1 X1 {3(XI)2coth {3X2] 
g2 x - 1 xl exp 2 . h f.I - 4 ' sm fJX2 

and F2«(2) is an arbitrary function of the similarity variable 

Assuming uniqueness ofthe solution, we equate the invariant forms (4.216), 
(4.217) and obtain 

where D is an arbitrary constant. 
Now consider separately the sub cases v = ±~: 

Case I{a). v = -~: Here 

If there is no reflecting boundary, i.e. a = -00, b = 00, then the solution 
of (4.203a,b) is 

(4.218a) 

with 

(4.218b) 

X2 > 0, -00 < Xl < 00. 

If a = 0 is a reflecting boundary and b = 00, then the solution of (4.203a-
c) is 

u = G1(Xl. X2j xI) + G1(X1, X2j -Xl), X2 > 0, 0 < Xl < 00, (4.219) 

which is an even function of Xl if Xl is extended to -00 < Xl < 00. This 
solution represents the response to sources located at ±X1 when X2 = O. 
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Note that in the limiting case of c = 0, we have <I>(X1) {3X1' and 
the solutions (4.218a,b) and (4.219) are probability distributions for a free 
particle in Brownian motion. 

Case I(b). 1/ = ~: Here 

3 'Y 
c = 4' - 8{3' Xl > 0, 

with a = 0 as a reflecting boundary, b = 00. The resulting solution of 
(4.203a-c) is 

where 

with 

1 f7i [ ( 3 1 )]-1 
E = Xl V 4; M c, 2' 2{3(xt)2 

Case 11.1/ > -~: Here only a one-parameter group is admitted by (4.203a,b) 
with infinitesimal generator given by (4.215a). The corresponding invari
ant solution arises from the invariant form (4.216). Substituting (4.216) 
into (4.203a) and letting ( = (1, F«) = F1«t), we find that F«) satis
fies a second order linear ODE whose general solution can be expressed in 
terms of modified Bessel functions: 

F«) = (1/2[A1I2V(P() + A2L2v(p()] for Xl > OJ 

F«) = I(ll/2[B1K2v(pl(1) + B212v(pl(1)] for Xl < 0, 

where p = {3xl and Al ,A2 ,Bl ,B2 are arbitrary constants to be determined 
from boundary and continuity conditions. As X2 -+ 0, ( -+ 00. From Watson 
(1922, Sect. 7.23) we find that as z -+ 00: 

K2v (z) = (~r/2 e-z [1+0 (~)], 

12v(z) = (2~zr/\z [1+0(~)]. 
One can show that with A2 = Bl = B2 = 0, we obtain a solution valid for 
1/ -:p -~, Xl > 0, X2 > 0 (i.e. Xl = 0 is a reflecting boundary), with 
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One can show that (4.215a) is admitted by (4.203c) when Xl = a. An 
important consequence is that the equation 

is invariant under (4.215a), and hence moments of the probability distri
bution can be computed using invariance [ef. BIuman and Cole (1974, pp. 
272-274)]. 

4.4.2 INCOMPLETE INVARIANCE FOR A LINEAR SCALAR 

PDE 
Consider a BVP for a kth order linear scalar PDE (k ~ 2) 

Lu = h(x) (4.220a) 

defined on a domain Ox where L is a kth order linear operator, with linear 
boundary conditions 

L",u = h",(x) 

prescribed on boundary surfaces 

(4.220b) 

(4.220c) 

where L", is a linear operator of order at most k - 1, a = 1,2, ... , s. As
sume that BVP (4.220a-c) has a unique solution. Formally the solution of 
(4.220a-c) can be represented as a superposition 

where Uo satisfies 

u = Uo + LU[3 
[3=1 

Luo = h(x), X E Ox, 

L",uo=O on w",(x)=O, a=1,2, ... ,s, 

and u[3 satisfies 
LU[3=O, xEOx, 

L",u[3=6"'[3h",(x) on w",(x) =0, a,,6=1,2, ... ,s. 

[6",[3 is the Kronecker symbol.] 
The solution of BVP (4.220a-c) reduces to the solution of two types of 

BVP's: 
(i) a linear nonhomogeneous PDE with linear homogeneous boundary 

conditions: 
Lu = h(x), x E Ox, (4.221a) 
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Lau = 0 on wa(x) = 0, a = 1,2, ... ,8. (4.221b) 

(ii) a linear homogeneous PDE with 8 -1 linear homogeneous boundary 
conditions and one linear nonhomogeneous boundary condition: 

Lu=O, xEOx, 

Lau=O on Wa(X) = 0, a=1,2, ... ,s-1, 

L,u = h(x) on w,(x) = O. 

The BVP 
Lu = 0, x E Ox, 

Lau=O on Wa(X) =0, a=1,2, ... ,s, 

( 4.222a) 

(4.222b) 

(4.222c) 

(4.223a) 

(4.223b) 

is the associated homogeneous BVP of (4.220a-c). Suppose the nontrivial 
infinitesimal generator 

a a 
Xl = ei(X)-a + f(x)u-a ' Xi u 

is admitted by Lu = 0 [e(x) to]. Clearly (4.223a,b) admits 

a 
X2 = u au' 

Let 
u= ¢(XjA) 

(4.224) 

( 4.225) 

(4.226) 

be the invariant form corresponding to the infinitesimal generator X>. = 
Xl + AX2 where A is an arbitrary complex constant. 

If Xl is admitted by (4.223a,b) then the superposition of invariant forms 

(4.227) 

solves (4.221a,b) if 

LL¢(XjA) = h(x), (4.228) 
>. 

La¢(XjA)=O on Wa(X) =0, a=1,2, ... ,8, (4.229) 

for each A in the sum of (4.227). In (4.227) the superposition E>. could 
also represent Ir dA for some curve r in the complex A-plane. Typically we 
solve for h(x) = 6(x - x), x E Ox. Then superposition over the resulting 
Green's function is used to solve (4.221a,b) for arbitrary h(x). 

If Xl is admitted by (4.222a,b) then so is X>. = Xl + AX2 for arbitrary 
complex A. Let 

u = 6(XjA) (4.230) 
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be the most general invariant solution of (4.222a,b) corresponding to XA, 

which may exist for only certain eigenvalues A. The superposition of invari
ant solutions 

(4.231) 

solves (4.222a-c) provided 

LL.0(Xj A) = h(x) on w.(x) = O. (4.232) 
A 

Again the superposition EA in (4.231) could be replaced by II'dA for some 
curve r in the complex A-plane. An appropriate superposition is picked to 
satisfy (4.232). Typically one solves for h(x) = 6(x - x), x E Oz, and uses 
superposition over the resulting Green's function to solve (4.222a-c) for 
arbitrary h(x). 

The following examples are illustrative: 

(1) Fundamental Solutions of the Heat Equation for a Finite Domain 

(i) Nonhomogeneous Heat Equation with Homogeneous Boundary Con
ditions. Consider the BVP for the nonhomogeneous heat equation 

ou 02u • 
Lu = ~ - !l 2 = 6(X1 - x1)6(X2), 

UX2 uX1 
(4.233a) 

defined on the finite domain X2 > 0, 0 < Xl < 1, where 0 < Xl < 1, with 
homogeneous boundary conditions 

Clearly 

u(O, X2) = u(1, X2) = o. 

o 
X 1 =

OX2 

(4.233b) 

is admitted by Lu = 0 and (4.233b). The invariant form corresponding to 

IS 

Consider 

o 0 
-+AU
OX2 ou 

LY(X1j A)eAZ~. 
A 

Substituting (4.235) into (4.233a), we formally find that 

L (~2; _ AY) eAZ2 = -6(X1 - x1)6(X2). 
A Xl 

(4.234) 

(4.235) 

( 4.236) 
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To satisfy (4.233b) we demand that for each A 

y(O;A) = y(l;A) = O. (4.237) 

The natural superposition arising from (4.234) is the inverse Laplace 
transform representation ofthe solution of (4.233a,b) given by 

( 4.238) 

where 'Y E IR lies to the right of all singularities of y( xl; A) in the complex 
A-plane. Formally 

(4.239) 

and boundary conditions (4.237). Consequently 

Using residues we obtain the following solution representation of BVP 
(4.233a,b) which is useful for large values of X2: 

00 

( ) "'" 2 . " _n 2 11' 2 x U Xl, X2 = L...J sm n7l'X1 sm n7l'X1e 2. (4.240) 
n=l 

Using the asymptotic expansion of Y(X1; A) valid for large values of IAI 
along the Bromwich contour of the inverse Laplace transform we obtain 
the following solution representation of BVP (4.233a,b) which is useful for 
small values of X2: 

00 

U(X1, X2) = L [G(X1 - Xl - 2n, X2) - G(Xl + Xl + 2n, X2)] 
n=-oo 

where 
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(ii) Homogeneous Heat Equation with a Nonhomogeneous Boundary Con
dition. Consider the following BVP for the heat equation 

Clearly 

()2u _ au _ 0 
ox~ OX2 - , o < Xl < 1, X2 > 0; 

u(O, X2) = u(l, X2) = 0; 

U(Xl'O) = h(Xl). 

a a x). = -+Au-
OX2 au 

(4.241a) 

(4.241b) 

(4.241c) 

is admitted by (4.241a,b). The invariant form of the corresponding invariant 
solution is 

U = 8(x;A) = y(xl;A)e).x2 , 

which satisfies (4.241a,b) if 

with 
Y(Xl; An) = an sin mrXl, 

(4.242) 

where an is an arbitrary constant, n = 1,2, .... If h(xd = 0(X1 - Xl), the 
superposition of invariant solutions 

00 

U(Xb X2) = E 8(x; An) 
n=l 

satisfies (4.241c) if an = 2sinmrxl' Of course this is the solution repre
sentation (4.240) since (4.233a,b) and (4.241a-c) are equivalent problems 
when h(Xl) = O(XI - Xl)' Let 

Then the solution of BVP (4.241a-c) is 

U(Xl,X2) = 11 h(XI)[{(X1,X2;X1)dx1' 

(2) An Inverse Stefan Problem 

A nontrivial example is illustrated by the inverse Stefan problem which is 
given by the BVP 

au 02u 

OX2 = ox~' o < Xl < X(X2), X2 > 0; (4.243a) 
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U(X(X2),X2) = 0, X2 > 0; 

{}u 
~(O, X2) = h1(X2), X2 > 0; 
V X 1 

U(X1'0) = h2(X1), 0 < Xl < 1; 

{}u dX 
h3(X2) = k-{} (X(X2), X2) - -d ' X2 > 0, 

Xl X2 

237 

(4.243b) 

(4.243c) 

(4.243d) 

(4.243e) 

where for a prescribed moving boundary X(X2) with X(O) = 1, arbitrary 
initial distribution h2(xd, fixed constant k, and arbitrary flux h1(X2), the 
aim is to determine U(X1, X2) and the flux h3 (X2) so that BVP (4.243a-e) 
is satisfied. 

Our strategy is to first obtain a solution u = 8 1(x1. X2) of (4.243a-c). 
Then we solve (4.243a-d) with h1(X2) == 0 and u(x1. 0) = h2(xd-81(x1. 0) 
to obtain a solution U = 8 2(x1, X2). Consequently the solution of (4.243a
d) is u = 8 1 (Xl, X2) + 8 2(X1, X2), and 

Details on this example appear in BIuman and Cole (1974, pp. 213-219, 
235-245) and BIuman (1974a). 

In order to leave the moving boundary curve Xl = X(X2) invariant, with 
X(O) = 1, it is necessary that ~ = 6 = 0 for the infinitesimals (4.52a-c) 
admitted by the heat equation (4.47). Thus if the solution of (4.243a-e) 
can be represented as a superposition of invariant solutions, it is necessary 
that X (X2) be of the form 

X(X2) = V1 + 2j3x2 + 1'(X2)2, 

for arbitrary constants j3 and 1'. We examine in detail the interesting sub
case l' = j32, where 

X2 1 
X(X2) = 1- T' T = -po (4.244) 

If X(X2) is of the form (4.244), then (4.243a,b) admits 

{} 2 {} 2 [(X1)2 X2] {} 
Xl = j3x l[1 + j3X2] {}X1 + [1 + j3X2] {}X2 - j3 -4- +"2 U {}u· (4.245) 

We consider the situation where T> 0, so that 0 < X2 < T, i.e. ddX < o. 
Xl 

The corresponding similarity variable is 

(4.246) 
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with 
( = 0 corresponding to Xl = OJ 

( = 1 corresponding to Xl = X(X2) = 1 - ~ . 

The similarity curves (invariant curves) ( = const are illustrated in Figure 
4.4.2-1. 

1 

\ T 

1:;=0 

Figure 4.4.2-1. Invariance curves ( = const. 

The invariant form corresponding to the infinitesimal generator 

1S 

Y((jll)exp [-~ + ~] 
U = ¢(Xj II) = JVT:::""\ ' 

yX(X2) 
(4.247) 

with 
112 = A -~. 

2T 
(4.248) 

Substituting (4.247) into (4.243a) we find that Y((jll) satisfies 

(4.249) 
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The boundary condition (4.243b) leads to 

y(l; v) = 0, (4.250) 

so that 
y«(; v) = A(v) sin v«( - 1), (4.251) 

for arbitrary constant A(v). Hence any superposition of invariant solutions 

(4.252) 

formally solves (4.243a,b). 
Now let 

B( ) _ 211"iA(v)e-1I2T 
s - -IT ' 

and replace Ell by J;~ii: ds. Then formally we obtain the following solu
tion representation of (4.243a-c) in terms of an inverse Laplace transform: 

u = 8 1(Xl, X2) = -It + Te(2/4(t+T)_. B(s) sinh [.fi(1 - ()]e'tds. 1 l"Y+ioo 
211"% "y- ioo 

(4.253) 
Letting 

H(t) = h1(X2) = hI c: ~) , 
and inverting (4.253) so that the boundary condition (4.243c) is satisfied, 
we find that 

B( ) - _ {J [00 H(t) -Itdt 
s - .fi cosh.fi Jo (t + T)3/2 e . 

(4.254) 

Now let 
H2(X1) = h2(Xt} - 8 1(X1,0), 

and consider BVP (4.243a-d) with h1(X2) = ° and h2(X1) replaced by 
H2(xI), i.e. the BVP 

au a2u 
aX2 - ax~' 

U(X(X2),X2) = 0, X2> 0; 

au -a (0,X2) = 0, X2 > 0; 
Xl 

(4.255a) 

(4.255b) 

( 4.255c) 
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( 4.255d) 

with X(X2) given by (4.244). It is easy to see that the infinitesimal generator 
Xl given by (4.245) is admitted by (4.255a-{:). Consequently one obtains 
the similarity variable (4.246); the infinitesimal generator X). = Xl + AU II' 
leads to the invariant form (4.247), (4.248). Substitution of (4.247) into 
(4.255a) leads to (4.249). Boundary conditions (4.255b,c) lead to (4.250) 
and 

dy 
d( (0; II) = 0. (4.256) 

Thus 

with 
y«(; lin) = An cos lin" 

where An is an arbitrary constant, n = 0,1,2, .... Formally the superpo
sition of invariant solutions 

-e( )_~AnCOSlln( [(lIn)2T (2X (X2)] 
U - 2 Xl, X2 - L...J rvt::::\ exp - X( ) + 4T 

n=O V X(X2) X2 
(4.257) 

satisfies (4.255a-c). The boundary condition (4.255d) is satisfied if 

Let ¢n(Xl) = cos(n + ~)'1rXl' n = 0,1,2, .... Then the eigenfunctions 
{¢n(xt}} form a complete orthogonal set offunctions on [0,1] with 

Thus 

An = 2e(n+!)2,..2T 11 H2(Xl)¢n(Xl)e-xU4T dXl, 

n=0,1,2, .... 
The above solutions have been used to find numerical solutions for the 

nonlinear direct Stefan problem described by BVP (4.243a-e) where the 
aim is to find the unknown moving boundary X(X2) and u(xl> X2) for arbi
trary hl (X2), h2(Xl), h3(X2) and constant k [cf. Milinazzo (1974), Milinazzo 
and BIuman (1975)]. 
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4.4.3 INCOMPLETE INVARIANCE FOR A LINEAR SYSTEM 

OF PDE's 

As an example consider an initial value problem for the system of wave 
equations 

8v 8u 
(4.258a) 

8X2 = 8X1' 

8u 2 8v 
(4.258b) -=c(xI)-, 

8X2 8X1 
with 

U(Xb 0) = U(X1), (4.258c) 

V(Xb 0) = V(xd, (4.258d) 

for some given functions U(X1) and V(X1) on the domain -00 < Xl < 00, 

-00 < X2 < 00. We consider the wave speed C(X1) found in Section 4.3.4 
which satisfies the equation 

c' = msin(vlogc). (4.259) 

This describes wave propagation in two-layered media with smooth transi
tions, with properties: 

lim c(xI) = efr / v = r, r> 0, 
:1:1--+00 

max C'(X1) = m > 0, 
xIE(-oo,oo) 

(4.260a) 

(4.260b) 

(4.260c) 

where r, m are independent parameters with r representing the ratio of 
asymptotic wave speeds. [One can easily adapt to the case where 

lim C(X1) = ci > 0, lim c(xI) = c; > 0 
3:1--+-00 3:1-+00 

by appropriate scalings.] A typical profile for C(X1) is shown in Figure 4.4.3-
1. Without loss of generality c'(O) = m. The four-parameter group with 
infinitesimal generators (4.160) is admitted by (4. 258a, b ). The infinitesimal 
generator 

leaves the curve X2 = 0 invariant. One can show that the invariant solutions 
of (4.258a,b) corresponding to invariance under 

x + 4vni [U :u + v :v] (4.261) 

are given by (u, v) = (Un(X1, X2), vn(Xl. X2)) for n = 0,1,2, ... : 
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c(x, ) 

v = 1 

20 

10 

=-~50~======~---------+'50~------~1~00~------Xl 

Figure 4.4.3-1. Profile of C(X1). 

[ [cosh mvx2 + sinh mvx2 cos yp/2 [cosh mVX2 - sinh mVX2 cos YP/2] 

X [cosh mVX2 + sinh mVX2 cos yp/2 - [cosh mvx2 - sinh mVX2 cos yp/2 

x [fn(z)] 
gn(z) , (4.262) 

where 
y = vlogc(xt), 

Z = sinh mVX2 siny, 

[fn(Z)] = M (z) [fo(z)] 
gn(z) n go(z) , 

with 

[fo(z)] _ (2 1)-1/2 [ cos,p(z) sin,p(z)] [Pn] 
go(z) - z + - sin ,p(z) cos ,p(z) Qn' 

,p(z) = L log (z + Vz2+1) , 
Mn(z) = Jln(z) X Rn- 1(z) x ... X R1(Z) X Ro(z), 
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Ro(z) = [~ ~], 
and for n;::: 1, 

2v"z~+1 i-2nz 1 
( n2 _ 1) (!#) _ 1 ' 

4 Z-I 4V2 

Pn, Qn are arbitrary constants chosen separately for each invariant solu
tion pair (un, vn). For n = -1, -2, ... , it is convenient to define invariant 
solutions 

[u] = [un(Zl, Z2)] = [u-n(Zl. Z2)] 
v vn(Zl, Z2) V-n(Zl, Z2) 

for system (4.258a,b) where a bar denotes the complex conjugate. 
The solution of the initial value problem (4.258a-d) is represented for

mally in the form 

with the constants Pn, Qn determined from the initial condition (4.258c,d). 
Note that 

(4.263a) 

(4.263b) 

with 0 < Y < 7r. Consequently from the Fourier series representation 
(4.263a,b), we find that 

~: = (~~n l1r e-i2nY[sinyrl/2 [e- Y/ 2V U(Zl(Y» ± eY/ 2V V(Zl(Y»] dy. 

For a given initial value problem, after determining the constants {Pn , 

Qn}, one can directly compute the solution for any time Z2, -00 < Z2 < 00. 

No marching is required as is the case for usual numerical procedures based 
on the method of characteristics. 

Full details of the derivation of these solutions and their properties are 
given in BIuman and Kumei (1988). 



244 4. Partial Differential Equations 

Exercises 4.4 

1. Prove Theorem 4.4.1-1. 

2. Prove Theorem 4.4.1-2. 

3. Prove Theorem 4.4.1-3. 

4. Obtain the fundamental solution of the heat equation (4.47) for an 
infinite domain (a, b) = (-00,00) using invariant forms arising from 
the following infinitesimal generators of (4.185): 

(a) Xl, X3; 

(b) X2, X3 • 

5. The problem of finding the steady-state temperature distribution near 
the surface of the earth due to a periodic temperature variation at 
the earth's surface approximately reduces to finding the steady-state 
solution of the following BVP: 

OU 02u 
OX2 = ox~' 0< Xl < 00, 0< X2 < 00, 

U(Xl, 0) = e(X1), 

u(O, X2) = B COSAX2, 

u( 00, X2) = o. 

(4.264a) 

(4.264b) 

(4.264c) 

(4.264d) 

(a) Show that the steady-state solution of (4.264a-d) is independent 
of the initial distribution e( Xl). 

(b) Let v( Xl, X2) solve 

OV 02V 
OX2 = ox~' o < Xl < 00, 0 < X2 < 00, 

'At v(O, X2) = Be' , 

v(oo, X2) = o. 

(4.265a) 

(4.265b) 

(4.265c) 

Find a one-parameter Lie group of transformations which is ad
mitted by (4.265a-c). Find the corresponding invariant solution 
of (4.265a-c). 

(c) Find the steady-state solution of(4.264a-d). 
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6. Find the fundamental solution (Riemann function) for the Euler
Poisson-Darboux equation, i.e. solve 

(4.266) 

This solution is the source solution for isentropic flow for a polytropic 
gas where 

Xl is the sound speed in the gas, 

X2 is the fluid velocity in some fixed direction, 

u is the time variable, 

and the constant A is related to the ratio of specific heats of the gas. 

(a) Show that (4.266) admits 

X _ 2Xl ( A ) a [(Xl)2 - (Xl)2 - (X2 - X2)2] a 
--- X2- X2 -+ -

A aXl A aX2 

+ (X2 - X2)U ;u. (4.267) 

(b) Show that the similarity variable corresponding to (4.267) is 

( = (Xl - Xl)2 - (X2 - X2)2 
Xl 

(c) Derive the invariant form of the invariant solution. 

(d) Derive the solution of (4.266): 

(4.268) 

( A A) (2Xl)A 
U = U Xl, X2; Xl, X2 = [( + A)2 ( A )2]A/2 Xl Xl - X2 - X2 

F (~ ~.1. (Xl - Xl)2 - (X2 - X2)2) 
X 2' 2' '(Xl + Xl)2 - (X2 - X2)2 ' 

where F(a, b; c; z) is the hypergeometric function [BIuman (1967)]. 

7. Consider the BVP for the response due to a unit impulse for a string 
with a nonlinear restoring force: 

with 
f(u) = -f(-u); f(u) > 0 if u> o. 
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(a) Find an infinitesimal generator admitted by this BVP and the 
invariant form of the corresponding invariant solution. 

(b) For the case f( u) = ku3 , study the solution in a suitable phase 
plane. What conditions apply at the wavefront Xl = X2? 

8. Consider the Fokker-Planck equation 

with drift 

and initial condition 

(4.269b) 

(a) Find an infinitesimal generator X admitted by (4.269a,b). 

(b) Let U(Xll X2; xt} be the solution of (4.269a,b). Since 

100 u( Xl, X2; Xl)dxl = 1 (4.270) 

for any values of X2, Xl, it follows that (4.270) admits X. Conse
quently show that the second moment of the solution of (4.269a,b) 
IS 

(Xl)2) = 100 (Xl)2 U (Xl, X2; Xt}dXl 

Cpa) (1- e- 2,6x2) + (Xl)2e-2,6X2 

without determining u( Xl, X2; Xl) explicitly. 

(4.271) 

(c) Show that the solution of (4.269a,b) is the invariant solution 
arising from X: 

- ~,8(1 + coth,8x2) (Xl - xle-,6X2)2]) IC-!-!a)(,8xl(), 

(4.272) 
where 

(= Xl 
2sinh,8x2 

and Iv(z) is a modified Bessel function. 
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(d) Use (4.270)-(4.272) to derive explicit expressions for integrals 
involving I,,(z). Generalize [BIuman and Cole (1974)]. 

9. Use group methods to find the fundamental solution ofthe heat equa
tion in two and three space dimensions, i.e. to solve the initial value 
problem 

o n- 1 02 

j:l U = L j:l :, Xn > 0, -00 < Xi < 00 for i = 1,2, ... ,n - 1, 
VXn i=l vXi 

with 
U(X1, X2,·.·, Xn-t, 0) = 6(xt)6(X2)··· 6(xn -t}, 

for n = 2,3. 

10. Consider the problem of finding the Green's function for an instanta
neous line particle source diffusing in a gravitational field and under 
the influence of a linear shear wind [Neuringer (1968), BIuman and 
Cole (1974)] which reduces to solving 

OU ou ou (02u 02u) -+X2----d -+- =0, 
OX3 OX1 OX2 ox~ ox~ 

(4.273a) 

(4.273b) 

-00 < Xl < 00, -00 < X2 < 00, -00 < X2 < 00, X3 > o. 
(a) Show that (4.273a,b) admits 

( ) 2 0 0 1 (" ) 0 X1 = X3 -+2X3-+- X2-X2-X3U-, 
OX1 OX2 d OU 

[ 3 ]0 (2 0 
X2 = (X3) - 6X3 ~ + 3 X3) ~ 

VX1 VX2 

1 (2 ] 0 + 2d[6x1 - 3 X3) - 6X2X3 U ou. ( 4.274) 

(b) Find invariant forms for the solution of (4.273a, b) corresponding 
to each of the generators Xl and X2 . Then show that the solution 
of (4.273a,b) reduces to solving a first order ODE. 

(c) Show that the solution of (4.273a,b) is 

(4.275) 
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(d) Use the infinitesimal generators (4.274) to compute the moments 
(Xl), (X2), (X1X2), {(xd2), and ((X2)2) directly without use of 
solution (4.275). 

11. The Poisson kernel is the solution of 

with 
(4.276a) 

(4.276b) 

(a) Let z = X1eixl. Show that (4.276a,b) admits the infinite-parameter 
Lie group corresponding to infinitesimal generator 

where 

00 

8(X1,X2) = ~)an(zn - (z)-n) + bn(z-n - zn)], 
n=l 

z = X1e-ix2, T(X1,X2) is the harmonic conjugate of 8(X1>X2), 
T(I,O) = 0, A = - g~ (1, 0), and {an, bn} are arbitrary complex 
parameters. 

(b) Consider the subgroup for which a1 = a j 0, b1 = b j 0, 
aj = bj = 0 for j j 1, and let a = -i(a + b), f3 = a-b. 
Show that (4.276a,b) admits the two-parameter subgroup with 
infinitesimal generators 

(c) Show that the invariant solution corresponding to Xl has the 
invariant form 

u = A() 

with 
( _ 1- (X1)2 

- 1- 2X1 COSX2 + (xd 2' 

(d) Use the invariant surface condition 



4.5. Discussion 249 

to show that -(A'«) + A = 0, and hence derive the Poisson 
kernel 

1 1 - (xI)2 
u( Xl, X2) = - -----'--=---,---:--::-

271' 1- 2Xl cos X2 + (xt}2 

[BIuman and Cole (1974)]. 

12. Consider a well-posed BVP for a linear homogeneous PDE with in
dependent variables X = (Xl, X2, ... , Xn): 

Lu=O, xEOx , ( 4.277a) 

with k - 1 linear homogeneous boundary conditions 

Lau=O on Wa (Xl,X2, ... ,Xn-l)=0, a=1,2, ... ,k-1, (4.277b) 

and one linear nonhomogeneous boundary condition (initial condi
tion) 

(4.277c) 

If the associated homogeneous BVP admits X = 8~ , show that the 
solution of (4.277a-c) has the inverse Laplace transtorm representa
tion 

where F( Xl, X2, ... , Xn-l; s) is determined by substituting (4.278) 
into (4.277a-c). What is the situation when the right-hand side of 
(4.277a) is h(Xl,X2, ... ,Xn-l) and the boundary condition (4.277c) 
becomes homogeneous? 

4.5 Discussion 

In this chapter we showed how to 

(i) find infinitesimal transformations admitted by a given scalar PDE or 
a given system of PDE's; 

(ii) use infinitesimal transformations to construct special solutions (in
variant solutions) for PDE's; and 

(iii) find infinitesimal transformations admitted by a boundary value prob
lem posed for a PDE. 
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Invariant solutions for scalar PDE's were discovered by Lie (1881). In
variant solutions can be determined from an admitted infinitesimal trans
formation in two ways: Using the invariant form method, one must first 
explicitly solve the characteristic equations arising from the invariant sur
face conditions to obtain the invariant form for the invariant solution; the 
invariant solution is then determined by substituting the invariant form 
into the given PDE's. Using the direct substitution method, one first sub
stitutes the invariant surface conditions and their necessary differential 
consequences into the given PDE's to eliminate all derivatives with respect 
to a particular independent variable; the invariant solution is then deter
mined by solving the resulting reduced PDE's and then substituting the 
solution of the reduced PDE's into either the invariant surface conditions or 
the given PDE's. An important feature of the direct substitution method is 
that one could proceed to construct invariant solutions without first explic
itly solving the invariant surface conditions. To our knowledge the direct 
substitution method has not previously appeared in the literature. 

A one-parameter Lie group of transformations is admitted by a boundary 
value problem if it leaves the boundary, each boundary condition, and the 
governing PDE's invariant. If a well-posed BVP admits a one-parameter 
Lie group of transformations, then its solution is an invariant solution of 
the group. The construction of the solution of a BVP further simplifies if 
the BVP admits a multi-parameter group. 

In applying infinitesimal transformations to a linear BVP it is not nec
essary to leave the BVP invariant since the associated homogeneous BVP 
always admits a uniform scaling of the dependent variable(s). In this case 
a superposition of invariant solutions or invariant forms, arising from in
variance of the homogeneous part of the BVP, could be used to satisfy the 
nonhomogeneous part of the BVP. 

Often the asymptotic solution of a boundary value problem for nonlin
ear PDE's is an invariant solution of self-similar type (self-similar solution) 
arising from scaling invariance of the governing PDE's. Comprehensive re
views of self-similar asymptotics appear in Newman (1984) and Galak
tionov, Doronitsyn, Elenin, Kurdyumov, and Samarskii (1988). For appli
cations of self-similar asymptotics to physical problems see Barenblatt and 
Zel'dovich (1972) and Barenblatt (1979). Barenblatt and Zel'dovich also 
consider examples of "intermediate asymptotics" where in an intermediate 
space-time domain the solution of a BVP is approximated by a similarity so
lution (invariant solution) which does not depend on the specific boundary 
conditions; in such examples the similarity solution is not an equilibrium 
state. Kamin (1973) rigorously justified the evolution of the solution of a 
porous medium equation to a self-similar solution. For other papers rigor
ously justifying self-similar asymptotics see Atkinson and Peletier (1974), 
Friedman and Kamin (1980), Galaktionov and Samarskii (1984), Kamin 
(1975). 
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In Chapter 5 we generalize the concept of infinitesimal transformations 
by allowing infinitesimals to depend on derivatives of dependent variables. 
The consideration of such symmetries (Lie-Backlund symmetries) arises 
naturally when seeking conservation laws through Noether's theorem. 

In Chapter 6 we show that a nonlinear PDE must admit an infinite
parameter Lie group of transformations in order to have an invertible map
ping to a linear PDE. The form of the infinitesimals shows when such a 
mapping exists and also leads to its construction. 

In Chapter 7 we introduce nonlocal symmetries whose infinitesimal trans
formations can depend on integrals of dependent variables. In particular we 
consider potential symmetries which are nonlocal symmetries realized as lo
cal symmetries for a system of PDE's related to a given PDE which can be 
expressed in a conserved form. 



5 

Noether's Theorem and 
Lie-Backlund Symmetries 

5.1 Introduction 

In the preceding chapters we established the algorithm to determine Lie 
groups of point transformations of differential equations and developed 
methods to solve differential equations using such symmetries. In this chap
ter we study one of the most important applications of symmetries to phys
ical problems, namely, the construction of conservation laws. 

A conservation law of a physical system, which has independent variables 
t,x,y,z and dependent variables described by a state function u(t,x,y,z) 
with components u = (u 1 , u2 , ..• ,urn), is an equation of the form 

where the vector function / = (11, P,/3, r) can depend on t, x, y, z, u 
and derivatives u, u, ... ,u; Dt , D." Dy , Dz are total derivative operators. 

12k 

Physically a conservation law means that the rate of change of /1 inside 
any spatial domain must equal the flow (12, p, /4) through the surface of 
the domain. For systems arising in classical mechanics, where time t is the 
only independent variable, the conservation law is simply Dd1 = 0, and 
/1 becomes a constant of the motion. Each constant of the motion restricts 
the motion of the system and can be used to reduce by one the number 
of degrees of freedom of the system. Indeed finding the conservation laws 
of a system is often the first step towards finding its solution: The more 
conservation laws one finds the closer one gets to the complete solution. 

Construction of conservation laws for a given system is generally a non
trivial task. However for systems arising from a Lagrangian formulation 
there exists a fundamental theorem due to Emmy Noether [Noether (1918)]. 
Noether proved that for every infinitesimal transformation which is admit
ted by the action integral of a Lagrangian system one can constructively 
find a conservation law. For instance conservation of angular momentum is 
related to rotational invariance and conservation of energy to translational 
invariance in time. Noether's proof provides an algorithm to construct the 
conservation law for any admitted infinitesimal transformation. What is 
significant is that one can find all such transformations by examining the in
variance properties of Euler-Lagrange equations, i.e., differential equations 
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arising from a variational problem of the action integral. These aspects of 
conservation laws are discussed in Section 5.2. 

The types of infinitesimal transformations considered by Noether go be
yond those corresponding to Lie groups of point transformations (point 
symmetries) which we considered in earlier chapters. Noether allowed the 
infinitesimals ~ and 1] to depend, not only on x and u, but also on derivatives 
u, u, .... Transformations of this type are commonly called Lie-Backlund 
1 2 
transformations even though neither Lie nor Backlund considered such 
transformations. Not all of the important properties of point symmetries 
are shared by Lie-Backlund transformations. In particular an infinitesimal 
transformation of Lie-Backlund type cannot be integrated to a global trans
formation by the method of characteristics. But infinitesimal Lie-Backlund 
transformations can be used to construct conservation laws and invariant 
solutions. Moreover for a given system of differential equations one can 
find admitted infinitesimal Lie-Backlund transformations by a simple ex
tension of Lie's algorithm to find admitted infinitesimal point symmetries. 
The well-known infinite sequences of conservation laws admitted by the 
Korteweg-de Vries (KdV) and sine-Gordon equations are directly related 
to admitted infinite sequences of Lie-Backlund symmetries via Noether's 
theorem. Basic properties of Lie-Backlund transformations and some of 
their applications are discussed in Sections 5.2 and 5.3. 

5.2 Noether's Theorem 

Many problems can be cast in a variational formulation: 
Given a function L(x,u,u,u, ... ,u) of x, u(x), u(x),u(x), ... ,u(x) de-

12 k 12k 

fined on a domain n in the space x = (Xl, X2, ... , xn ), find functions u(x) 
which correspond to extrema of the integral 

J[u] = ( L(x, u, u, u, ... , u)dx. in 12k 
(5.1) 

The function L is called a Lagrangian and the integral J[u] of (5.1) an action 
integral; u(x) = (u 1(x), u2 (x), ... , um(x)) describes the state of the system 
and is usually subject to a set of conditions prescribed on the boundary 
an of the domain n. If u(x) is an extremum of (5.1), then any infinitesimal 
change u(x) -+ u(x) + fV(X), not altering the boundary conditions, should 
have no effect on J [u] at least to order O( f). 

A conservation law of a system is, by definition, an equation in divergence
free form: 

div f = Ddi = 0, (5.2) 

involving a vectorfunction f( x, u, u, u, ... ,u) = (/1, f2, ... , r) depending 
12k 

on x, u(x) and its derivatives to some order k. Equation (5.2) must hold 
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for any extremal function u(x) of (5.1). The vector f is called a conserved 
flux since (5.2) implies that a net flow of f through any closed surface in 
the space x is zero. 

Noether's original paper considered transformations of the form 

x* = x + (~(x, u, u, u, ... , u) + 0((2), 
I 2 P 

u* = u + (T}(x, u, u, u, ... , u) + 0((2), 
I 2 P 

(5.3) 

which leave the action integral J[u] invariant for arbitrary O. Noether es
tablished the explicit relationship between the infinitesimals ~, T} and the 
conserved flux f. 

To establish Noether's theorem we first derive basic equations connected 
with the variational problem. Having established these equations we present 
a proof of Noether's theorem. The proof is based on a reformulation, due to 
Boyer (1967), and is considerably simpler than Noether's proof. We com
pare the relationship between these two formulations and give Noether's 
version which has some merit in spotting the existence of standard conser
vation laws. 

5.2.1 EULER-LAGRANGE EQUATIONS 

Consider an infinitesimal change of u : u(x) -+ u(x) + (v(x). The corre
sponding variation of the Lagrangian L is given by 

6L = L(x, u + (V, u + (V, u + (V, ... , U + (v) 
I I 2 2 Ie Ie 

( ) _ [8L 'Y 8L 'Y 8L 'Y - L x, u, u, u, ... , u - ( J:l V + J:l 'Y Vi + 8 'Y Vij 
I 2 Ie uu'Y uUi uij 

(5.4) 

assuming summation over a repeated index. It is convenient to introduce 
the Euler operator E'Y defined by 

(5.5) 

Let 

i [8L Ie-I 8L 1 W [u v] = v'Y - + ... + (-1) D· D· ... D· , 8u! '1 '2 'k- 1 8u!... 
t Ulf.2···'k-l 
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Then using integration by parts repeatedly one can show that 

(5.7) 

where 

(5.8) 

Note that in deriving (5.7) we imposed no boundary conditions on u(x). 
Hence these equations are valid for arbitrary functions u(x) and v(x) as 
long as their derivatives in (5.6) and (5.8) exist. 

Now we determine the conditions which must be satisfied by extremal 
functions u(x). We evaluate the variation in J[u] under a change u(x) --+ 

u(x) + (v(x). From (5.7) and the divergence theorem, we obtain the varia
tion of J[u]: 

c5J[u] = J[u + (v] - J[u] = 10 c5L dx 

= (10 [E"(L)v"( + Di Wi[u, v]] dx + 0«(2) 

= ([10 E"(L)v"( dx + lao. Wi[u, V]nidO'] + 0«(2) (5.9) 

where fan represents the surface integral over the boundary surface an of 
n with n = (nl,n2, ... ,nn) being the unit outward normal vector to an. 
For the function u(x) to be an extremal function for J[u] the O«() term of 
c5J[u] must vanish: 

(5.10) 

Since a condition on v( x) is that it does not alter boundary conditions 
imposed on u( x), without loss of generality we assume that v( x) and the 
derivatives of v(x) appearing in Wi[u, v] vanish on an. Then the surface in
tegral in (5.10) also vanishes since the functions Wi[u, v] are linear in v and 
its derivatives. Consequently the volume integral in (5.10) must vanish for 
any v(x) satisfying the indicated homogeneous boundary conditions. Since 
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the behaviour of v(x) is arbitrary within n it follows that an extremum 
u( x) satisfies 

aL aL aL 
E (L)=--D;-+D;D·-+ ... 

"! au"! au: J au:. 
• 'J 

(5.11) 

Equations (5.11) are called the Euler-Lagrange equations for an extremum 
u(x) of J[u]. Thus the following theorem has been proved: 

Theorem 5.2.1-1. For a smooth function u(x) to be an extremum of the 
action integral 

J[u] = r L(x, u, u, u, ... , u)dx in 12k 

it is necessary that it satisfies the Euler-Lagrange equations (5.11). 

Consider two examples: 

(1) sine-Gordon Equation: Let 

The corresponding Euler-Lagrange equation 

is the sine-Gordon equation 

U12 - sin u = O. 

(2) Korteweg-de Vries Equation: Let 

Corresponding Euler-Lagrange equations 

aL aL aL 
£l1 - Dl J:il - D2 J:il = 0, 
vU vU1 vU2 

aL aL aL 
!:I 2 - Dl"i'l2 - D2"i'l2 = 0, 
vU vU 1 vU2 

are given by 

(5.12) 

(5.13) 

(5.14) 

(5.15a) 

(5.15b) 
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Eliminating u2, we find that (5.15a,b) reduce to 

(5.16) 

Let x = Xl, t = X2, W = ul. Then (5.16) becomes the Korteweg-de Vries 
(KdV) equation 

OW ow a3w 
at + w ax + ax3 = O. 

The following theorem is useful: 

Theorem 5.2.1-2. For the Euler operator E-y, defined by (5.5), the fol
lowing identities hold for any twice continuously differentiable function 
F(x, u, u, u, ... , u): 

I 2 l 

E-yDiF(x,u,u,u, ... ,u)=O, i=1,2, ... ,m; i=1,2, ... ,n. (5.17) 
I 2 l 

Proof. See Exercise 5.2-2. 0 

From Theorem 5.2.1-2 two theorems follow immediately: 

Theorem 5.2.1-3. The Euler-Lagrange equations for a Lagrangian L are 
identically zero if L can be expressed in divergence form: 

L = DiFi(x, u, u, u, ... , u). 
I 2 l 

Theorem 5.2.1-4. Two Lagrangians Land L' have the same set of Euler
Lagrange equations if L - L' = div A for some vector 

A(x,u,u,u, ... ,u) = (AI,A2, ... ,An). 
I 2 l 

The converses of Theorems 5.2.1-3,4 also hold [cf. Courant and Hilbert 
(1953, IV.3.5) and Olver (1986, Sect. 4.1)]. 

5.2.2 VARIATIONAL SYMMETRIES AND CONSERVATION 

LAWS; BOYER'S FORMULATION 

Since Euler-Lagrange equations are the governing equations of many phys
ical systems, one might expect that conservation laws would arise directly 
from properties of the Euler-Lagrange equations. However to find conser
vation laws Noether showed that it is more fruitful if one examines trans
formations which leave the action integral J[u] = In L dx invariant. She 
established a direct relationship between such invariances and conserva
tion laws. Transformations considered by Noether are of the general form 

x· = x + £~(x, u, u, u, ... , u) + 0(£2), 
I 2 p 

u· = u + £lI(X, u, u, u, ... , u) + 0(£2), 
I 2 P 

(5.18) 
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which allow e and 'f/ to depend on derivatives of u. Boyer (1967) recognized 
that the generality oftransformation (5.18) is superfluous. In particular one 
can get by with a simpler form of transformation in which x is invariant: 

x* = x, u* = u + f'f/(X, u, u, u, ... , u) + 0(f2). 
I 2 P 

(5.19) 

This follows from the general result that any transformation of the form 
(5.18) can be represented by the form (5.19). The proof is given in Section 
5.2.3. Here we take Boyer's view and derive Noether's theorem. 

The extended transformations for (5.19) are obviously given by 

(5.20) 

and the corresponding kth extended infinitesimal generator is denoted by 

(k) _ ..., {} ..., {} ..., {} ..., {} 
U - 'f/ {} ..., + 'f/i {} ..., + 1/ij -{} ..., + ... + 1/i1i 2 ••• ik {} ..., 

U ui Uij ui 1 i 2 ... i k 

(5.21 ) 

where 1/k ..• = DiDj ... D.1/"". Under a transformation (5.19), (5.20), the 
Lagrangian L varies by 6L = fU(k) L + 0(f2). 

Definition 5.2.2-1. A transformation (5.19) is a variational symmetry of 
the action integral J[u] (variational symmetry for L) iff or any u(x) there 
exists some vector function 

A(x, u, u, u, ... , u) = (At, A2, ... , An) 
I 2 r 

of x, u and its derivatives to some finite order r, such that 

U(k) L = DiAi. 

Variational symmetries are also called Noether tmnsformations. 
As an example consider 

(5.22a) 

The corresponding Euler-Lagrange equation is the KdV equation (5.16). 
Here 

U(2) L = 3X2[2Ul1 Ul1I - (Ut} 2Ul1 - U2Ul1 - UI U12] + 3U2 = DIAl + D2A 2 

with 
Al = x2[3(Ul1)2 - (ud3 - 3UIU2], A2 = 3u. 

Hence U is a variational symmetry for L. 
Now consider identity (5.7) which holds for arbitrary u and v. Setting 

v = 1/, Vi = 1/i, Vij = 'f/ij, ... in (5.7), we have 

(5.22b) 
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since 8L = (U(k) L + 0((2). Comparing (5.22a) and (5.22b), we obtain for 
any variational symmetry (5.19) for L: 

(5.23) 

If u(x) is a solution of the Euler-Lagrange equations, i.e., E'Y(L) = 0, 
'Y = 1,2, ... , m, then (5.23) yields a conservation law Di(Wi - Ai) = 0. 
Thus we have: 

Theorem 5.2.2-1 (Boyer's Formulation of Noether's Theorem). Let U = 
'TJ'Y ,,0 be the infinitesimal generator of transformations (5.19) and let U(k) 

uu'Y 
be its kth extension (5.21). If U is the infinitesimal generator of a varia-
tional symmetry of an action integral (5.1) so that U(k) L = DiAi holds for 
any u(x), then the conservation law 

holds for any solution u(x) of the Euler-Lagrange equations E'Y(L) = 0, 
'Y = 1,2, ... , m. 

The construction of conservation laws via Noether's theorem requires 
explicit expressions for Wi[u, 'TJl, i = 1,2, ... , n. Sometimes these can be 
obtained more easily by directly re-expressing U(k) L in the form (5.22b) 
rather than using (5.6). For example again consider L = 3(Ull)2 - (ud 3 -

3U1U2· Let U(2) be the twice extended operator of U = 'TJ :u' Then 

Applying integration by parts to each term, we get 

ull(Dd2 'TJ = D1(UllD1'TJ) - Ull1D1'TJ = D1(UllD1'TJ - Ulll'TJ) + Ullll'TJ; 

(ud 2Dl'TJ = D1((ud 2 'TJ) - 2U1Ull'TJ; 

U2 Dl'TJ = D1(U2'TJ) - U12'TJ; u1D2'TJ = D2(Ul'TJ) - U12'TJ· 

Consequently 

where 
E(L) = 6[Ull11 + U1Ull + ud, 

Wl[u, 'TJl = 6[UllD1'TJ - U111'TJl- 3[(Ul)2'TJ + U2'TJ], 

W2[U, 'TJl = -3Ul'TJ. 
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We showed that U = (X2UI - Xl) :u yields a variational symmetry for L 

and determined Al = x2[3(Ull)2 - (uI)3 - 3UIU2], A2 = 3u. Then for 
TJ = X2 U I - Xl, from Noether's theorem we obtain the conservation law 

DI(WI - AI) + D2(W2 - A2) = 0, 

which here becomes 

DI(X2[3(Ull)2 - 2(UI)3 - 6UIU111] - 6Ull + 6XIUIll + 3XI[(uI)2 + U2]) 

+ D2(3[-X2(uI)2 + XIUI - u]) = o. 

5.2.3 EQUIVALENT CLASSES OF LIE-BACKLUND 

TRANSFORMATIONS; LIE-B.ACKL UND SYMMETRIES 

Noether's transformations of the form 

X* = X + (e(x, u, U, u, ... , u) + 0«(2), 
I 2 P 

u* = U + (TJ(X, u, u, U, ... , u) + 0«(2), 
I 2 P 

(5.24) 

are clearly more general than those defining Lie groups of point trans
formations of earlier chapters since the infinitesimals e and TJ depend on 
derivatives u, u, ... ,u. However, by requiring the contact conditions to be 

I 2 p 

preserved as for point transformations in Chapter 2, one obtains the ex-
tended transformations of (5.24): 

u: = Ui + (TJP) + 0«(2), 

where 

k = 1,2, .... The kth extended infinitesimal generator is given by 

(k)_.~ 'Y~ (lh~ ... ~k?'Y. a 
U - el a . + TJ a 'Y + TJi a "! + + TJI112 ···'I< au"!. . 

XI U U I 1112 ... '1< 

An important transformational property of (5.24) is revealed when we 
examine how a given function u = f(x) is transformed under (5.24). Re
placing u by f(x) in (5.24), we have 

x* = X + (e(x, f(x), f(x), f(x), ... , f(x)) + 0«(2), (5.25a) 
I 2 P 
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u* = f(x) + f17(x, f(x), f(x), f(x), ... , f(x)) + 0(f2). (5.25b) 
1 2 P 

The dependence ofu* on x* defines the image r(x*) of the function f(x). 
One has to eliminate x from (5.25a,b) to obtain r(x*). Equation (5.25a) 
can be solved for x: 

x = x* - fe(X*, f(x*), f(x*), f(x*), ... , f(x*)) + 0(f2). (5.26) 
1 2 P 

Substituting (5.26) into (5.25b), we obtain 

J*(x*) = f(x*) + f[17(X*, f(x*), f(x*), f(x*), ... ,f(x*)) 
1 2 P 

- afa(~*) ei(X*, f(x*), f(x*), f(x*), ... , f(x*))] + 0(f2). (5.27) 
xi 1 2 p 

Then if we replace x* by x in (5.27), the image of f(x) under transformation 
(5.24) is 

J*(x) = f(x) + f[17(X, f(x),f(x),f(x), ... ,f(x)) 
1 2 P 

af(x) 2 
- -a-ei(x,f(x), f(x),f(x), ... ,f(x))] + O(f ). (5.28) 

Xi 1 2 P 

We now observe that the same image of f(x) can also be obtained by a 
transformation leaving x invariant: 

x* = x, 
u* = u + f[17(X, u, u, u, ... , u) - Uiei(X, U, U, U, ..• , u)] + 0(f2). (5.29) 

12 p 12 P 

Thus two transformations (5.24) and (5.29) act on functions in the same 
way, resulting in: 

Theorem 5.2.3-1. Let u = f(x) be a p-times differentiable function. The 
two transformations 

x* = x + fe(X, u, u, u, ... , u) + 0(f2), 
1 2 P 

u* = U + H/(X, u, u, u, ... , u) + 0(f2), 
1 2 P 

(5.30) 

and 

x* = x, 
u* = u + f[77(X, u, u, u, ... , u) - Uiei(X, u, u, u, ... , u)] + 0(f2) (5.31) 

12 p 12 P 

are equivalent in the sense that both transform f(x) to the same function 
r(x) given by (5.28). In this sense two infinitesimal generators 

a a 
u=ei(X,U,U,u, ... ,u)-a . +77"Y(X,U,u,u, ... ,u)-a (5.32) 

1 2 P Xl 1 2 P u"Y 
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and 

, 1 0 
U = [7]1 (x, U, U, u, ... , u) - ui ei(X, u, u, u, ... , u)]~ 

1 2 P 1 2 P uu1 (5.33) 

are equivalent. 

Geometrically, transformation (5.31) maps a function in the "vertical" 
direction while transformation (5.30) includes "horizontal" movement as 
illustrated in Figure 5.2.3-1. 

u 

* (x,U ) 

(5.30) 

---------4---------------------------x 

Figure 5.2.3-1. Comparison of the actions of (5.30) and (5.31). 

An important implication of Theorem 5.2.3-1 is that one needs only to 
consider transformations of the form 

x* = x, u* = u + f7](X, u, U, u, ... , u) + O(f2), 
1 2 P 

or infinitesimal generators of the form 

7]1(X,U,u,u, ... ,u) flO 
1 2 P uu1 

(5.34) 

(5.35) 

which leave x invariant. Clearly (5.34) includes (5.31) as a special case. 
This justifies our restriction to infinitesimal generators of the form (5.35) 
in the discussion of Noether's theorem. The extension formulae for (5.34), 
(5.35) are particularly simple, namely (5.20), (5.21). 

It should be noted that going from (5.34) to (5.30), and hence from (5.35) 
to (5.32), is not unique. In fact one can show [see Exercise 2.3-16] that any 
decomposition 

7](x, u, u, u, ... , u) = iJ(x, u, u, u, ... , u) - uiti(X, u, u, u, ... , u) (5.36) 
12 p 12 P 12 P 
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of TJ of (5.34) into i, and ~ yields a transformation x· = x + (i, + 0((2), 
u· = U + (~ + 0((2) equivalent to transformation (5.34). In other words, 
there are an infinite number of infinitesimal generators equivalent to (5.35). 
Each such transformation has a different set of "horizontal" components as 
shown in Figure 5.2.3-2. This means that an infinitesimal generator of the 
form (5.32) is never unique. For this reason and for ease of computations, 
the transformation form (5.35) is usually assumed. However if one is only 
interested in point transformations where e and TJ depend only on x and u, 
then the form (5.34) is too general unless TJ is assumed to depend linearly 
on the first derivatives of u and assumed to be independent of u, u, .... 

2 3 

u 

x 

Figure 5.2.3-2. Action ofthe family of transformations equivalent to (5.34). 

In view of (5.36), a scaling operator U = x :x - 2u :u is equivalent to 

A 8 " - 2u 8 8 
U = (-2u - xUx )-8 and in turn U is equivalent to U = --8 - xUx -8 u Ux x u 

provided U x does not vanish. The total derivative operator Dk = 88 + 
Xk 

Uk :u is equivalent to the null operator iJ = 0 since TJ - Uiei = Uk - Uk = O. 

Geometrically Dk just moves points along any given curve U = I(x). 
In earlier chapters a symmetry of a differential equation was defined to 

be a transformation which maps any solution of the differential equation to 
another solution of the same equation. From this point of view it is easy to 
extend the concept of symmetries of differential equations to Lie-Backlund 
transformations. The formulation becomes particularly simple for transfor
mations that involve changes only in u since then the transformation itself 
represents the transformation of the solution: If the transformation 

x· = x, u· = u + (TJ(x, u, u, u, ... , u) + 0((2), 
1 2 P 

(5.37) 
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generates a symmetry of a system of partial differential equations 

F(1(x,u,u,u, ... ,u) = 0, U = 1,2, ... ,m, 
1 2 q 

(5.38) 

then u*(x), defined by (5.37) for any solution u(x) of (5.38), must also be 
a solution of (5.38). In terms of the infinitesimal TJ we have the following 
definition: 

Definition 5.2.3-1. The transformation (5.37) with infinitesimal generator 

U = TJ'"( aa defines a Lie-Backlund symmetry of (5.38) if and only if 
u'"( 

U(q)F(1(x,u,u,u, ... ,u) =0, u= 1,2, ... ,m, 
1 2 q 

(5.39) 

for any u(x) satisfying FP(x, u, u, u, ... , u) = 0, p = 1,2, ... , m. 
1 2 q 

The algorithm to determine the admitted Lie-Backlund symmetries of a 
given system of DE's is essentially the same as in the case of point symme
tries. A minor difference is that the equations U(q) F U = 0 involve deriva
tives of u to order p + q and this necessitates the use of differential conse
quences of FU = 0: 

(5.40) 

Equations (5.40) are conditions which must be satisfied by variables x, u, 
Ui, Uij, ... . A choice of independent variables from the relations (5.38), 
(5.40) splits the equations U(q) FU = O. This leads to a linear system of 
partial differential equations for 1/ which forms the system of determining 
equations for the Lie-Backlund symmetries of (5.38). 

As an example for finding Lie-Backlund symmetries consider Burgers' 
equation 

uxx - uUx - Ut = O. (5.41a) 

It is convenient to use the notations Ul for ux , U2 for Uxx , U3 for Uxxx , ... , 
and Ult for Uxt, U2t for Uxxt, .... Then (5.41a) becomes 

(5.41b) 

with differential consequences 

U4 - UU3 - 3Ul U2 - U2t = 0, etc. 

We choose as independent variables x, t, U, Ul, U2, U3, . ... Then all deriva
tives of U with respect to t can be expressed in terms of these variables. 
We find all Lie-Backlund symmetries admitted by (5.41b) of the form 

(5.42) 
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A symmetry of (5.41b) of the form (5.42) satisfies 

U(2)(U2 - UUl - Ut) = (Dx)27] - uDx7] - Ul7] - Dt 7] = 0 (5.43) 

where U satisfies (5.41b) and its differential consequences. After eliminating 
dependent variables Ut, Ult, U2t, U3t, (5.43) becomes 

[ 8 27] 82 7] 827] 8 27] 82 7] ] 
U4 8 2 U4 + 28 8 U3 + 28 8 U2 + 2-8 8 Ul + 2-8 8 U3 U2 U3 Ul U3 U U3 X U3 

(5.44) 

Equation (5.44) must hold for all values of x, t, U, Ul, U2, U3, U4. Since 7] is 
independent of U4 it follows that the coefficients of (U4)2, U4 must vanish 
separately in (5.44) so that 

82 7] 82 7] 827] 82 7] 82 7] 

8 2 = 0, 8 8 U3 + 8 8 U2 + -8 8 Ul + -8 8 = o. U3 U2 U3 Ul U3 U U3 X U3 

Consequently 
(5.45) 

where a and b are undetermined functions of their arguments. Substituting 
(5.45) into (5.44) and setting to zero the coefficients of (U3)2, U3, we find 

b= [-~a(t)u+~a'(t)x+P(t)]U2+d(x,t,u,ut), (5.46) 

where P and d are arbitrary functions of their arguments. Substituting 
(5.45), (5.46) into (5.44) and setting to zero the coefficients of (U2)2, U2, 
we get 

d = -~a(t)(ul)2 + [~a(t)u2 - (P(t) + ~a'(t)x) U 

+ ~a"(t)x2 + ~P'(t)x + 1'(t)] Ul + f(x, t, u), (5.47) 

where l' and f are arbitrary. Substituting (5.45)-(5.47) into (5.44) and 
setting to zero the coefficient of (Ul)2, Ul, we obtain 

f = --a'(t)u2 + -a"(t)x + -P'(t) U + -a"(t) 1 [1 1] 3 
4 4 2 4 
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1 III() 2 1 "() I - Sa t x -;;/ t x-r(t). (5.48) 

Finally substituting (5.45)-(5.48) into (5.44) and setting to zero the coef
ficients of u2, U, and uo, we are led to 

a(t) = P3t3 + P2t2 + Pit + Po, 

f3(t) = q2t2 + qlt + qo, 

r(t) = 3P3t2 + rlt + ro, 

where Po, Pl. P2, P3, qo, ql, q2, ro, rl are arbitrary constants. The infinitesi
mal generators corresponding to ro, qo, ql. q2, rl are: 

8 
U3 = [2t(U2 - UU1) + XUl + u] 8u' 

2 8 8 
U4 = [t (U2 - UU1) + t(XUl + u) - x] 8u' Us = [tUl - 1] 8u. (5.49) 

Replacing U2 by Ut + UUl in the coefficients of (5.49) and using the equiv
alency decomposition (5.36), we obtain the infinitesimal generators of the 
Lie group of point transformations admitted by Burgers' equation (5.41a): 

8 8 8 8 8 
Xl = 8x' X2 = 8t' X3 = x- +2t- - U-, 8x 8t 8u 

8 28 ()8 8 8 
X4 = xt 8x + t 8t + x - tu 8u' Xs = t 8x + 8u· 

The infinitesimal generators corresponding to Po, Pi! P2, and P3 correspond 
to higher order symmetries of Burgers' equation which are not equivalent 
to point symmetries since a(t) t 0: 

Us = [4U3 - 6UU2 - 6(Ut)2 + 3u2ul] :u' 

U 7 = [4tU3 + (2x - 6tu )U2 - 6t( Ul)2 + (3tu2 - 2xu )Ul - u2] :u ' 

Us = [4t2u3 + (4tx - 6t2u)U2 - 6t2(ut)2 + (3t2u2 - 4txu + X2)Ul 

8 
- 2tu2 + 2xu + 6] 8u ' 

U9 = [4t3u3 + (6t2x - 6t3u)U2 - 6t3(Ul)2 + (3t3u2 - 6t2xu 

8 
+ 3tx2 + 12t2)Ul - 3t2u2 + 6txu - 3x2 - 6t] 8u . 

In the spirit of earlier chapters one can find invariant solutions arising 
from a Lie-Backlund symmetry. A solution U = e(x) of (5.38) is invariant 
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under the action of Lie-Backlund symmetry (5.37) if and only if U = 0(z) 
also satisfies the invariant surface condition 

.,,(z, u, U, U, ••• , u) = O. 
1 2 P 

This leads us to the following: 

Definition 5.2.3-2. u = 0(x), with components u'Y = 0'Y(z), 
'Y = 1,2, ... , m, is an invariant solution of (5.38) corresponding to the 
Lie-Backlund symmetry (5.37) admitted by the system of PDE's (5.38) if 
and only if 

(i) u" = 0"(x) is an invariant surface of (5.37) for each /) = 1,2, ... , m; 

(ii) u = 0(z) solves (5.38). 

The situation simplifies if we seek invariant solutions arising from Lie
Backlund symmetries for a scalar evolution equation 

Ut + G(x, t, U, U1, ... , uq ) = 0 

. h . d d . bl ( au ai U . W1t two 1D epen ent var1a es Xl = X, x2 = t; -a = Ut, -a . = Uj, J = 
t xJ 

1,2, ... ,q). Here the invariant surface condition becomes 

which is a pth order ODE with respect to independent variable X; t appears 
as a parameter in this ODE. The solution of the ODE is an invariant form 

with arbitrary functions C1(t), C2(t), ... , cp(t) as integration constants. 
These integration constants are determined by substituting this invariant 
form into the evolution equation. 

5.2.4 CONTACT TRANSFORMATIONS; CONTACT 

SYMMETRIES 

A contact transformation is a transformation of the form (m = 1) 

x] = rpj(x, u, y), 

ut = tP(x, u, u), 
1 

u] = tPi (x, u, y), 

(5.50a) 

(5.50b) 

(5.50c) 
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j = 1,2, ... , n, which is one-to-one in some domain D in (x, u, u)-space and 
1 

preserves the contact condition du = u dx, i.e., 
1 

It is assumed that {tPi, tP} depends essentially on u. (Otherwise a contact 
1 

transformation is a point transformation.) 
Let 

and let matrix 

a a a 
Di = - + Ui - + Uij-

oXi au oUj 

[

D1tP1 
D2tP1 

A= . 

DntP1 

D1tP2 .. , D1tPn 1 
D2tP2 ... D2tPn 
· . · . · . 

DntP2 DntPn 

be such that A-1 exists. Then (5.50a-c) defines a contact transformation 
if 

(i) Ni(X, U, un satisfies 
1 

and 

[
tP1] [D1tP] tP2 -1 D2tP 
· =A . · . · . 

tPn DntP 

(ii) 00 (A-1DitP)=0,i,j,k=1,2, ... ,n. 
Ujk 

The following theorem results from (i) and (ii): 

Theorem 5.2.4-1. [Lie (1890), Mayer (1875)]. Equations (5.50a-c) define 
a contact transformation if and only if {tPi, tP, tPil satisfies 

otP _ tP. otPj = 0, 
au; J oUi 

(5.51a) 

(5.51b) 

i = 1,2, ... ,n. 

Proof. See Exercise 5.2-7. 0 

From Theorem 5.2.4-1 we see that either set of equations (5.51a) or 
(5.51b) can be used to determine Nil. Then the other set determines the 
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conditions that {<Pi, 'I/J} must satisfy so that (5.50a,b) leads to a contact 
transformation (5.50a-c). The kth extended contact transformation acting 
on (x, u, u, ... ,u)-space is found in the same manner as discussed in Section 

1 k 
2.3.3 for point transformations. 

An example of a contact transformation is the transformation given by 

xl = <PI = xl + U2, (5.52a) 

x~ = <P2 = X2 + U1, (5.52b) 

ut = 'I/J = u + U1 U2' (5.52c) 

Here 
A = [ 1 + U12 un] , 

U22 1 + U12 

A-1 [( )2 ]-1 [1+U12 = 1 + U12 - unu22 
-U22 

-un] 
1 + U12 . 

Then 
'l/J1 = U1, 'l/J2 = U2· 

Hence (5.52a--c) defines a contact transformation. 

Definition 5.2.4-1. A one-parameter (t") Lie group of contact transforma
tions is defined by 

xj = Xj + (ei(x, u, ¥) + 0((2), 

U" = U + (71(X, u, u) + 0((2), 
I 

uj = Uj + (71?)(X, u, ¥) + 0((2), 

j = 1,2, ... ,n, with infinitesimal generator 

a a (1) a 
ej(x, u, u)-a + 71(X, u, u)-a + 71j (x, u, u)-a ' 

1 Xj I U I Uj 

provided the contact condition is preserved. 

(5.53a) 

(5.53b) 

(5.53c) 

(5.54) 

From Section 2.3.4, the preservation of the contact condition leads to 

where 

(1) 
711 

(1) 
712 

(1) 
'T]n 

[
Dlel 
D26 

B= . 

Dnel 

[
DI71] lUll D271 U2 

· -B . · . · . 
Dn71 Un 

Dlen] D2en 
. , 

... D~en 
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l.e., 

Theorem 5.2.4-2. Equations (5.53a-c) define a one-parameter Lie group 
of contact transformations if and only if {ej, 71} satisfies 

~_ ae;u·-o a a J - , i= 1,2, ... ,n. 
Ui Ui 

(5.55) 

Proof. 

Equations (5.53a-c) define a one-parameter Lie group of contact transfor
(1) 

mations if and only if ~:jik = 0, i, j, Ie = 1,2, ... , n. This leads to (5.55). 
o 

Let the characteristic function W be defined by 

(5.56.) 

Then the following theorem holds: 

Theorem 5.2.4-3. Let (5.54) be the infinitesimal generator of a one
parameter Lie group of contact transformations. In terms of the charac
teristic function (5.56), the infinitesimals are given by 

j = 1,2, ... ,n. 

aw 
ej = au.' 

J 

aw 
71= Ui- - W, 

aUi 
71(1) __ aw _ U. aw 

J - ax; J au ' 

Proof. See Exercise 5.2-8. 0 

The following theorem relates Lie-Backlund transformations and contact 
transformation groups: 

Theorem 5.2.4-4. Any Lie-Backlund transformation with an infinitesi
mal generator of the form 

a 
W(x'U'U)-a 

1 U 

is equivalent to a contact transformation group with infinitesimal generator 

a a (1) a 
e;(x'U'U)-a +71(X,U,U)-a +71j (x'U'U)-a ' 1 Xj 1 U 1 Uj 

(5.57) 
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where 

j = 1,2, .. . ,n. 

oW 
{j=-, 

OUj 

oW 
1/= Ui~ - W, 

VUi 

(1) oW oW 
1/. = -- - U·_, 

1 OX. 1 OU 
1 

Proof. Let 1/, ej satisfy (5.58a,b). Then 
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(5.58a) 

(5.58b) 

(5.58c) 

01/ oW 02W oW 02W Oej 
-=-+Uj --=Uj =Uj-, i=1,2, ... ,n. 
OUi OUi OUiOUj OUi OUiOUj OUi 

Hence (5.55) is satisfied. Moreover 

oW oW 
1/ - ejUj = Ui ~Ui - W - Uj OUj = -Wj 

Hence (5.57), (5.58a-c) defines a contact transformation group equivalent 
o 

to W(x, U, U)jl. 
1 vU 

o 

Consequently any Lie-Backlund generator of the form 

o 
1/(x, U, U)jl 

1 vU 
(5.59) 

is (uniquely) equivalent to an infinitesimal generator of a contact transfor
mation group with 1/(x, u, u) playing the role of a characteristic function. 

1 
The proof of the following theorem is left to Exercise 5.2-9: 

Theorem 5.2.4-5. A generator of the form (5.59) is equivalent to an in
finitesimal generator of a Lie group of point transformations if and only 
if 

021/ o = 0, i,j = 1,2, ... ,n. 
~Ui Uj 

Definition 5.2.4-2. A proper Lie-Backlund symmetry of a differential 
equation is a Lie-Backlund symmetry which is not equivalent to a point 
symmetry or contact symmetry. 



272 5. Noether's Theorem and Lie-Backlund Symmetries 

5.2.5 FINDING VARIATIONAL SYMMETRIES 

Consider the problem of how to find the variational symmetries admitted 
by a given Lagrangian system. Some simple variational symmetries may 
be spotted by inspection. But at first sight it would appear to be a hope
less task to find variational symmetries from condition (5.22a). Fortunately 
condition (5.22a) forces a variational symmetry to be a Lie-Backlund sym
metry of the corresponding Euler-Lagrange equations and thus variational 
symmetries can be determined by the algorithm in Section 5.2.3: 

Theorem 5.2.5-1. If the Lie-Backlund transformation 

* x =x, 

u* = u + {'7(x, u, u, u, ... , u) + o({2), 
1 2 P 

(5.60a) 

(5.60b) 

is a variational symmetry for the Lagrangian L(x, u, u, u, ... , u), i.e. con-
12k 

dition (5.22a) is satisfied, then (5.60a,b) is a Lie-Backlund symmetry ad
mitted by the corresponding Euler-Lagrange equations E-y(L) = 0, 'Y = 
1,2, ... ,m. 

Proof. Here we prove the theorem for the class of extremal solutions of 
the Euler-Lagrange equations. Let 

() -y () -y () -y () 
Di = ~ + u i !l -y + uij!l -y + ... + Uiili2···il () -y + ... , 

ux, uU UUj uiti2 ... i l 

i = 1,2, ... ,n, and 

denote total derivative operators and the extended infinitesimal generator, 
respectively. Consider the operator efU defined by 

U2 {lUi 00 {lUi 
efU = 1+ {U + {2_ + ... + -- + ... = "'--

2 l! L.t l! ' 
i=O 

where I is the identity operator. Then 

Hence 

Let 

u* = u + {'7(x, u, u, u, ... , u) + O({2) = efUu; 
1 2 p 

U* = efUu . 1 2 . ., J = , , .... 
J J 

F( * * * * *) fUF( ) x , u ,u ,u , ... , u = e x, u, u, u, ... , u . 
12k 12k 

L* L( * * * *) = x,u,u ,u , ... ,u , 
12k 

L = L(x,u,u, u, ... , u). 
12k 
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Then 

J[u*] - J[u] = In (L* - L)dx = In (e fU - I)Ldx 

= 10 (,u + ,2~2 + ... + "~t + .. ) Ldx 

It is left to Exercise 5.2-11 to show that operators U and Di commute, i.e. 

[U, Di] = 0, i = 1,2, ... , n. (5.61) 

Since (5.60a,b) defines a variational symmetry it follows that for any u(x) 

UL = DiAi 

for some vector function A(x, u, u, u, . .. , u). From (5.61) it follows that 
1 2 r 

Thus 

where 
. . (2. (tut - 1 Ai 

CI = tAl + "2 UA' + ... + i! + .... 

Since L* and L differ by a divergence, from Theorem 5.2.1-4 we see that 
Land L* have the same set of Euler-Lagrange equations, and hence a 
variational symmetry for L transforms an extremum of J[u] into another 
extremum of J[u]. Consequently (5.60a,b) leaves the Euler-Lagrange equa
tions for L invariant for any extremal solution of the Euler-Lagrange equa
tions. [The theorem actually holds for all solutions of the Euler-Lagrange 
equations [cf. Olver (1986, p. 326)].] 0 

The converse of Theorem 5.2.5-1 is not true: Euler-Lagrange equations 
can admit Lie-Backlund symmetries which are not variational symmetries. 
An example when the converse is not true usually arises from a scaling 
symmetry admitted by the Euler-Lagrange equations which scales J[u] 
such that J[u*] = cJ[u], c 1= 1. From experience, except for some scaling 
symmetries, a Lie-Backlund symmetry admitted by the Euler-Lagrange 
equations is invariably a variational symmetry, i.e. it yields a vector A for 
some conserved flux Ai - Wi. 

In summary, if one finds all Lie-Backlund symmetries admitted by the 
Euler-Lagrange equations then in principle one can find all variational 
symmetries of the action integral J[u] by checking which of these Lie
Backlund symmetries satisfy condition (5.22a). 
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5.2.6 NOETHER'S FORMULATION 

As we have seen, to find conservation laws through a variational formulation 
it is unnecessary to consider symmetries which involve transformations of 
x. In particular the inclusion of such symmetry transformations yields no 
additional conservation laws. 

Noether's original formulation involved symmetries which included trans
formations of x. For point symmetries her formulation often has the advan
tage of enabling one to find variational symmetries by inspection. Noether 
considered transformations of the form 

x* = x + {{(x, u, u, u, ... , u) + O({2), 
1 2 P 

(5.62a) 

u* = u + H/(X, u, u, u, ... , u) + O({2). 
1 2 P 

(5.62b) 

She required a transformation of the form (5.62a,b) to leave the action 
integral J[u] invariant for an arbitrary domain 0: 

[ L(x,u(x),u(x),u(x), ... ,u(x))dx ln 12k 

= [ L(x*,u*(x*),u*(x*),u*(x*), ... ,u*(x*))dx* In- 12k 
(5.63) 

where u*(x*) is the image of u(x), obtained in the manner discussed in 
Section 5.2.3 through 

x* = x + {{(x, u(x), u(x), u(x), ... , u(x)) + O({2), 
1 2 P 

(5.64a) 

u* = u(x) + f77(X, u(x), u(x), u(x), ... , u(x)) + O({2), 
1 2 P 

(5.64b) 

and domain 0* is the image of n obtained from (5.64a). For simplicity 
(5.63) is written as 

[ L[x,u(x)]dx= [ L[x*,u*(x*)]dx*. 
ln In-

(5.65) 

Changing the variables from x* to x on the right-hand side of (5.65), one 
gets 

10 L[x, u(x)]dx = 10 L[x*, u*(x*)] (dx* Idx) dx 

where (dx*ldx) is the Jacobian for (5.64a): 

DIXi DIX; D,.~ 1 
(dx* Idx) = det IDiX; 1= D2Xi D2X; D2X~ 

. , 

Dnxi Dnx; ... Dnx~ 

(5.66) 

(5.67) 
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with Di being the total derivative operator with respect to Xi. In (5.66) both 
x* and u*(x*) are functions of x defined by (5.64a,b). Since the arbitrary 
domain of integration is the same on both sides of (5.66), it follows that 

L[x, u(x)] = L[x*, u*(x*)] (dx* /dx). (5.68) 

For a change of variables (5.64a), the Jacobian becomes (dx* /dx) = 1 + 
£Diei + 0(£2). Expanding (5.68) in £ and taking 0(£) terms, one gets 

(5.69) 

with 
TJph = DiTJ'Y - (Diej )u], 

TJ~t~'Y . = D· TJ~t:-l)1 - (D, c,·)u'!. . . 
1112"'1~ I~ '1'2""~-1 .~.. 1112"'I~-l" 

'- = 1,2, ... , k. Equation (5.69) is Noether's invariance condition for the 
action integral. One can show 

(5.70) 

where U(k) is the kth extended "vertical" infinitesimal generator of (5.33) 

equivalent to U(k). Since U(k) involves no transformation in x, we can use 
(5.22b) with fJ = TJ - Ujej replacing TJ: 

"(k) . 
U L = E'Y(L)(7]'Y - u]ej) + DiW'[U, 7] - Ujej]. (5.71) 

If E'Y(L) = 0, '"1 = 1,2, ... , m, then (5.69) with (5.70), (5.71) leads to the 
conservation law: 

(5.72) 

This is the original form of Noether's result and one can write down the 
conservation law once e and 7] are found which satisfy the invariance con
dition (5.69). Actually, as observed by Bessel-Hagen (1921), we see that for 
a conservation law to arise the right hand side of (5.69) need not vanish, 
but can be another divergence form, say DiBi. Then the following theorem 
holds: 

Theorem 5.2.6-1. Let U(k) be the kth extension of the generator U = 

ei!l° +7]1' !l0 of (5.62a,b). Suppose there exists avectorB(x,u,u,u, ... ,u) 
VXi vu'Y 1 2 q 

satisfying the identity 

(5.73) 
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for arbitrary u(x). Then for any solution u(x) of the Euler-Lagrange equa
tions E'Y(L) = 0, , = 1,2, ... , m, we have the conservation law 

(5.74) 

To apply this theorem one needs to find transformations satisfying (5.65) 
or, more generally, (5.73). Though sometimes one can find such transforma
tions by inspecting the action integral, in order to determine all transfor
mations satisfying (5.73) one must first find all transformations (5.62a,b) 
admitted by the Euler-Lagrange equations for p = 1,2, ... , and then check 
which infinitesimal generators satisfy criterion (5.73). 

We are now able to show that Theorems 5.2.2-1 and 5.2.6-1 are equiv
alent, i.e. any conservation law obtained by Theorem 5.2.2-1 (Boyer's for
mulation) is also obtained by Theorem 5.2.6-1 (Noether's formulation) and 
VIce-versa: 

Theorem 5.2.6-2. Let 

Then 

iP=TJ'Y-u]ej, ,=1,2, ... ,m. 

u - o'Y~ 
- TJ au'Y 

satisfies condition (5.22a) for some vector function A if and only if 

a a 
u=e·-+TJ'Y-

J aXj au'Y 

satisfies condition (5.73) for some vector function B. 

Proof. From (5.70) we have 

U(k) L = Di Ai 

if and only if B = A + e L satisfies 

U(k) L + LDiei = DiBi. 0 

As an example for comparing the two formulations for obtaining conser
vation laws consider the PDE (Xl = X, X2 = t) 

(5.75) 

which is the Euler-Lagrange equation for the Lagrangian 

1 4 1 2 
L = -12(ux ) + 2(ut ) . (5.76) 

Let 
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First we compute W[u,~] from -0(1): Using integration by parts, we get 

so that 

-0(1) L = -~(Ux?(Dx~) + Ut(Dt~) 

= [Dx ( _~(ux)3~) + (ux)2uxx~] + [Dt(Ut~) - Utt~] 
= E(L)~+ DxWl + DtW 2, 

Wl[U,~] = _~(Ux)3~, W2[U,~] = Ut~. 
PDE (5.75) admits the following five once-extended infinitesimal generators 
of point symmetries: 

X(1) - ~ 
1 - ax' 

X(l) - ~ 
2 - at' 

X(l) -t~ ~ 
3 - J:l + J:l , uU UUt 

(1) a a a a 
X4 = x- + 2t J:lt - Ux- - 2Ut-, 

ax U aux aUt 

(1) a a a a 
Xs = -ttl + u$l + ux~ + 2Ut~. 

ut uU uUx uUt 

Generators Xl and X2 correspond to invariance of (5.75) under trans
lations in x and t, respectively; X4 and Xs correspond to invariance of 
(5.75) under scalings x* = ax, t* = a2t, u* = u, and x* = x, t* = f3- lt, 
u* = f3u, respectively. Clearly the action integral In Ldxdt admits Xl and 
X2• If x* = ax, t* = a2f3- lt, u* = f3u, then 

[ L*dx*dt* = a- 1f33 [ Ldxdt = [ Ldxdt 
In- ln ln 

if and only if a = 133 . Hence by inspection we see that the action integral 
corresponding to (5.76) admits Xs + 3X4 but not X4 or Xs. Moreover it 
immediately follows that B = 0 in (5.73) for each of the generators Xl, X2 , 

and Xs + 3X4 . For X3 , (5.73) becomes (el = 6 = 0) 

X~l) L = Ut, 

so that Bl = 0, B2 = u. 
Using Noether's formulation, the resulting conservation laws Dx/1 + 

DtP = 0 are: 

(1) From Xl: ~ = 'TJ - Ujej = -Ux ; 
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(2) From X2: ~ = -Uti 

113 
/ = "3(U";) Ut, 

(3) From X3: fJ = ti 

l = 6L + W1[u,ij] - B1 = -~t(Ux?, 
/2 = 6L + W 2[u,fJ] - B2 = tUt - u. 

(4) From Xs + 3X4 : ij = U - 3xux - 5tUti 

1 3 4 3 )2 1 ( )3 5 ( 3 / = 4X (Ux) + 2 X (Ut -"3U Ux +"3t Ux) Ut, 

2 5 )4 5 ( )2 / = -12 t (ux - 2t Ut + UUt - 3xuxut. 

Now consider Boyer's formulation: For Xl and Xs + 3X4 the equivalent 
once-extended "vertical" infinitesimal generators are 

Then 

with 

and 

with 

8 
- [4ut + 3xuxt + 5tutt] -8 . 

Ut 

A (1) 2 4 3 5 3 
V L = "3(ux) + x(ux) Uxx + "3t(ux) Uxt 

- 4(Ut)2 - 3xutuxt - 5tututt = DxA1 + DtA2 

Using Boyer's formulation (Theorem 5.2.2-1) we obtain the same con
servation laws as we get from Noether's formulation, i.e. DxP + Dd2 = 0 
with 
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Note that for corresponding UI , V we have Al = -6L, A2 = -6L, as 
follows from the proof of Theorem 5.2.6-2 and the fact that BI = B2 = O. 

In summary the difficulty in applying each formulation is that for a given 
symmetry admitted by the Euler-Lagrange equations there is no explicit 
formula for vector B (Noether's formulation) or vector A (Boyer's formu
lation). From the proof of Theorem 5.2.6-2 we see that for conservation 
laws corresponding to translational invariances in Xi (energy, momentum), 
rotational invariance (angular momentum), and scaling invariance, we have 
B = 0 for Noether's formulation but A '# 0 for Boyer's formulation. Thus 
such simple conservation laws arise directly only through Noether's formu
lation. 

5.2.7 EXAMPLES OF HIGHER ORDER CONSERVATION 

LAWS 

The study of nonlinear time evolution equations has become a very active 
subject during the last two decades. One can trace the origin of much of 
the current research activities to the discovery of an infinite sequence of 
higher order conservation laws for the Korteweg-de Vries (KdV) equation 
by Miura, Gardner, and Kruskal (1968). The conservation laws were con
structed using the Miura transformation [Miura (1968)] which also led to 
the important discovery of the inverse scattering method for initial value 
problems of nonlinear evolution equations. The relationship between con
servation laws and symmetries of such nonlinear evolution equations as 
the KdV equation and the sine-Gordon equation was studied by Steudel 
(1975a,b) and Kumei (1975, 1977). A very extensive study of conserva
tion laws and symmetries is found in Olver (1986) which includes both 
Lagrangian and Hamiltonian formulations. We illustrate here the use of 
Noether's theorem to obtain higher order conservation laws for the KdV 
equation 

Vxxx + VVx + Vt = O. (5.77a) 

For convenience we use the notations VI for Vx , V2 for Vxx , Vlt for Vxt, V2t 

for Vxxt, etc., so that (5.77a) becomes 

V3 + VVI + Vt = O. (5.77b) 

The KdV equation (5.77b) has no Lagrangian L. However if we make the 
substitution V = UI in (5.77b) then the transformed KdV equation 

(5.78) 

is the Euler-Lagrange equation for 

(5.79) 
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The KdV equation (5.77b) admits an infinite sequence of Lie-Backlund 
symmetries [Kumei (1977)]. The first few infinitesimal generators are: 

(5.80) 

Since u = J vdx, the corresponding infinitesimal generators for the trans
formed KdV equation (5.78) are obtained by integrating with respect to x 
the coefficients of the infinitesimal generators (5.80) and then replacing v 
by Ul: 

(5.81) 

The first four infinitesimal generators of (5.81) correspond to invariance of 
(5.78) under Galilean transformations, scalings, and space and time trans
lations. We use Boyer's formulation of Noether's theorem to obtain corre
sponding conservation laws. First of all for (5.79): 

2 1 
W [u,1]] = -2'u11]. 

The conservation law corresponding to U1 was obtained in Section 5.2.2. 
One can easily show that U2 is not a variational symmetry. The other 
conservation laws Dx /1 + Dd2 = 0 where p = WI - A I , P = W 2 - A 2 , 

are obtained as follows: 

(1) From U3 : U3 L = DxL. lIenee Al = L, A2 = 0; 

(2) From U4 : U4L = DtL. Hence Al = 0, A2 = L; 

I 1212212 1 3 
/ = u2ult - U3Ut - 2'(u1) Ut - 2'(Ut) , / = -2'(U2) + 6"(ud . 

(3) From U5 : 
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(5.82) 

Grouping together terms involving the same powers in U and the same 
number of differentiations of U in (5.82), and integrating by parts, we find 
that UsL = DxAl + D t A2 where 

1 1[ 3 2 5 3 5 2 2 
A = S 3U2US - 3U3US + 2(U4) - 2(Ul) U3 + 2(ud (U2) 

- ~(Ul)2uS + 8UlU2U4 - 4Ul(U3)2 + 7(U2)2u3] 

- ~ [(Ut)2U2t + UlUtU3 + ~Ut(U2)2] 
3 

- 10 [UtUS - UltU4 + U3U2t - U2U3t + UlU4t] 

- 112(ut}3Ut - 210(Ul)S, 

2 1 2 1 4 
A = 4" Ul(U2) - 24 (ut) . 

[Note that the form of A is never unique since div A = div(A + curl E) for 
any vector function E.] Correspondingly 

1 3 1)2 1 ( )2 ( )2 1 ( )2 1 ( )3 f = -SUlU2U4 + 10(U2 U3 - 4" Ul U2 - SUl U3 - (3 Ul U3 

1 ( ) S 3 ( )2 1)2 3 [ - 30 Ul - 10 U4 + 2(Ul U2t + 10 -UltU4 + U3U2t 

- U2U3t + Ul U4t], 

p = - [130 Ul Us + ~(ut}2U3 + ~Ul(U2)2 + ;4 (ut}4] . 

The substitution v = Ul yields the corresponding conservation laws for the 
KdV equation (5.77b). 

Exercises 5.2 

1. Find Lagrangians for the following PDE's: 

(a) Uxt + UxUxx - Uyy = 0; 

(b) the system Uxx + iUt + kvu2 = 0, vxx - iVt + kuv2 = 0 (nonlinear 
Schroedinger equations); 

(c) uxx-Utt+(u2)xx+uxxxx = 0 (Boussinesq equation). [Let U = Vx . 

Integrate and write the equation as a fourth order PDE for v.] 
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2. Prove Theorem 5.2.1-2. 

3. Use integration by parts to determine W[U,71] of (5.22b) for the La
grangians of Exercise 5.2-1. 

4. (a) Find a Lagrangian which has the Euler-Lagrange equation 

d2u 
dt2 + u + ku3 = o. 

(b) Obtain the conservation law associated with translational in
variance in t by Noether's formulation (Theorem 5.2.6-1) and 
Boyer's formulation (Theorem 5.2.2-1). 

5. Show that the indicated generator U generates a variational symme
try for the given Lagrangian L and obtain the corresponding conser
vation law: 

(a) L = ~U~Ut - COsu, U = [u~~~ + ~(u~)3] ;u; 

(b) L = 2u~v~ + i(uvt - Ut v) - u2V2, 

6. The Kadomtsev-Petviashvili equation U~t + Uyy + (u2)~~ + U~~~~ = 
o admits an infinite-parameter Lie group of point transformations 
which involves three arbitrary functions [Tajiri, Nishitani, and Kawa
moto (1982), Schwarz (1982)]. In particular it admits the infinitesimal 
generator 

a a 1 a x = Q'(t)y- - 2Q(t)- + _Q"(t)y-ax ay 2 au 
where Q(t) is an arbitrary function of t. Construct the correspond
ing conservation law for symmetry X. [Let U = V~ and find the in
finitesimal generator corresponding to X for the PDE with dependent 
variable v.] 

7. Prove Theorem 5.2.4-1. 

8. Prove Theorem 5.2.4-3. 

9. Prove Theorem 5.2.4-5. 

10. Find all infinitesimal generators of contact symmetries admitted by 
the Liouville equation U~t = eU and construct the associated conser
vation laws. 

11. Verify the commutation relations (5.61). 
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12. The Boussinesq equation of Exercise 5.2-1 can be written as a system 

(a) Find a Lagrangian for this system. 

(b) By inspection find three infinitesimal generators of point sym
metries admitted by the system. Construct corresponding con
servation laws. 

( c) Show that 

[ ( 1) 1 ( 2 3 ( )2 2 3 1] {) + U xxxx + 3u + 2 U xx + 2 vx ) + 2 U x + aU - 2u {)v 

generates a variational symmetry and construct the associated 
conservation law. 

5.3 Recursion Operators for Lie-Backlund 
Symmetries 

In Section 5.2 we saw that the algorithm for finding Lie-Backlund sym
metries admitted by differential equations is essentially the same as that 
for finding point symmetries. A difficulty in applying this algorithm is to 
determine a priori which derivatives could appear in the infinitesimal 7]: 

7] = 7](x, u, U, u), 7] = 7](x, u, u, u, u), ... ? 
1 2 1 2 3 

More importantly, when a differential equation admits a Lie-Backlund sym
metry, it usually admits an infinite sequence of such symmetries where suc
cessive elements of the sequence depend on higher derivatives of u. Olver 
(1977) introduced the concept of recursion operators to generate such in
finite sequences of Lie-Backlund symmetries. We first examine the case of 
linear differential equations where recursion operators and corresponding 
infinite sequences of Lie-Backlund symmetries arise naturally for any ad
mitted nontrivial point symmetry. We then consider the case of nonlinear 
differential equations. 

5.3.1 RECURSION OPERATORS FOR LINEAR 

DIFFERENTIAL EQUATIONS 

In quantum mechanics a constant of the motion is associated with an in
finitesimal generator admitted by Schroedinger's equation. In the standard 
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formulation used in quantum mechanics the differential operator describ
ing such an infinitesimal generator does not involve :U. We show that 
such an infinitesimal generator is equivalent to a Lie-Backlund symmetry 

U = TJ(x, u, u, ... ,u) $)' In addition we show that for any linear differential 
1 k uU 

equation an admitted Lie-Backlund symmetry directly leads to a recursion 
operator generating an infinite sequence of Lie-Backlund symmetries ad
mitted by the equation. 

Consider a system of linear differential equations 

Lu= 0 (5.83) 

where L is a linear differential operator. We assume that (5.83) admits a 
nontrivial Lie-Backlund symmetry 

() 
U = TJ'Y(x, u,u, ... , u)~. 

1 k uu'Y 
(5.84) 

[Trivial Lie-Backlund symmetries admitted by linear differential equations 
() () 

correspond to U = u'Y ~ and U = r(x)~ where u = I(x) solves (5.83).] 
uu'Y uu'Y 

Since (5.83) is linear it follows that (5.83) admits (5.84) if and only if TJ 
satisfies the determining equations 

LTJ = 0 when Lu = O. (5.85) 

For linear equations, in most cases (but not always) TJ is linear in u, i.e. 

TJ = Ru (5.86) 

for some linear differential operator R. [This must be the case for point 
symmetries admitted by a linear scalar PDE of second or higher order and 
by a linear scalar ODE of third or higher order [cf. BIuman (1989)].] For 
scalar u, (5.86) takes the form 

(5.87a) 

with 

R = r(x) + ri(x)Di + rij(x)DiDj + ... + rili~ ... ik (X)Di1 Di2 ... Dik' (5.87b) 

for some functions r(x), ri(x), rij(x), ... , rili~ ... ik(x). For a system of dif-
ferential equations, (5.86) takes the form 

TJa = ra13 (x)u13 + rf13(x)uf + rf!(x)ut + ... 

where matrix differential operator R has matrix elements 

Ra13 = ra13 (x) + r~13(x)Di + r~(x)DiDj + ... 

(5.88a) 



5.3. Recursion Operators for Lie-Backlund Symmetries 285 

(5.88b) 

for some functions ra.B(x), rf.B(x), r~.B(x), ... , r~~2 ... ik(x). Note that the 
operator R has no dependence on u or derivatives of u. When 'TJ = Ru the 
determining equations (5.85) become 

LRu = 0 when Lu = 0, (5.89) 

i.e. if u solves Lu = 0 then v = Ru solves Lv = O. It immediately follows 
that if (5.83) admits (5.86) then it also admits 

"I = R3 u, S = 1,2, .... (5.90) 

More generally we have proved the following theorem: 

Theorem 5.3.1-1. If both "I = ij(x, u, u, ... , u) and "I = Ru, where R is 
1 p 

given by (5.87b) or (5.88b), solve the determining equations (5.85), then 
so do 

"I = R3 ij, S = 1,2, .... (5.91 ) 

Hence (5.83) admits (5.91). 

We call R given by (5.87b) or (5.88b) a recursion opemtor for (5.83) 
corresponding to an admitted nontrivial Lie-Backlund symmetry of the 
form (5.86). 

In both quantum mechanics and the study of group properties of special 
functions, symmetries of differential equations are considered exclusively in 
terms of their recursion operators R. 

Since an operator U = TJ'Y aa commutes with any total derivative op-
u'Y 

erator D;, one can prove the following theorem concerning commutation 
relations: 

Theorem 5.3.1-2. Let "Ii = RiU, Ui = "17 aa where Ri is a linear difJeren
u'Y 

tial opemtor of the form (5.87b) or (5.88b), i = 1,2, ... ,i. If [Ui, Uj] = Uk, 
then [R;, Rj] = -Rk. 

Proof. See Exercise 5.3-1. 0 

As an example consider the Schroedinger equation for a harmonic ocil
lator (Xl = X, x2 = t): 

Lu = (H - iDt)u = (-~D; + ~X2 - iDt) U = O. (5.92) 

Equation (5.92) admits recursion operators Rl = eit(x + Dx) and R2 = 
e-it(x - Dx) and the trivial operator R3 = 1, with [Rb R2] = 2R3. The 
corresponding Lie-Backlund infinitesimal generators [cf. (5.86)] 

it a -it a a 
U 1 = e (xu + ux ) au' U 2 = e (xu - u",) au ' U 3 = U au ' (5.93) 
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satisfy the commutation relation [U l , U2] = -2U3. From Theorem 5.2.3-1 
we see that the infinitesimal generators (5.93) are equivalent to the follow
ing infinitesimal generators of point symmetries: 

Xl = eit ( - :X + xu :u)' X2 = e-it (:X + xu :u)' X3 = u :u . 

From Theorem 5.3.1-1 we see that (5.91) trivially admits 

a 
[P(R l , R2)U] au 

for any polynomial function P( a, b) in a and b. 
As a second example consider the Schroedinger equation for the hydrogen 

atom: 

where 
a = D~ + D~ + D~, 

r = )(X1)2 + (X2)2 + (X3)2, 

E = const. 

(5.94) 

It is well-known [Schiff (1968)] that (5.94) admits three infinitesimal gen
erators corresponding to the Runge-Lenz vector 

.. 1 -.. r 
R=2(pxL-Lxp)-; 

where p and i are respectively linear momentum and angular momentum 
operators. The xl-component of R is the recursion operator 

( 2 2 Xl) R1 = - X1 Da - xaDaD1 - X2D1D2 + X1D2 - D1 + -;: . 

The Lie-Backlund symmetry corresponding to R1 has infinitesimal gener
ator 

a ( Xl ) a U1 = (R1U) au = - X1 U33 - XaU13 - X2U12 + X1 U22 - U1 + -;u au' 
(5.95) 

Clearly (5.95) is a proper Lie-Backlund symmetry of (5.94) since it is not 
equivalent to any point symmetry or contact symmetry. 

5.3.2 RECURSION OPERATORS FOR NONLINEAR 

DIFFERENTIAL EQUATIONS 

Olver (1977) showed that if a nonlinear scalar PDE 

F(x, u, u, u, ... , u) = 0 
1 2 q 

(5.96) 
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of order q ~ 2 admits a proper Lie-Backlund symmetry, then it often 
admits an infinite sequence of proper Lie-Backlund symmetries which can 
be generated in terms of a recursion operator. In particular if (5.96) admits 
a proper Lie-Backlund symmetry 

a 
V1 = 771 au ' 

then it often admits proper Lie-Backlund symmetries 

where 

a 
Vi = 77i au' 

77i+l = R77i, i = 1,2, ... , 

(5.97) 

(5.98) 

(5.99) 

in terms of some recursion operator R. We demonstrate that such an op
erator is realized as a recursion operator for a linear PDE associated with 
PDE (5.96) [Kumei (1981), Kapcov (1982)]. 

PDE (5.96) admits a Lie-Backlund symmetry 

a 
V = 77(X,U,U, ... ,u)-a 

1 k u 

if and only if 77 satisfies the determining equation 

V(q) F = L[U]77 = 0 

(5.100) 

(5.101) 

for any u satisfying PDE (5.96), where, for a fixed u, L[u] is the linear 
operator 

(5.102) 

The linearized equation corresponding to (5.96) is by definition 

L[u]v = O. (5.103) 

Equation (5.103) is a necessary condition for u + £v to solve (5.96) when u 
solves (5.96). For any fixed solution u of (5.96), equation (5.103) is a linear 
PDE for v. An infinitesimal 77(X, u, u, . .. ,u) of a Lie-Backlund symmetry 

1 k 

admitted by (5.96) is obviously a special solution 

v = 77(X, u, u, ... , u) 
1 k 

of (5.103). 
Suppose the linear equation (5.103) admits a nontrivial symmetry with 

infinitesimal generator 
a 

(R[u]v) av (5.104) 
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where for any fixed u solving (5.96), R[u] is of the form (5.87b), i.e. 

R[u] = r(x, u, u, ... , u) + ri(x, u, U, ••. , u)Di + ... 
1 l 1 l 

(5.105) 

for some functions r, ri,"" riti2 ... i m of (x, u, y, ... , ~). From the above and 

Theorem 5.3.1-1 we have proved: 

Theorem 5.3.2-1. If PDE (5.96) admits (5.100) and its linearized PDE 
(5.103) admits (5.104), then 

v = (R[u])'7], s = 1,2, ... , 

solve PDE (5.103), and hence (5.96) admits the infinite sequence of Lie
Backlund symmetries 

u, = ((R[u]),7]) ;u' s = 1,2, .... 

A recursion operator R[u] satisfies the determining equation 

L[u]R[u]v = 0 

for any (u,v) satisfying (5.96) and (5.103). 

(5.106) 

(5.107) 

In applying Theorem 5.3.2-1 to a particular PDE (5.96) it is important 
to note that a priori we need not know which derivatives of u enter in the 
coefficients of R[u]. However m must be chosen. R[u] is found by applying 
Lie's algorithm. The situation is illustrated by the following example: 

Consider the integrated Burgers' equation (Xl = X, X2 = t; u'" = Ull 

U"'''' = U2, v", = Vl, v",,,, = V2, V",f = Vu, etc.): 

(5.108) 

The corresponding linearized PDE is 

L[u]v = 0 (5.109a) 

where 
(5.109b) 

Assume that (5.109a,b) admits a generator of the form (5.104) with 

R[u] = a + bD", + cD;, (5.110) 

where the coefficients a, b, c can depend on x, t, U, Ub U2, .... Then the 
determining equation is 
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(5.111) 

Equation (5.111) must hold for any solution (u, v) satisfying (5.108), 
(5.109a,b). Choosing V3, v2, Vi, and v as independent variables in (5.111), 
we find that (5.111) reduces to the following equations for determining a, 
b, and c: 

Dxc = 0; 

2Dxb + 2U2C - Dtc = 0; 

2Dxa + D;b - uiDxb + U2b - Dtb + U3C = 0; 

D;a - uiDxa - Dta = O. 

(5.112a) 

(5.112b) 

(5.112c) 

(5.112d) 

Equations (5.112a-d) must hold for any solution U of (5.108). In solving 
(5.112a-d) we use PDE (5.108) and its differential consequences to elimi
nate derivatives of U with respect to t. From (5.112a) it follows that 

c = c(t). 

Then (5.112b) leads to 

b = -C(t)Ui + ~xc'(t) + o(t). 

Substituting (5.113), (5.114) into (5.112c), we obtain 

1 1 2 [1, 1] a = -2C(t)U2 + 4c(t)(ut) - 4c (t)x + 2o(t) Ui 

1 1 
+ S"x 2c"(t) + 2xo'(t) + (J(t). 

Then (5.112d) leads to 

c"'(t) = 0, o"(t) = 0, (J' (t) = !c"(t). 
4 

(5.113) 

(5.114) 

(5.115) 

(5.116) 

Integration of (5.116) yields six integration constants. Hence (5.109a,b) 
admits six generators of the form (5.104) with R[u] = Ri[U], i = 1,2, ... ,6: 

1 
Ri[u] = 1, R2[U] = 2Ui - Dx, 

1 
R3[U] = 2(tui - x) - tDx, 

1 2 2 R4[U] = 4[(Ui) - 2U2]- uiDx + Dx, 

R5[U] = ~[t(Ui)2 - XUi - 2tU2]- (tUi - ~x) Dx + tD;, 
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In (5.117) only R2[U] and R3[U] are independent generators leading to re
cursion operators since R.t = (R2)2, Rs = R2R3, R6 = (R3)2. Consequently 
in (5.110) we could have set c = 0, i.e. the recursion operators admitted by 
(5.109a,b) of the form (5.110) are embedded in recursion operators of the 
form R[u] = a + bDx . 

If PDE (5.108) admits a Lie-Backlund symmetry of the form (5.100) 
then (5.108) admits 

for any polynomial function P(y,z) in y and z. Clearly (5.108) admits 

8 8 
"1- = Ul-

8u 8u 

corresponding to invariance under translations in x. Then (5.108) admits 
Lie-Backlund symmetries with infinitesimals given by 

R2[U]Ul = -U2 + ~(Ul)2 = -Ut, 

R3[U]Ul = -tu2 + ~[t(Ul)2 - XUl] = - (tUt + ~XUl) , 
corresponding to invariance of (5.108) under translations in t and scalings 
in x and t, respectively, and 

corresponding to a proper Lie-Backlund symmetry of (5.108). 

5.3.3 INTEGRO-DIFFERENTIAL RECURSION OPERATORS 

Equation (5.108) is an integrated form of Burgers' equation 

if U solves PDE (5.108) then 

solves Burgers' equation (5.118). Consequently if 

8 
"1-

8u 

(5.118) 

(5.119) 

(5.120) 
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is a Lie-Backlund symmetry of (5.108) then 

ij :u = (Dx1]) :u (5.121) 

is a Lie-Backlund symmetry of (5.118). From (5.119) and (5.121) we have 

D- 1 -u= x u, 

D- 1 -1] = x 1], 

(5.122a) 

(5.122b) 

where the integral operator D;1 is the inverse operator to Dx satisfying 

for any differentiable function /(x) with compact support. 
A symmetry 

u· = u + fR[u]1] + O(f2) 

admitted by (5.108) clearly corresponds to a symmetry 

u· = u + fDxR[D;1u]D;1ij + O({2) 

(5.123) 

(5.124) 

(5.125) 

of (5.118). Hence if R[u] is a recursion operator generating Lie-Backlund 
symmetries ofthe integrated Burgers' equation (5.108) then 

(5.126) 

is a recursion operator generating Lie-Backlund symmetries of Burgers' 
equation (5.118). Corresponding to R2[U] and R3[U] of (5.117) we find 

R- [-] D L L D- 1 
2 U = - x + '2 u + '2U1 x , 

(5.127) 

The recursion operators (5.127) for Burgers' equation are not of the form 
(5.105) since they are integro-differential operators. 

This leads us to consider integro-diiferential recursion opemtors of the 
form 

m n 

R[u] = I:rj~ + I:r_jD;j (5.128) 
;=0 j=1 

for scalar PDE's with independent variables x, t of evolution type 

where Uk = ~;:, k = 1,2, ... , q, and D;j denotes the j-fold product of 
D;1, j = 1,2, .... The coefficients {rj,r_j} can depend on x, t, U, U1, 
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U2, .... Integro-differential recursion operators (5.128) are found by using 
Lie's algorithm as in the case for finding recursion operators of the form 
(5.105). Again the dependence of each coefficient of {rj, r _j} on x, t, u, and 
derivatives of u is found in the course of solving the determining equations 

L[u]R[u]v = 0 (5.130) 

where 

L[u] = Dt + 8a + 8a Dx + 8a D; + ... + 8a D! 
8u 8U1 8U2 8uq 

(5.131) 

is the linear operator arising from the linearization of (5.129). Equation 
(5.130) must hold for any solution (u(x), v(x)) of (5.129) and its linearized 
equation 

L[u]v = o. 
As an example we find an integro-differential recursion operator for the 

Korteweg-de Vries (KdV) equation 

Ut + UU1 + U3 = 0 (5.132) 

of the form 
R[u] = rD;l + a + bDx + cD;. (5.133) 

Here the linear operator is 

L[u] = D! + uDx + U1 + Dt. (5.134) 

Using L[u]v = 0 and choosing V4, V3, V2, V1, v, and V_l = D;lv as in
dependent variables, we find that the determining equation L[u]R[u]v = 0 
reduces to the following equations for finding a, 6, c, and r: 

Dxc = OJ 

Dxb+ D;c = OJ 

3Dxa + 3D;b + D!c + uDxc - 2U1C + Dtc = OJ 

3Dxr + 3D;a + D!b - U16 + Dtb - 3U2C = OJ 

3D;r + D!a + uDxa + Dta - U2b - U3C = OJ 

D!r + uDxr + U1r + Dtr = O. 

From (5.135a,b) it follows that 

c = c(t), b = 6(t). 

Then (5.135c,d) successively lead to 

2 1 
a = ac(t)u - ac'(t)x + o:(t), 

(5.135a) 

(5.135b) 

(5.135c) 

(5.135d) 

(5.135e) 

(5.135f) 
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1 1 I 1 
r = 3b(t)u - 3b (t)x + 3C(t)U1 + pet), 

with arbitrary aCt), pet). Equations (5.135e,f) yield bet) = pet) = 0, c(t) = 
const, aCt) = const. Finally we obtain the well-known integra-differential 
recursion operator 

[ ] 2 2 1 -1 
R U = Dz + 3U + 3U1Dz (5.136) 

for the KdV equation (5.132). 
If we start with the point symmetry 

{) {) {) 
7]- = -Ut- = (UU1 + U3)-, 

{)u {)u {)u 

corresponding to invariance of the KdV equation (5.132) under transla
tions in t, we obtain the infinite sequence (5.106) of proper Lie-Backlund 
symmetries admitted by (5.132). Note that the invariance of (5.132) under 
translations in t is related to its invariance under translations in x by 

UU1 + U3 = R[u]u1. 

On the other hand if we start with the point symmetry 

corresponding to scaling invariance of the KdV equation (5.132), then 

R[u]7] = -XUt + 4U2 + t(3u2t + 2uut - U1U2 - ~u2U1) 

4 2 1 -1 + 3u + 3U1Dz u, 

and consequently the infinitesimal of the resulting infinitesimal generator 
depends on the integral of u. This is an example of a nonlocal symmetry 
generated through a recursion operator [cf. Kapcov (1982)]. Other types of 
nonlocal symmetries are considered in Chapter 7. 

For the KdV equation we chose n = -1, m = 2 in (5.128). However in 
general a priori we need not specify n (n could be 00) for a fixed choice 
of m in order to carry out Lie's algorithm. Then we successively solve a 
sequence of equations which result from the determining equation 

L[u]R[u]v = 0 

to determine rm , rm -1, .... It turns out that n = 00 for the integra
differential recursion operator for both the sine-Gordon equation [Exercise 
5.3-8] and the modified KdV equation Ut + U2U1 + U3 = 0 [Exercise 5.3-9]. 
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5.3.4 LIE-BACKLUND CLASSIFICATION PROBLEM 

Consider again the nonlinear heat conduction equation (Ul = ux , U2 = 
Uxx ,' .. ) 

a 
Ut - ox (J«u)ud = o. (5.137) 

We find all conductivities J«u) for which PDE (5.137) admits proper Lie
Backlund symmetries [BIuman and Kumei (1980)]. We previously classified 
(5.137) with respect to point symmetries in Section 4.2.4 and with respect 
to point symmetries of an associated system in Section 4.3.4. 

Suppose (5.137) admits a Lie-Backlund symmetry 

a 
u = 1J(x, t, U, Ul,"" up) au 

for some p;::: 2. For convenience let 

PDE (5.137) admits (5.138) if and only if 

U(2) (Ut - :x (J«U)Ul)) = Dt1J - J<1I(ud21J 

- 2J<'u1 Dx 1J - J<'U21J - J<D;1J = 0 

for any solution U of (5.137) where 

(5.138) 

(5.139) 

After eliminating Ut and Uit in (5.139) by using (5.137), the determining 
equation (5.139) becomes a polynomial in Up+l. The coefficients of each 
term in this polynomial must vanish. It turns out that 1J is independent of 
x and t. The vanishing of the coefficients of (up+d2 and Up+! , respectively, 
leads to equations 

p-l 

1Jpp = 0, pJ<'1Jp Ul = 2J< L 1JipUi+l. 
i=O 

(5.140) 
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Solving (5.140), we find that 

(5.141) 

where e is an arbitrary function of its arguments, and 0: = const. For some 
p 2: 3, 0: t o. 

The substitution of (5.141) into (5.139) leads to a polynomial in up. The 
vanishing of its coefficients of (up)2 and up, respectively, yields equations 

p-2 2 
""' a e ( ) I ae 0: ( ) I p/2 2J{ L....J Ui+1 + 1 - p J{ Ul-- - -p P + 3 J{ J{ U2 
. aUiaUp_l aUp_l 2 ,=0 

+ ~[P2(J{/)2J{P/2-1 - 2p(p+ 2)J{IIJ{P/2](Ul)2 = O. 
4 

From (5.142) we easily deduce that 1] is of the form 

1] = 0: [J{P/2 up + ~p(p + 3)J{1 J{p/2-1 u1 Up-l] + f(U)Up-l 

(5.142) 

(5.143) 

where f and 9 are arbitrary functions of their respective arguments and, 
more importantly, the substitution of (5.143) into (5.142) yields a nontrivial 
solution for 1] only if the conductivity J{ (u) satisfies the equation 

(5.144) 

The solution of (5.144) is 

c 
J{(u) = (u + d)2 (5.145) 

for arbitrary constants c and d. Without loss of generality we set c = 1, 
d = 0, and consider the PDE 

a -2 
Ut - ax (U Ul) = O. (5.146) 

Equation (5.146) is the only PDE of the form (5.137) which could admit 
proper Lie-Backlund symmetries. 

It is left to Exercise 5.3-7 to show that PDE (5.146) has recursion oper
ator 
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If we start with the point symmetry 

a a -2 a 
T} au = Ut au = Dx(u ut) au' 

corresponding to invariance of (5.146) under translations in t, we obtain the 
following infinite sequence of proper Lie-Backlund symmetries admitted by 
(5.146): 

a 
U3 = [(D;(u- 1Dxy-l)u-2 U1]au' s = 1,2, .... 

The linearization of (5.146) is discussed in Chapters 6 and 7. 

Exercises 5.3 

1. Prove Theorem 5.3.1-2. 

2. Consider the linear PDE 

a2u au ( a2 ) 
x2 ax2 + x ax + x2 - at2 u = o. (5.148) 

With u = e"ty(x, v), PDE (5.148) becomes Bessel's equation of order 
v for y(x, v): 

d2y 1 dy ( v2) 
dx2 + ;; dx + 1 - x2 Y = o. 

(a) Determine recursion operators of the form R = a(x, t) + 
b(x, t)Dx+c(x, t)Dt which are admitted by (5.148), and compute 
their commutation relations. 

(b) Find appropriate linear combinations v ± 1, say R+ and R_, of 
the recursion operators which can raise or lower the order v by 
one: 

R±ellty(x, v) = e(lI±l)ty(x, v ± 1) 

[Miller (1968)]. 

( c) Obtain the infinitesimal generators T} :u corresponding to the 

recursion operators of (a). Find the equivalent infinitesimal gen
erators of point symmetries. 

3. Consider Legendre's equation 

[ d2 d ] 
(1 - x2) dx 2 - 2x dx + n(n + 1) y(x, n) = O. (5.149) 

The previous problem suggests that in order to obtain recursion op
erators which shift integer n, we rewrite (5.149) in the form 

[(1- x2) ::2 -2x :x + ! (:t + 1) ] u = 0, (5.150) 

by replacing n by tt and y(x, n) by u = enty(x, n). 
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(a) Find recursion operators of the form R = a(x,t) + b(x,t)D", + 
c(x, t)Dt which are admitted by PDE (5.150). 

(b) The recursion operators R± with factors e±t will respectively 
raise and lower integer n, i.e. R±enty(x, n) = e(n±l)ty(x, n ± 1). 
Determine n and the ground state function y(x, n) = P(x) such 
that R_ent P(x) = o. [If n = 0, P(x) = const, the zeroth degree 
Legendre polynomial.] 

(c) Show that (R+)n P( x) generates the nth degree Legendre poly
nomiaL 

4. Consider Burgers' equation (5.118). 

(a) Apply Lie's algorithm discussed in Section 5.3.3 to obtain its 
recursion operators (5.127). Assume the form R[u] = rD;l + 
a+bD",. 

(b) Use (5.127) and r; = Ul to generate its first few proper Lie
Backlund symmetries. 

5. Consider the system of PDE's 

(5.151a) 

(5.151b) 

Let v = u where a bar denotes the complex conjugate. Then (5.151a) 
becomes the cubic Schroedinger equation U2 + u2u + iUt = O. Show 
that the matrix operator 

R[ ] = [iDx + iuD;lv iuD;lu ] 
U,V -ivD;lV -i(D", + VD;lU) 

is a recursion operator for the system of PDE's (5.151a,b) [Ablowitz, 
Kaup, Newell, and Segur (1974)]. 

6. Show that a recursion operator R[u] for a PDE F(x, u, u, u, ... , u) = 0 
1 2 q 

and its corresponding linear operator L[u] commute: [L[u], 
R[u]] = 0 for any solution u of the PDE. In particular show that 

if F = 0 is an evolution equation, i.e. !u + G(x, u, u, u, ... ,u) = 0 
VXn 1 2 q 

where G involves no xn-derivatives of u, then for the linear operator 
corresponding to G,. 

we have [L[u], R[u]] + D",,,R[u] = 0 for any solution u of the evolution 
equation. [D",,,R[u] is an operator resulting from differentiating R[u] 
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with respect to Xn. For the KdV equation (5.132) [xn = t], 

[Olver (1977)]]. 

7. If one is able to determine the first few Lie-Backlund symmetries 
admitted by a PDE, often one can make a reasonable guess on the 
form of a recursion operator R[u]. The validity of the form is then 
checked by the requirement L[u]R[u]v = 0 for any solution (u, v) of 
F(x, u, u, u, ... , u) = 0, L[u]v = 0, or, equivalently, by showing that 

1 2 q 

the commutation relation [L[u], R[u]] = 0 is satisfied for any solution 
u of F(x, u, u, u, ... , u) = O. For each of the following PDE's find an 

1 2 q 

operator R[u] satisfying 77i+1 = R[U]77i' to within scalings of 77i, for 
the given 1Ji, i = 1,2, and check its validity by both criteria: 

(a) Burgers' equation U2 - UU1 - Ut = 0 with 

[Olver (1977)]. 

3 3 2 3 2 
773 = U3 - -UU2 - -(U1) + -u U1 
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(b) Nonlinear heat conduction equation tx (U- 2Ul) - Ut = 0 with 

-2 2 -3( )2 -3 9 -4 + 12 -5( )3 771 = U u2 - U u1 , 772 = U u3 - U Ul u2 U u1 , 

773 = U-4U4 - 14u-5u1 U3 - 10u-5( U2)2 

+ 95u-6( u1 )2U2 - 90u-7 (ud4 

[BIuman and Kumei (1980)]. 

(c) KdV equation U3 + UU1 + Ut = 0 with 

5 10 5 2 
773 = U5 + aUU3 + 3U1U2 + 6u U1· 

(d) Modified KdV equation U3 + U2U1 + Ut = 0 with 

5 2 20 5)3 5 4 
773 = U5 + aU U3 + 3UU1U2 + a(U1 + 6U U1 

[Olver (1977)]. 
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(e) Harry-Dym equation Ut - AU3u3 = 0 with 

5 5 4 5 4 5 3( )2 'T/3=U U5+ U U1U4+ U U2U3+'2U Ul U3. 

Assume that U -+ const 1= 0, Ui -+ ° as x -+ 00, i = 1,2, ... 
[Leo, Leo, Soli ani, Solombrino, and Martina (1983)]. 

8. Consider a recursion operator of the form 

2 

R[u] = r2D; + rlDx + ro + r _lD;l + ... = 2: riD~ 
i=-oo 

for the sine-Gordon equation Uxt = sin u. 

(a) Show that the determining equation L[u]R[u]v = 0 is 

2 

2: [ViDxDtri-l + {D~-l(v coSU)}Dxri + Vi+1 Dtri 
i=-oo 

+ {D~( v cos u)}ri - Vi (cos u)ri] = 0, 

where Vi = D~v, i = 2,1,0, -1, .... 

(5.152) 

(b) To solve (5.152), we need to first express the left hand side of 
(5.152) as a linear combination of {Vi}. This can be accomplished 
by expanding the terms D;l( V cos u), D;2( V cos u), ... , appear
ing in (5.152), in terms of the Leibniz formula for integration 

(5.153) 

j = 1,2, ... , where fi = D~f, g-i = D;ig. Use the integration 
by parts formula 

D;l(fg) = fg-l - D;l(flg_d = fg-l - /tg-2 

+ D;1(hg_2) = ... 

to verify (5.153). 

(c) Set to zero the coefficients ofv3, V2, Vi, Vo, V-l, V-2, respectively, 
in (5.152) and obtain the following equations: 
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Dtr -1 + DxDtro + Dx(r1 cos u) + Dx(r2Dx cos u) = 0, 

Dtr-2 + DxDtr -1 + cos uDxro = 0, 

Dtr -3 + DxDtr -2 + cos uDxr -1 - (Dx cosu)r_1 

+ cos uDxro = O. (5.154) 

(d) Equations (5.154) can be solved successively for r2, r1, ro, 
... , r -3. Assume that each ri depends on t only through u( x, t). 
Then the first two equations of (5.154) yield r2 = 0: = const, 
r1 = f3 = const. Solve the remaining equations of (5.154) and 
show that for 0: f. 0 we are led to a recursion operator of the 
form 

R[u] = D; + (U1)2 - U1U2D;1 + U1U3D;2 - U1U4D;3 + .... 
(5.155) 

(e) Expression (5.155) and the Leibniz formula (5.153) for j = 1 
lead to 

(5.156) 

Verify that (5.156) is a recursion operator for the sine-Gordon 
equation. [The recursion operator (5.156) was first found by 
Olver (1977).] 

9. Apply the algorithm presented in the previous problem to obtain the 
recursion operator for the modified KdV equation U3 + U2Ul + Ut = O. 

10. The KdV equation U3 + UUl + Ut = 0 admits a Galilean symmetry 

U = T] :u = (tux - 1) :u· Show that this symmetry, together with the 

recursion operator R[u] given by (5.136), generates nonlocal symme
tries T]i = (R[U])iT] , i = 1,2, ... , since each T]i cannot be expressed in 
terms of x,t, u, and derivatives of u [Olver (1986)]. 

5.4 Discussion 

In this chapter we generalized Lie groups of point transformations to Lie
Backlund transformations which are defined by infinitesimals depending on 
a finite number of derivatives of the dependent variables. We showed that 
a Lie-Backlund symmetry admitted by an action integral, i.e. a variational 
symmetry, leads to a conservation law (Noether's theorem). 

If a nonlinear differential equation admits a Lie-Backlund symmetry, not 
equivalent to a point symmetry or contact symmetry, then usually it admits 
an infinite sequence of Lie-Backlund symmetries. We considered recursion 
operators which act as "ladder" operators generating such sequences start
ing from particular symmetries. 
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We can always compute Lie-Backlund symmetries of a given PDE by a 
simple generalization of Lie's algorithm. Since every Lie-Backlund symme
try is equivalent to one which leaves the independent variables invariant, we 
only need to compute infinitesimal generators of Lie-Backlund symmetries 
which do not operate on independent variables. 

In general a global Lie-Backlund transformation acts on the infinite
dimensional space which includes all derivatives of dependent variables. 
This space becomes finite-dimensional if and only if the Lie-Backlund 
transformation is equivalent to a point transformation or contact trans
formation. 

In Section 5.3 we showed that recursion operators are linear operators 
associated with symmetries of the linearized equations of given PDE's. 
This led us to a method, based on Lie's algorithm, for computing recursion 
operators. 

Recursion operators for linear PDE's include, as a special case, ladder 
operators (raising and lowering operators) which are used in quantum me
chanics [cf. Wybourne (1974)] and the theory of special functions [Tal
man (1968), Vilenkin (1968), Miller (1968)]. For linear PDE's the exis
tence of recursion operators is closely related to the existence of separa
tion of variables [Miller (1977)]. Winternitz, Smorodinsky, Uhlir, and Fris 
(1967) gave a method for finding recursion operators for time-independent 
Schroedinger equations. Anderson, Kumei, and Wulfman (1972) introduced 
the generalization of Lie's infinitesimal transformation method to include 
Lie-Backlund transformations and constructed recursion operators for lin
ear PDE's. 

For a system of PDE's which can be written in Hamiltonian form in 
two distinct ways, i.e. a bi-Hamiltonian system of PDE's, one can directly 
compute recursion operators [Magri (1978), Olver (1986)]. 

Nonlinear PDE's which admit recursion operators invariably seem to 
be related to linear PDE's. For certain nonlinear evolution equations one 
can transform initial value problems to inverse scattering problems involv
ing linear systems of PDE's [Gardner, Greene, Kruskal, and Miura (1967), 
Lax (1968), Zakharov and Shabat (1971)]. For such nonlinear evolution 
equations there exist recursion operators which are related to linear oper
ators arising in eigenvalue problems of the associated scattering problems 
[Ablowitz, Kaup, Newell, and Segur (1974)]. Konopelchenko (1987) reviews 
recent work on recursion operators and the integrability of nonlinear evo
lution equations. The classification problem of determining integrable non
linear evolution equations is considered in Mikhailov, Shabat, and Yamilov 
(1987). 
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Construction of Mappings 
Relating Differential Equations 

6.1 Introduction 

In previous chapters we have considered the construction and use of in
finitesimal transformations which leave a given differential equation invari
ant. These transformations map any solution of the given DE into another 
solution of the same DE. We have used infinitesimal transformations to 
reduce the order of ODE's and to construct invariant solutions and conser
vation laws for DE's. 

In this chapter we use infinitesimal transformations to construct a trans
formation (mapping) which maps (transforms) a given DE into another DE 
(target DE) in the sense that any solution of the given DE is mapped into 
a solution of the target DE. In general such a mapping need not be a group 
transformation. If such a mapping exists it is necessary that any infinitesi
mal generator admitted by the given DE be mapped into an infinitesimal 
generator admitted by the target DE. 

If the mapping from the given DE to the target DE is one-to-one (invert
ible) then the mapping must establish a one-to-one correspondence between 
infinitesimal generators of the given and target DE's. More precisely it is 
necessary that any Lie algebra of infinitesimal generators of the given DE 
be isomorphic to a Lie algebra of infinitesimal generators of the target DE. 
If the Lie algebra is of large dimension then the resulting severe restrictions 
on a mapping often lead to the discovery of the mapping. 

If the mapping from the given DE to the target DE is allowed to be 
non-invertible then it is not necessary that there be a one-to-one corre
spondence between Lie algebras of infinitesimal generators of the given and 
target DE's. But such a non-invertible mapping must take any infinitesimal 
generator admitted by the given DE into an infinitesimal generator (which 
could be a null generator) admitted by the target equation. More precisely 
the mapping must establish a homomorphism between any Lie algebra of 
infinitesimal generators of the given DE and a Lie algebra of infinitesimal 
generators of the target DE. 

The use of infinitesimal transformations to construct mappings which 
relate DE's is especially fruitful when a subalgebra of the Lie algebra of 
admitted infinitesimal generators uniquely determines the target DE. In 
this case if one constructs a mapping which transforms a subalgebra of the 
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Lie algebra of infinitesimal generators of the given DE into the sub algebra 
of infinitesimal generators uniquely determining the target DE then it au
tomatically follows that the mapping transforms any solution of the given 
DE into a solution of the target DE. 

Often for a given DE one does not want to determine whether it can 
be mapped into a specific target DE but whether it can be mapped into 
a member of a target class of DE's of interest. For example, can a given 
nonlinear system of DE's be mapped into a linear system of DE's? If the 
target class of DE's is uniquely determined by some Lie algebra of infinites
imal generators there should exist an algorithm to determine whether or 
not there exists a one-to-one mapping from the given DE to some member 
of the target class of DE's. Moreover this algorithm should construct the 
mapping if it exists. We establish specific algorithms to determine whether 
or not there exists an invertible mapping 

(i) of a given nonlinear scalar PDE to a linear scalar PDE; 

(ii) of a given nonlinear system of PDE's to a linear system of PDE's; 

(iii) of a given linear scalar PDE with variable coefficients to a linear 
scalar PDE with constant coefficients. 

These algorithms are constructive and lead to the mappings when they 
exist. We also consider the problem of finding the most general invertible 
mapping which can transform a given linear scalar PDE to a linear scalar 
PDE with constant coefficients. 

6.2 Notations; Mappings of Infinitesimal 
Generators 

For a given system of DE's, denoted by R{x, u}, with n independent vari
ables x = (Xl, X2, ... , xn) and m dependent variables u = (u 1, u2 , ... , urn), 
we use the following notations: 

G~: the group of all admitted continuous transformations; 

L~: the Lie algebra of G~; 

g~: a subgroup of continuous transformations, g~ C G~; 

£~: the Lie algebra of g~, £~ c L~; 
Tg~(f): a one-parameter subgroup, Tg~(f) E g~, given by 

x; = Xi + fei(X, u, u, ... , u) + 0(f2), 
1 k 

(6.1a) 

(6.1b) 
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X: the infinitesimal generator corresponding to Tgx( f), X E ex, given by 

X f: a II a 
="i~+TJ ~. UXi uUv (6.2) 

For a target system of DE's, denoted by S {z, w}, with n independent vari
ables Z = (Zl' Z2,"" zn) and m dependent variables w = (wl , w2 , ••• , wm), 
we use the following notations: 

Gz : the group of all admitted continuous transformations; 

Lz : the Lie algebra of Gz ; 

gz: a subgroup of continuous transformations, gz c Gz; 

ez: the Lie algebra ofgz,.ez C Lz; 

Tgz(f): a one-parameter subgroup, Tgz(f) E gz, given by 

z; = Zi + f(i(Z, w, w, ... , w) + O(f2), 
1 II: 

(6.3a) 

(6.3b) 

Z: the infinitesimal generator corresponding to Tgz(f), Z E .ez, given by 

(6.4) 

Note that continuous transformations of the form (6.1a,b), (6.3a,b) in
clude Lie groups of point transformations (point symmetries), Lie groups 
of contact transformations (contact symmetries), and Lie-Backlund trans
formations (Lie-Backlund symmetries). 

We let JJ denote a mapping (assuming one exists) which transforms any 
solution u = U(x) of R{x, u} to a solution w = W(z) of S{z, w}. In seeking 
JJ, a priori we must restrict JJ to a specific mapping form 

Z=¢(X,U,U, ... ,U), 
1 l 

w = t/J(x, u, u, ... , u). 
1 l 

(6.5a) 

(6.5b) 

We let Ml denote the class of mappings of the form (6.5a,b) which depend 
on at most the ith partial derivatives of u. For any u = U(x), the mapping 
JJ E M i , given by (6.5a,b), determines w = W(z) and hence w, w, ... , in 

1 2 
the same manner as in Section 2.3.5. 

Anyone-parameter subgroup Tgx(f) E gx of the form (6.1a,b) induces, 
through the mapping JJ E Mi of the form (6.5a,b), either a one-parameter 
subgroup Tgz(f) E gz of the form (6.3a,b) or the identity transformation. 
The relationship between Tgx(f), JJ, and Tgz(f) is illustrated in Figure 
6.2-1. 
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)l 

Figure 6.2-1 

The relationship between G:c, (i:c, Gz, (iz, and I' is illustrated in Figure 
6.2-2. 

The mapping I' must take any symmetry Tg:c(c) of the form (6.1a,b) 
into a symmetry Tgz(c) of the form (6.3a,b) such that the composition 
transformations I' 0 Tg:c(c) and Tgz(c) 0 I' yield the same action on (x, u)
space. Specifically 

Tg:c(c)(x, u) = (x*, u*) = (x + ce + 0(c2 ), u + C7] + 0(c2»; (6.6) 

I'(x, u) = (z, w) = (4)(x, u, u, ... , u), .,p(z, u, u, ... , u», (6.7) 
1 I. 1 I. 

and hence 

I' 0 Tg:c(c)(z, u) = I'(z*, u*) 
= (4)(x*, u*, u*, . .. ,u*), .,p(z*, u*, u*, ... ,u*» (6.8) 

1 I. 1 I. 

where 

x* = z + ce(z, u, u, ... , u) + 0(c2 ), 
1 Ie 

u* = U + C7](z, u, u, ... , u) + 0(c2 ), 
1 Ie 

U" = U + enU)(x, u, u, ... , U ) + 0(c2 ), ;. = 1,2, ... ,i. 
i i·' 1 Hi 
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Figure 6.2-2 

On the other hand, 

where 

and 

with 

and 

Tgz(£) 0 J.t(x, u) = Tgz(£)(z, w) = (z*, w*) 

= (z + £( + 0(£2), W + £W + 0(£2)), 

( = «(Z, w, W, ... , W) = «(¢, 1/;, 1/;, ... , 1/;) 
1 Ie 1 Ie 

w = W(Z, W, W, ... , W) = W(¢, 1/;, 1/;, ... , 1/;) 
1 Ie 1 Ie 

¢ = ¢(X, U, U, ... , U), 1/; = 1/;(X, U, U, ... , U), 
1 l 1 l 

1/;=1/;(x,u,u, ... , UJ, j=I,2, ... ,k. 
j j 1 l+J 

(6.9) 

{~ = 1/;}, j = 1,2, ... , k is determined from the relations (6.5a,b) as men
J j 

tioned earlier. Equating the 0(£) terms of (6.8) and (6.9) we obtain the 
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following necessary conditions which the mapping 1', given by (6.5a,b), 
must satisfy: 

= w(<p, 1/;, 1/;, ... ,1/;). 
1 Ie 

Equations (6.lOa,b) can be expressed concisely in the form 

X(l)<p = Zz, 

X(l)1/; = Zw, 

(6.10a) 

(6.lOb) 

(6.11a) 

(6.11b) 

where X(l) is the tth extension ofX. Note that ifX(l)<p == 0, X(t)1/; == 0, then 
Z == O. In this case the mapping I'(z, '1.£) = (<p,1/;) is a differential invariant 
of Tg:c(f) and hence induces the identity transformation Tgz(f) = I in 
(z, w)-space. 

The relations (6.11a,b) play the essential role in all mapping algorithms 
we develop in this chapter. For there to be a mapping I' of the form (6.5a,b) 
from the given system of DE's R{z, u} to the target system of DE's S{z, w} 
it is necessary that each infinitesimal generator X E C:c corresponds to some 
infinitesimal generator Z E Cz and moreover through such a correspondence 
the components (<p,1/;) of I' must satisfy (6.11a,b). In effect the mapping 
equations (6.11a,b) are necessary conditions that I' must satisfy in terms 
of the symmetries of R{ z, u} and S {z, w}. In turn these conditions reduce 
considerably the nature of the dependence ofthe components (<p, 1/;) of the 
mapping I' on (z, '1.£, '1.£, ••• , '1.£). Without such restrictions it is always tedious 

1 l 
and often impossible to determine whether or not there exists a mapping 
I' E Ml from the given system of DE's R{z,u} to the target system of 
DE's S{z, w}. 

6.2.1 THEOREMS ON INVERTIBLE MAPPINGS 

If one allows a non-invertible mapping from a given DE to a target DE then 
one must consider a particular class of mappings Ml of the form (6.5a,b) for 
some fixed t = 1,2, .... But if one seeks a one-to-one (invertible) mapping 
from a given DE to a target DE, then the following theorems on invertible 
mappings show that the class of possible mappings Ml is predetermined 
(Ml = Ml if m = 1, Ml = Mo if m ~ 2). 
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Theorem 6.2.1-1 [Case of one dependent variable u (m = 1)]. If m = 1 
then a mapping J.I. defines an invertible mapping from (x, u, u, u, ... , u)-

1 2 P 

space to (z, w, w, w, . .. ,w)-space for any fixed p if and only if J.I. is a one-
1 2 p 

to-one contact transformation of the form 

z = 4>(x,u,u), 
1 

w = 1/I(x, u, u), 
1 

w = 1/I(x,u,u) 
1 1 1 

[cf. Section 5.2.4 for the conditions on (4),1/1)]. 

(6.12a) 

(6.12b) 

(6.12c) 

This theorem is due to Backlund (1876). Note that if 4> and 1/1 are inde
pendent of u then (6.12a,b) defines a point transformation. 

1 

Theorem 6.2.1-2 [Case of more than one dependent variable u (m ~ 2)]. If 
m ~ 2 then a mapping J.I. defines an invertible mapping from (x, u,~,~, ... , 

u)-space to (z,w,w,w, ... ,w)-space for any fixed p if and only if J.I. is a 
p 1 2 p 
one-to-one point transformation of the form 

z = 4>(x, u), 

w = 1/I(x, u). 

(6.13a) 

(6.13b) 

This theorem and its proof are found in Muller and Matschat (1962). 

6.3 Mapping of a Given DE to a Specific Target 
DE 

Consider the problem of mapping a given DE to a specific target DE. 
Both are assumed to admit multi-parameter groups of continuous trans
formations defined by infinitesimal generators of one-parameter symmetry 
transformations of the forms (6.1a,b), (6.3a,b) respectively. We consider 
two types of such mapping problems through various examples: 

(i) the mapping J.I. is non-invertible; 

(ii) the mapping J.I. is an invertible point transformation. 

6.3.1 CONSTRUCTION OF NON-INVERTIBLE MAPPINGS 

(1) The Mapping from the Heat Equation to Burgers' Equation (Derivation 
of the Hopf-Cole Transformation) 
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Hopf (1950) and Cole (1951) independently showed that the mapping Il 
given by 

Zl = <P1 = Xl, 

Z2 = <P2 = X2, 

1 ou 
W = tP = -2u- -, 

OX1 

transforms any solution u = U(X1' X2) of the heat equation 

02U ou 
ox~ - OX2' 

to a solution w = W(Zl' Z2) of Burgers' equation 

02W ow ow ----+w-
oz~ - OZ2 OZl . 

(6.14a) 

(6.14b) 

(6.14c) 

(6.15) 

(6.16) 

We now derive the Hopf-Cole transformation (6.14a--c) from a comparison 
of the infinitesimal generators of the Lie groups of point transformations 
admitted by the given PDE (6.15) and the target PDE (6.16) [BIuman 
(1974b)]. We use the notation U1 = ::1' U2 = aa::2 • 

Point symmetries admitted by the given PDE (6.15) have infinitesimal 
generators 

X4 = X1X2~ + (X2)2~ - [!(X1)2 + !X2] u~, 
OX1 OX2 4 2 ou (6.17) 

o 1 0 0 
Xs = X2 OX1 - 2X1 U ou ' X6 = U ou· 

Point symmetries admitted by the target PDE (6.16) have infinitesimal 
generators 

o 
Zl=~' 

V Z1 

o 0 
Zs = Z2-+-' 

OZl ow 

(6.18) 

Since the target PDE admits five infinitesimal generators of point sym
metries and the given PDE admits six infinitesimal generators of point 
symmetries it immediately follows that there is no point transformation 
Il relating (6.15) and (6.16). Examining the coefficients of the infinitesi
mal generators (6.17) and (6.18), we see that the infinitesimal generators 
(6.17) admitted by (6.15) have the same action on (Xl, X2)-space as the 
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infinitesimal generators (6.18) admitted by (6.16) have on (Zl, Z2)-space. 
We also see that the infinitesimal generator X6 must map into Z6 == O. If 
we set X6 == 0, the commutator table for the Lie algebra ex with basis set 
{Xl, X2, ... , X6} becomes isomorphic to the commutator table for the Lie 
algebra ez with basis set {Zl, Z2, ... , Zs}, i.e. if we set X6 == 0, then 

and 
[Xa,X,a] = ~,aXI' 

with the same structure constants {~,a}. These observations lead one to 
seek a transformation Jl. which could map (6.15) into (6.16). The common 
group action on independent variable space and the fact that the transfor
mation must be non-invertible indicate that the simplest transformation Jl. 
which could map (6.15) into (6.16) is of the form 

(6.19a) 

(6.19b) 

(6.19c) 

We now impose the necessary conditions (6.llb) on the mapping function 
'f/!; the necessary conditions (6.lla) are already satisfied by a mapping Jl. of 
the form (6. 19a---e). In order to do this we must first determine the once
extended infinitesimal generators {XP)}: 

- [~U + X1 U1 + ~(X1)2u2 + ~X2U2] a~2' (6.20) 

(1) 1 a [ 1 ] a 
Xs =Xs-"2[u+x1udaU1- U1+"2 X1U2 aU2' 

(1) a a 
X6 =X6+U1~+U2~. 

UUl UU2 

The necessary conditions (6.llb) become: 
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with Z6 == O. Then we obtain 

(6.21a) 

(6.21b) 

(6.21c) 

(6.21d) 

(6.21e) 

From (6.21a,b) it follows that .,p = .,p(U,Ul,U2). Then (6.21c-e) reduce to 

(6.22a) 

(6.22b) 

(6.22c) 

(6.22d) 

The last equation leads to .,p = .,p( u, ut). Then it is easy to show that the 
unique solution of (6.22a-d) is the Hopf-Cole transformation 

.,p = _ 2u1 . 
U 

(2) The Mapping from the Modified KdV Equation to the KdV Equation 
(The Miura Transformation) 

Miura (1968) showed that the mapping J.l given by 

(6.23a) 

(6.23b) 

(6.23c) 
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transforms any solution u = U(:l:1' :1:2) of the modified KdV equation 

8u + u2 8u + 83u = 0 
8:1:2 8:1:1 8:1:r 

(6.24) 

to a solution w = W(Z1' Z2) of the KdV equation 

8w 8w 83w 
-8 + w-8 + 8 3 = o. Z2 Z1 Zl 

(6.25) 

Point symmetries admitted by the modified KdV equation (6.24) have 
infinitesimal generators 

8 8 8 8 8 
Xl = -, X2 = -, X3 = :1:1- +3:1:2- - u-. 

8:1:1 8:1:2 8:1:1 8:1:2 8u 
(6.26) 

Those admitted by the KdV equation (6.25) have infinitesimal generators 

8 8 8 8 8 
Zl = -8 ' Z2 = -8 ' Z3 = zl-8 + 3z2 -8 - 2w-8 ' 

Zl Z2 Zl Z2 W 

8 8 
Z4 = Z2- + -. (6.27) 

8zl 8w 

Since the Lie algebras generated by (6.26) and (6.27) are not of the same 
dimension, it immediately follows that there exists no point transformation 
relating (6.24) and (6.25). Moreover as the group actions of Xl, X2 , X3 and 
Zl, Z2, Z3 are the same on their respective spaces of independent variables, 
we are led to consider the simplest form of mapping (with the modified 
KdV equation used as the given PDE): 

(6.28a) 

(6.28b) 

(6.28c) 

The necessary conditions (6.lla) are automatically satisfied and conditions 

(6.llb) become (XlI) = Xl, x~l) = X2, X~l) = X3 - 2Ul O~l - 4U2 O~) : 

(6.29a) 

(6.29b) 

(6.29c) 
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Consequently (6.28c) reduces to 

tP=u2F(:~) (6.30) 

where F( Ul/U2 ) is an arbitrary function of ut/u2 • The substitution of (6.30) 
into the KdV equation (6.25) leads to the Miura transformation (6.23a-c). 

6.3.2 CONSTRUCTION OF INVERTIBLE POINT MAPPINGS 

We illustrate the construction of invertible point mappings by finding the 
point transformation which relates the cylindrical KdV equation and the 
KdV equation. 

In 1979 Zal'mez [cf. Korobeinkov (1982)] showed that the transformation 

Xl 
Zl = --, 

.fo2 
2 

Z2 = ---, 
.fo2 

1 
W = X2U - -Xl, 

2 

(6.31a) 

(6.31b) 

(6.31c) 

transforms any solution u = U(X1' X2) of the cylindrical KdV equation 

8u 1 u 8u 83u -+--+u-+-3 =0 
8X2 2 X2 8X1 8x1 

(6.32) 

to a solution 

of the KdV equation 

(6.33) 

Point symmetries admitted by the cylindrical KdV equation (6.32) have 
infinitesimal generators 

(6.34) 
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The infinitesimal generators for point symmetries admitted by the KdV 
equation are given by (6.27). The Lie algebras arising from (6.27) and 
(6.34) are isomorphic. An isomorphism (it is not unique) leading to the 
same commutator table is given by the correspondence 

Xl +---+ -Zl' 
X2 +---+ Z2, 

(6.35) 
Xa +---+ -lZa 2 , 
X4 +---+ Z4. 

This suggests the existence of a one-to-one point transformation It mapping 
(6.32) to (6.33) of the form 

Z2 = <P2(Zl, Z2, u), 

w = tP(Zl, Z2, u). 

(6.36a) 

(6.36b) 

(6.36c) 

The necessary conditions (6.11a,b) and the correspondence (6.35) yield the 
12 equations 

1 
Xl<Pi = -ZlZi, X2<Pi = Z2Zi, Xa<Pi = -2"Zazi' 

X4<Pi = Z4Zi, i = 1,2; 

1 
X2 tP = Z2 W , XatP = -2"Zaw, 

The resulting explicit equations are: 

2..;x2a<Pl + _1_ a<Pl = -1, 
aZl V£2 au (6.37a) 

(6.37b) 

(6.37c) 

(6.37d) 

(6.37e) 

(6.37f) 

(6.37g) 



6.3. Mapping of a Given DE to a Specific Target DE 315 

(6.37h) 

(6.37i) 

(6.37j) 

(6.37k) 

(6.37l) 

From (6.37e,h) we see that 4J2 = 4J2(X2). Then (6.37f,g) reduce to 

4X2y'x24J~( X2) = 1, 2x24J~( X2) = -4J2 (X2) . 

Hence 
1 

4J2 = - 2..JX2· (6.38) 

Substituting (6.38) into (6.37d) and comparing the resulting equation 
with (6.37a) we see that 

Then 

04Jl = 0, 
au 

04Jl 1 
OXl - - 2..JX2 . 

(6.39) 

where A(X2) is arbitrary. The substitution of (6.39) successively into (6.37b) 
and (6.37c) leads to A(X2) = O. Hence 

(6.40) 

Equation (6.37l) leads to 

(6.41) 

where B(U,X2) is arbitrary. The substitution of (6.41) into (6.37i) leads to 

(6.42) 

where C(X2) is arbitrary. The substitution of (6.42) successively into (6.37j) 
and (6.37k) leads to C(X2) = O. Hence 

(6.43) 
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From (6.38), (6.40), (6.43) we see that the point transformation 

Xl 
Zl = <PI = ---, 

2.jX2 

1 
Z2 = <P2 = ---, 

2.jX2 

w = tP = Xl - 2X2U, 

(6.44a) 

(6.44b) 

(6.44c) 

defines an invertible mapping (X2 > 0) between the cylindrical KdV equa
tion (6.32) and a target PDE whose admitted group of point transforma
tions is the same as the group of point transformations admitted by the 
KdV equation. Now we have to determine the target PDE given by the 
mapping (6.44a-c). It is easy to show that if u = U(Xl' X2) satisfies the 
cylindrical KdV equation (6.32) then the mapping (6.44a-c) defines a so
lution 

w = W(Zl,Z2) = :: - 2(:2)2U (::. 4(:2)2) 
of the target PDE 

{)w + w {)w _ ! {)3w = o. (6.45) 
{)Z2 {)Zl 2 {)zr 

Note that this target PDE is not the KdV equation (6.33). Why? The 
reason this could happen is that the KdV equation (6.33) is not the unique 
third order PDE which admits infinitesimal generators (6.27). There are 
other ways in addition to (6.35) of establishing the isomorphism between 
the respective Lie algebras formed by the generators (6.27) and (6.34). 
Trivially the scaling 

Zl = AZl, 

_ 1 \3 
Z2 = --1\ Z2, 

2 

W = -2A- 2W, 

maps (6.45) into the KdVequation 

{)w _ {)w {)3w 
-{)_ + w-{)_ + {)-3 = 0, 

Z2 Zl Zl 

for any A f:. o. Under the scaling (6.46a-c), we have 

(6.46a) 

(6.46b) 

(6.46c) 

(6.47) 
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1 3 0 1 3-Z2 ~ - - A - = - - A Z2 
2 OZ2 2 ' 

Z - a 3- a 2 - 0 Z-
3 ~ Zl-a- + Z2-a- - W-a - = 3, 

Zl Z2 W 

(6.48) 

Z4~-2A-2[Z20~1 + :w] =-2A-2Z4. 

It is easy to check that the commutation relations [Za, Zp] = CJ,pZ-y, 
[Za, Zp] = C~pZ-y, [Xa, Xp] = CJ,pX-y all have the same structure constants 
{CJ,p}. If we replace (6.35) by the correspondence 

Xl +--+ 
- -1 -Zl = -A Zl, 

X2 +--+ 

(6.49) 

for any constant A i= 0, then the resulting mapping 

(6.50a) 

(6.50b) 

(6.50c) 

transforms any solution u = U (Xl, X2) of the cylindrical KdV equation 
(6.32) to a solution 

_ - Zl A4 (A2Z1 A6 ) 

W = W(Zl' Z2) = Z2 + 4(Z2)2 U - 2Z2 ' 16(z2)2 

of the KdV equation (6.47). The transformation (6.31a-c) corresponds to 
the special case A = -2. 
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Exercises 6.3 

l. (a) Find the most general second order PDE of the form 

which admits the point symmetries of Burgers' equation. 
(b) Find a transformation which maps any solution of the linear 

heat equation into a solution of Uxx = A( UUx + Ut). 

2. Verify (6.18). 

3. From the commutation relations of the Lie algebra generated by 
(6.17): 

(a) Show that the necessary conditions used to obtain the Hopf-Cole 
transformation reduce to X~l)1/J = Zaw, a = 1,2,4. 

(b) Accordingly reduce the sets of equations (6.21a-e), (6.22a-d). 
(c) Derive the Hopf-Cole transformation from these reduced sets of 

equations. 

4. Show that there exists no mapping of the form 

Zl = Xl, Z2 = X2, W = 1/J(Xl,X2,U,Ul,U2), 

which maps Burgers' equation un = UUl + U2 to the heat equation 
Wn = W2· 

5. (a) Show that if a given PDE is invariant under translations in Xl 

then a mapping I' from the given PDE to a target PDE of the 
form 

z = tP = X, W = 1/J(x, u, u, .•. , u), 
1 Ie 

is such that 881/J == O. 
Xl 

(b) Find a corresponding result if the given PDE is invariant under 
scalings of U and the target PDE is invariant under scalings of 
w. 

6. Find the most general third order PDE of the form 

which admits the point symmetries of the KdV equation. 

7. Show that there exists no mapping of the form 

which maps the KdV equation Unl + UUl + U2 = 0 to the modified 
KdV equation WIll + W 2Wl + W2 = O. 

8. Verify (6.35). 
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6.4 Invertible Mappings of Nonlinear PDE's to 
Linear PDE's 

Clearly an important mapping question is: When can a nonlinear system 
of DE's be related to a linear system of DE's? For example the well-known 
hodograph transformation maps any quasilinear system offirst order PDE's 
with two independent and two dependent variables into a system of linear 
PDE's. 

Kumei and BIuman (1982) give necessary and sufficient conditions un
der which a given nonlinear system of PDE's with n 2: 2 independent 
variables and m 2: 1 dependent variables can be transformed to a linear 
system of PDE's by some invertible mapping 1'. This paper presents a sim
ple algorithm to determine whether or not these conditions hold for a given 
nonlinear system of PDE's and, when these conditions hold, another simple 
algorithm to construct the mapping 1'. The algorithm require no knowledge 
of a specific target linear system of PDE's: In the course of carrying out 
the calculations associated with the first algorithm a specific target linear 
system of PDE's emerges naturally as well as the necessary information to 
construCt the mapping I' by the second algorithm. 

From Theorems 6.2.1-1,2 it follows that for the case of a nonlinear scalar 
PDE (m = 1) the mapping I' must be an invertible contact transformation 
[cf. Section 5.2.4] 

z = 4>(z, u, u), 
1 

w = tP(z,u,u), 
1 

(6.51a) 

(6.51b) 

and for the case of a nonlinear system of PDE's (m 2: 2) the mapping I' 
must be an invertible point transformation 

z = 4>(z, u), 

w = tP(z, u). 

(6.52a) 

(6.52b) 

The key observation leading to our algorithms is that a linear system of 
PDE's S{z,w}, defined by a linear operator L, 

Lw = g(z), 

admits an infinite-parameter Lie group of point transformations 

z* = z, 

w* = w+£w, 

where w = f(z) is any function satisfying 

Lf= o. 

(6.53) 

(6.54a) 

(6.54b) 

(6.55) 
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Any contact transformation maps a contact transformation into another 
contact transformation; any point transformation maps a point transfor
mation into another point transformation. Hence in the case of a scalar 
PDE (m = 1) the infinite-parameter Lie group of point transformations 
(6.54a,b) admitted by a target linear PDE (6.53) must correspond to an 
infinite-parameter Lie group of contact transformations admitted by the 
given nonlinear PDE R{x,u} for an invertible mapping I' to exist; in the 
case of a system of PDE's (m ~ 2) the infinite-parameter Lie group of point 
transformations (6.54a,b) admitted by a target system of linear PDE's 
(6.53) must correspond to an infinite-parameter Lie group of point trans
formations admitted by the given nonlinear system of PDE's R{x,u} for 
an invertible mapping I' to exist. 

Consequently, in the case of a nonlinear scalar PDE (m = 1), if the 
Lie algebra of infinitesimal generators of its admitted Lie group of contact 
transformations is at most finite-dimensional, then there exists no invertible 
mapping to any linear PDE; in the case of a nonlinear system of PDE's 
(m ~ 2), if the Lie algebra of infinitesimal generators of its admitted Lie 
group of point transformations is at most finite-dimensional, there exists 
no invertible mapping to any linear system of PDE's. 

6.4.1 INVERTIBLE MAPPINGS OF NONLINEAR SYSTEMS OF 

PDE's TO LINEAR SYSTEMS OF PDE's 

Theorem 6.4.1-1 (Necessary conditions for the existence of an invertible 
mapping). If there exists an invertible transformation I' which maps a given 
nonlinear system of PDE's R{x, u} (m ~ 2) to a linear system of PDE's 
S{z, w}, then 

(i) the mapping must be a point transformation of the form 

Zj = 4Jj(x, u), j = 1,2, ... , n, 

w'Y=t/P(x,u), 'Y=1,2, ... ,m; 

(6.56a) 

(6.56b) 

(ii) R{ x, u} must admit an infinite-parameter Lie group of point trans
formations having infinitesimal generator 

X = ei(X, u)aa + 77//(X, u)aa Xi u// 
(6.57) 

with ei(X, u), 77// (x, u) characterized by 

m 

ei(X, u) = L a?(x, u)FU(x, u), (6.58a) 
u=l 

m 

77//(X, u) = L.8:(x, u)FU(x, u), (6.58b) 
u=l 
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where o:i(x,u), ,8~(x,u), i = 1,2, ... ,n, 1/ = 1,2, ... ,m, (J = 1,2, 
... , m, are some specific functions of (x, u), and F = (Fl, F2, ... , 
Fm) is an arbitrary solution of some linear system of PDE's 

L[X]F = 0 (6.59) 

with L[ X] representing a linear differential operator depending on 
independent variables X = (X1(x, u), X 2(x, u), ... , Xn(x, u)). 

Proof. Necessary condition (i) is Theorem 6.2.1-2 proved by Miiller and 
Matschat (1962). 

If a mapping J-L of the form (6.56a,b) exists, then the resulting linear 
system of PDE's S {z, w}, represented by 

L[z]w = g(z), (6.60) 

for some linear differential operator L[z] depending on independent vari
ables z = (ZI,Z2, ... ,zn) with nonhomogeneous term g(z) = (gl(z), g2(z), 
... ,gm(z)), admits 

{} 
Z = fY(z)

{}w'Y 
(6.61) 

where J(z) = (fl(Z), j2(z), ... ,Jm(z)) is an arbitrary solution of the ho
mogeneous linear system 

L[z]J(z) = o. 
Corresponding to Z one must have an infinitesimal generator 

(6.62) 

admitted by R{x,u} such that the components ¢j, 'ljP of the mapping J-L 

and the coefficients ei(X, u), rt(x, u) of X satisfy relations (6.11a,b). In 
particular 

) {}¢j v ) {}¢j 
e;(x,u-{} +7](x,u-{} =0, j=1,2, ... ,n, 

Xi U V 
(6.63a) 

{}t/J'"Y v {}'I/J'Y 
ei(X, u)-{} + 7] (x, u)-{) v = fY(¢), 'Y = 1,2, ... , m. 

Xi u 
(6.63b) 

Since the Jacobian ~t:',~1 :f 0 for an invertible mapping J-L, we can solve 
(6.63a,b) for ei(X, u), 7]V(x, u). They must be linear homogeneous in f: 

m 

ei(X, u) = L o:f(x, u)(x, u)t'(¢(x, u)), (6.64a) 
<1=1 

m 

7]V(X,u) = L,8~(x,u)t'(¢(x,u)), (6.64b) 
<1=1 
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where n:f(x, u), f3:(x, u) are specific functions of (x, u). If we set X(x, u) = 
q;(x,u), then 

F = (F 1(x, u), F2(x, u), ... , Fm(x, u)) 

(fl(X(x, u)), f2(X(x, u)), ... , fm(x(x, u))) 

satisfies 
L[X]F = o. 0 

Theorem 6.4.1-2 (Sufficient conditions for the existence of an invertible 
mapping). Let a given nonlinear system of PDE's R{x,u} (m ~ 2) admit an 
infinitesimal generator (6.57) whose coefficients are of the form (6.58a,b) 
with F being an arbitrary solution of a linear system (6.59) with specific 
independent variables 

If the linear homogeneous system of m first order P DE's for scalar <1>, 

n:f(x, u) ~<I> + f3:(x, u) ~<I> = 0, (J' = 1,2, ... , m, 
UXi uUV 

has an n functionally independent solutions 

Xl(X, u), X2(X, u), ... ,Xn(x, u), 

and the linear system of m 2 first order PDE's 

"( ) {)'IjJ'Y R" ( ) {)'IjJ'Y _ f:"'(" n:i x, u -{) + i-'v x, u -{) - u , 
Xi U V 

(6.65) 

(6.66) 

where 6'Y" is the Kronecker symbol, r, (J' = 1,2, ... , m, has a solution 

then the invertible mapping Jl given by 

Zj = q;j(x, u) = Xj(x, u), j = 1,2, ... , n, 

w'Y='IjJ'Y(x,u), r=1,2, ... ,m, 

transforms R{x,u} to a linear system of PDE's S{z,w}, 

L[z]w = g(z) 

for some nonhomogeneous term g(z). 

(6.67a) 

(6.67b) 

(6.68) 

Proof. By construction the mapping Jl defined by (6.65), (6.66), (6.67a,b) 
is invertible. Let r (z) = F" (x, u), (J' = 1,2, ... , m. Then Jl transforms X 
admitted by R{x,u} to Z, admitted by a target system S{z,w}, of the 
form a 

Z=P(z){)w'Y (6.69) 
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for any J(z) = (f1(z), J2(z), ... , fm(z)) satisfying L[z]J(z) = O. Since the 
mapping J.l is invertible it follows that any target system ofPDE's admitting 
(6.69) must be of the form (6.68). 0 

We now consider two examples: 
(1) Linearization by a Hodogmph Transformation. The quasilinear sys

tem of first order PDE's (m = 2, n = 2) R{:&,u} given by 

( 1 2)aUl (1 2)aU l 1 2)aU2 (1 2 au2 
au,u -a +b u,u -a +c(u,u -a +d u ,u )-a = 0, (6.70a) 

:&1 :&2 :&1 :&2 

1 2 au1 1 2 au1 1 2 8u2 1 2 au2 
p(u ,u )-a +q(u ,u )-a +r(u ,u )-a +s(u,u )-a =0, (6.70b) 

:&1 :&2 :&1 :&2 

with Jacobian :~:::::~ ::/: 0, admits an infinitesimal generator 

where 
e1=F1(U1,U2), 6=F2(u1,u2), 

is an arbitrary solution of the linear system of PDE's 

(6.71a) 

(6.71b) 

1 2 aF l 1 2 8F1 1 2 aF2 1 2 aF2 
d(u ,u) au1 -b(u ,u) au2 -c(u ,u ) au1 +a(u ,u ) 8u2 = 0, (6.72a) 

1 2 8F1 1 2 8Fl 1 2 8F2 1 2 aF2 
s(u ,u ) au l -q(u ,u) au2 -r(u ,u ) au l +p(u ,u ) au2 = 0. (6.72b) 

From equations (6.58a,b), (6.71b) we identify 

From (6.72a,b) it follows that 

Then equations (6.65) become 

aq, = 0, 
a:&l 

(6.73) 

Clearly 41 = Xl = u1 , 41 = X2 = u2 satisfy (6.73). Equations (6.66) become 

(6.74) 

Clearly a particular solution of (6.74) is 

,pI =:&1. ,p2 = :&2. (6.75) 
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Then the invertible mapping I' given by 

_ 1 
Zl - U , (6.76) 

transforms the nonlinear system of PDE's (6.70a,b) to the linear system 
S{z, w} given by 

awl awl aw2 8w2 
d(Zl,Z2)-a - b(Zl,Z2)-a - C(Zl,Z2)-a + a(Zl,Z2)-a = O. (6.77a) 

~ ~ ~ ~ 

awl awl aw2 aw2 
S(Zl' Z2)-a - q(Zb Z2)-a - r(Zb Z2)-a + P(Zl' Z2)-a = O. (6.77b) 

~ ~ ~ ~ 

The mapping I' given by (6.76) is the well-known hodograph transformation 
which linearizes (6.70a,b). [If one had chosen a different solution than (6.75) 
for equations (6.74) then the resulting linear system S{z, w} would contain 
a nonhomogeneous term g(z) in (6.77a,b).] 

(2) Linearization of a Nonlinear Telegraph Equation. The nonlinear tele
graph equations R{ x, u} given by 

aul au2 
-=-, 
8Xl 8X2 

(6.78a) 

(6.78b) 

with Jacobian :~Ul,u2~ :F 0, admit an infinitesimal generator 
Zl,X2 

{) 8 1 {) 2 8 
(6.79) X=6 a +6a +7] 81+7] {) 2 Xl X2 U u 

where 

6 =Fl, (6.80a) 

6 = e-x2 F2, (6.80b) 

7]1 = e-x2 ul F2, (6.80c) 

7]2 = Fl, (6.80d) 

and F = (Fl, F2) is an arbitrary solution of the linear system of PDE's 

(6.81a) 
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with 
Xl = Xl - '1.£2, X2 = X2 -logul , 

so that F depends only on (Xl, X 2 ). 

Comparing (6.58a,b) and (6.80a-d), we identify 

Then equations (6.65) become 

8~ 8~ 
-8 + 8 2 =0, 

Xl '1.£ 

8~ 18~ 
-8 +'1.£ -8 1 =0. 

X2 '1.£ 
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(6.81b) 

(6.82) 

(6.83) 

Clearly ~ = Xl = Xl - '1.£2, ~ = X2 -log '1.£1 satisfy (6.83). Equations (6.66) 
become . 

8'1p! 8t/J1 
-8 +-82 =1, 

Xl '1.£ 
(6.84) 

8t/J2 8t/J2 0 0t/J2 + '1.£1 0t/J2 = eX2. 

8X1 + 0'1.£2 =, OX2 0'1.£1 

Clearly a particular solution of (6.84) is 

(6.85) 

Then the invertible mapping J1. given by 

transforms the nonlinear system of PDE's (6.78a,b) to the linear system 
S{z, w} given by 

(6.87a) 

OWl ow2 
- - e- Z2 _ - 0 (6.87b) 
OZ2 OZl - • 

Varley and Seymour (1985) found a hodograph-type transformation equiv
alent to (6.86) which linearized (6.78a,b). 

6.4.2 INVERTIBLE MAPPINGS OF NONLINEAR SCALAR 

PDE's TO LINEAR SCALAR PDE's 

We now consider the construction of invertible mappings which transform a 
nonlinear scalar PDE to a linear scalar PDE. Theorems 6.4.1-1,2 still hold 
for mapping a nonlinear scalar PDE to a linear scalar PDE if the nonlinear 
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PDE admits an infinite-parameter Lie group of point transformations which 
satisfies the criteria of these theorems. 

As an example consider the nonlinear diffusion equation 

a2u (au)2 au 
ax? = aX1 aX2 . (6.88) 

One can show that (6.88) admits an infinite-parameter Lie group of point 
transformations with infinitesimal generator 

(6.89) 

where 
~1 = F (6.90) 

is an arbitrary solution of the linear heat equation 

-=-au2 aX2 (6.91) 

such that F is independent of Xl. Hence Theorems 6.4.1-1,2 apply. From 
(6.58a,b) and (6.90) we identify 

From (6.91) it follows that 

Then (6.65) becomes 
a~ 
aX1 = O. (6.92) 

Clearly ~ = Xl = U, ~ = X2 = X2, satisfy (6.92). Equation (6.66) for .,p 
becomes 

(6.93) 

A particular solution of (6.93) is 

(6.94) 

Then the invertible mapping J.l given by 

transforms (6.88) to 

(6.95) 
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This result was previously found by using symmetry methods in a more 
ad-hoc manner [BIuman and Cole (1974, Section 2.15)]. 

Theorems 6.4.1-1,2 do not include the most general possibility of the 
existence of an invertible mapping of a nonlinear scalar PDE to a linear 
scalar PDE by means of a contact transformation: 

Theorem 6.4.2-1 (Necessary Conditions for the Existence of a Mapping 
for a Scalar PDE). If there exists an invertible transformation I' which 
maps a given nonlinear scalar PDE R{x,u} (m = 1) to a linear scalar 
PDE S{z, w}, then 

(i) the mapping I' must be a contact transformation of the form 

j = 1,2, ... ,n; 

Zj = ¢Jj(x, u, u), 
1 

w = .,p(x, u, u), 
1 

Wj = .,pj(X,u,u), 
1 

(6.96a) 

(6.96b) 

(6.96c) 

(ii) R{x,u} must admit an infinite-parameter Lie group of contact trans
formations with infinitesimal generator 

a a (1) a x = ei(X, u, u)-a + 1](X, u, u)-a + 1]i (x, u, u)-a 
1 Xi 1 U 1 ui 

(6.97) 

with ei(X, u, u), 1](x, u, u), 1]~l)(x, u, u) characterized by 
1 1 1 

ei(X,U,U) = ai(x,u,u)F(x,u,u) +aij(x,u,u)Hj(x,u,u), (6.98a) 
1 1 1 1 1 

1](X, u, u) = ,8(x, u, u)F(x, u, u) + ,8j(X, u, u)Hj(x, u, u), (6.98b) 
1 1 1 1 1 

1]P)(x, u, u) = Ai(X, u, u)F(x, u, u) + Aij(X, u, u)Hj(x, u, u), (6.98c) 
1 1 1 1 1 

where ai, aij, ,8, ,8j, Ai, Aij, i, j = 1,2, ... ,n are some specific func
tions of (x, u, u), F(x, u, u) is an arbitrary solution of some linear 

1 1 
scalar PDE 

L[X]F = 0 (6.99) 

with L[X] representing a linear differential operator depending on 
independent variables 

X = (Xl (x, u, u), X 2(x, u, u), ... , Xn(x, u, u)) 
1 1 1 

of the same order as the order of PDE R{x, u}, and Hj(x, u, u) sat-
1 

isfies 
aF 

Hj = aX.' j= 1,2, ... ,n. 
J 

(6.100) 
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Proof. Necessary condition (i) is Theorem 6.2.1-1 due to Backlund (1876). 
If a mapping I' of the form (6.96a-c) exists, then the resulting linear 

PDE S{z, w}, represented by 

L[z]w = g(z), (6.101) 

for some linear differential operator L[z] depending on independent vari
ables z = (Z1, Z2, . .. , zn) with nonhomogeneous term g(z), admits an in
finitesimal generator 

a 
Z=J(z)aw (6.102) 

where J(z) is an arbitrary solution of the linear homogeneous PDE 

L[z]J(z) = O. 

Corresponding to Z, PDE R{.x, u} must admit an infinitesimal generator 
of a contact symmetry 

(6.103) 

whose coefficients ei, 1], 1JP) and the components ¢j, .,p, .,pj of the mapping 
I' satisfy relations (6.11a,b). In particular 

(6.104a) 

(6.104b) 

(6.104c) 

where the right-hand side of (6.104a-c) is evaluated at z = ¢(.x, u, u) and 
1 

8(~.1/J.1/J) 

j = 1,2, ... , n. Since the Jacobian 8(x.u.~) :f 0 for an invertible mapping 
1 

1', we can solve (6.104a-c) for ej, T}, TJF). They must be linear homogeneous 
. J() ~ In z, 8z' : 

J 

aJ(z) 
ej = Ctj(.x, u, u)J(z) + Ctjj(.x, u, u)-a-' 

1 1 Zj 

a/(z) 
TJ = (3(.x, u, u)/(z) + (3j(.x, u, u)-a-' 

1 1 Zj 

(1) af(z) 
TJj = Aj(.x, u, u)/(z) + Ajj(.x, u, u) -a--' 

1 1 Zj 

(6.105a) 

(6.105b) 

(6.105c) 
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where in the right-hand side of (6.105a-c) z = 4>(x, u, u) and C¥j, C¥ij, p, Pj, 
1 

Aj, Aii are specific functions of (x,u,u). If we set X(x,u,u) = 4>(x,u,u), 
1 1 1 

then F(x, u, u) = f(X(x, u, u» satisfies L[X]F = O. 0 
1 1 

Theorem 6.4.2-2 .. (Sufficient Conditions for the Existence of a Mapping 
for a Scalar PDE). Let a given nonlinear scalar PDE (m = 1) R{x,u} 
admit an infinitesimal generator (6.97) with coefficients of the form (6.98a
c) where F is an arbitrary solution of a linear PDE (6.99) of the same order 
as R{ x, u} and Hi = ::. with specific independent variables 

J 

X(x, u, u) = (Xl (X, u, u), X 2(x, u, u), ... , Xn(x, u, u». 
1 1 1 1 

(6.106) 

Suppose the following four conditions holds: 

(i) the linear homogeneous system of n + 1 first order PDE's satisfied by 
the scalar ~(x, u, u), namely, 

1 

O~ o~ o~ 
C¥j- +P- +Aj- = 0, 

OXi ou OUj 

O~ O~ O~ 
C¥ii~ + PiT + Aii~ = 0, j = 1,2, ... ,n, 

UXj uU UUj 

has 
Xl(X, u, u), X2(X, u, u), ... ,Xn(x, u, u), 

1 1 1 

as n functionally independent solutions; 

(ii) the linear system of n + 1 first order PDE's 

at/J at/J at/J 
C¥j-+P-+Aj- = 1, 

OXj OU OUi 

Ot/J ot/J ot/J 
C¥ii-a + f3i-a + Ajj-a = 0, j = 1,2, ... ,n, 

Xi U Uj 

has a solution t/J(x, u, u); 
1 

(iii) the linear system of n(n + 1) first order PDE's 

C¥j ot/Ji + f304>i + Ai ot/Jj = 0, 
aXj ou aUj 

(6.107a) 

(6.107b) 

(6.108a) 

(6.108b) 

(6.109a) 

(6.109b) 

j, k = 1,2, ... , n, with Kronecker symbol Okj, has n functionally in
dependent solutions 

t/J(x, u, u) = (t/Jl(X, u, u), t/J2(X, u, u), ... ,t/Jn(x, u, u»; 
1 1 1 1 1 
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(iv) 
(z, w, w) = (X(x, u, u), "p(x, u, u), "p(x, u, u)) 

1 1 1 1 1 

defines a contact transformation. 

Then the invertible mapping J1. given by 

Zj = ¢j(x,u,u) = Xj(X,u,u), 
1 1 

w = "p(x, u, u), 
1 

Wj = "pj(X,u,u), 
1 

j = 1,2, ... , n, transforms R{x, u} to a linear PDE S{z, w}: 

L[z]w = g(z), 

for some nonhomogeneous term g(z). 

(6. 110a) 

(6.110b) 

(6.110c) 

(6.111) 

Proof. By construction the mapping J1. defined by (6.107)-(6.109) is in
vertible. Let fez) = F(x,u,u). Then J1. transforms X admitted by R{x,u} 

1 
to Z, admitted by a target PDE S{z, w}, of the form 

(6.112) 

for any fez) satisfying L[z]f(z) = O. Since the mapping J1. is invertible it 
follows that any target PDE admitting (6.112) must be of the form (6.111). 
o 

Using the properties of a contact transformation [Theorem 5.2.4-1] one 
can replace conditions (iii) and (iv) of Theorem 6.4.2-2 to determine "p by 

1 
the following much simpler equations: 

o"p _"p. O¢j _ 0 
OUi 1 OUi - , 

(6.113) 

(6.114) 

i = 1,2, ... , n; ¢j = X j , j = 1,2, ... , n, are determined from condition (i); 
and "p is determined from condition (ii). 

Now consider two examples of mapping nonlinear scalar PDE's to linear 
PDE's by contact transformations which are not point transformations: 

(1) Linearization by a Legendre Transformation. The second order quasi
linear PDE (m = 1, n = 2) R{x,u} given by 

a (au au) 02u + 2b (au au) 02u + c (au au) 02u - 0 
OXl ' OX2 ox~ OXl ' OX2 OX10X2 OXl ' OX2 ox~ - , 
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or, equivalently, 

admits a Lie-Backlund generator of the form 

8 
F(x, u, u)-8 ' 

1 u 

where F satisfies the second order linear PDE 

so that F is independent of (Xl, X2, u). 

(6.115) 

(6.116) 

(6.117) 

To apply Theorems 6.4.2-1,2 to this example we must find the unique 
infinitesimal generator X of the contact symmetry corresponding to the 
Lie-Backlund symmetry (6.116) [cf. Theorem 5.2.4-4]. The characteristic 
function W = - F leads to 

8F 8F 
e1 = --8 ' 6 = --8 ' 

U1 U2 

1J~1) = 1J~1) = o. (6.118) 

From equations (6.98a,b), (6.100), (6.117) it follows that 

0'1 = 0'2 = 0'12 = 0'21 = 0, 0'11 = 0'22 = -1, {3 = 1, {31 = -U1, 

/32 = -U2, A1 = A2 = AU = A12 = A21 = A22 = O. 

Then equations (6.107a,b) become 

8<P _ 0 
8u - , (6.119) 

Clearly <P = Xl = U1, <P = X2 = U2 satisfy (6.119). Equations (6.108a,b) 
become 

8t/J 
8u = 1, (6.120) 

It is easy to determine that a particular solution of (6.120) is 

(6.121) 

Then using (6.113) we obtain 

(6.122) 



332 6. Construction of Mappings Relating Differential Equations 

Finally it is easy to check that equations (6.114) are satisfied. Thus the 
invertible mapping I' given by 

transforms the nonlinear PDE (6.115a) to the linear PDE S{z,w} given by 

82w 82w 82w 
a(zl,z2)-82 -2b(zb z2)-8 8 +C(Zl,Z2)-82 =0. 

Z2 Zl Z2 Zl 
(6.124) 

The mapping I' given by (6.123) is the well-known Legendre transformation 
which linearizes (6.115). 

(2) Linearization of an Equation Arising in a Fluid Flow Problem. Suk-
harev (1967) showed that the system of first order PDE's 

8v2 av l 
-+-=0, 
8X2 8Xl 

(6.125a) 

(6.125b) 

which describes a fluid flow through a long pipeline, admits an infinitesimal 
generator for an infinite-parameter Lie group of point transformations: 

(6.126) 

where g( v2 ,X2) is an arbitrary solution of the second order linear diffusion 
equation 

(6.127) 

All other infinitesimal generators of point symmetries admitted by 
(6.125a,b) belong to a finite-dimensional Lie algebra. The use of (6.126) 
to linearize (6.125a,b) is left to Exercise 6.4-5. 

Alternatively, the form of (6.126), (6.127) suggests that there exists a sec
ond order PDE, related to (6.125a,b), which can be linearized. To demon
strate this we introduce a potential function U(Xl' X2) such that 

1 8u 
v = - 8X2' 

2 au 
v =-, 

8Xl 
(6.128) 

so that (6.125a,b) reduces to the second order PDE 

8u 82u (au)p --+ - -0 8X2 8x? aXl -, (6.129a) 

or, equivalently, 
(6.129b) 
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PDE (6.129b) admits a Lie-Backlund generator of the form 

o 
F(x, tI, tI)jl 

1 uti 

where F satisfies the second order linear PDE 

(6.130) 

(6.131) 

and F is independent of (Xl> tI, tl2). The infinitesimals of the unique con
tact transformation corresponding to (6.130), (6.131) with characteristic 
function W = -F, are given by 

6 = - OF, 6 = 0, '1 = F - til OF, '111) = 0, '1~1) = of. (6.132) 
~1 ~1 ~ 

From equations (6.98a,b), (6.100), (6.131), it follows that 

a1 = a2 = a12 = a21 = a22 = 0, au = -1, f3 = 1, f31 = -til, 

f32 = 0, A1 = A2 = AU = A12 = A21 = 0, A22 = l. 
Then equations (6.107a,b) become 

o~ -0 
Otl - , (6.133) 

Clearly ~ = Xl = til, ~ = X 2 = X2 satisfy (6.133). Equations (6.108a,b) 
become 

01j; 
ou = 1, (6.134) 

This leads to a particular solution 

(6.135) 

Correspondingly (6.113), (6.114) reduce to 

(6.136) 

Hence the invertible mapping J10 given by 

(6.137) 

transforms the nonlinear PDE (6.129a) to the linear PDE S{z, w} given by 

02w ow 
(zt)p--- =0. 

oz~ OZ2 
(6.138) 
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The non-invertible transformation composed of f,l-l followed by non
invertible transformation (6.128) maps any solution of the second order 
linear PDE (6.138) to a solution of the original nonlinear system of PDE's 
(6.125a,b). This linearization first appeared in Kumei (1981). 

Exercises 6.4 

1. Show that the mapping f,l defined by (6.65)-(6.67) is invertible. 

2. (a) Find the infinitesimal generator of an infinite-parameter Lie 
group of point transformations admitted by 

(6.139) 

(b) Find an invertible mapping relating (6.139) to a linear PDE 
[Kumei and BIuman (1982)]. 

3. Find the infinitesimal generator of an infinite-parameter Lie group of 
point transformations admitted by 

(6.140) 

4. Consider the scalar PDE 

a 2u au au au au _ 0 
aXl aX2 - aXl .aX2 - aXl - aX2 - . 

(6.141) 

(a) Find the infinitesimal generator of an infinite-parameter Lie 
group of point transformations admitted by (6.141). 

(b) Find an invertible mapping relating (6.141) to a linear PDE. 
This mapping was previously found by Thomas (1944). 

5. Show that the infinitesimal generator (6.126) satisfies the criteria of 
Theorems 6.4.1-1,2, and hence find an invertible mapping which lin
earizes (6.125a,b). 

6. (a) Show that the nonlinear heat conduction equation 

~ [(Ul)_2aul] _ aul = 0 
OXl OXl OX2 

(6.142) 

does not admit an infinite-parameter Lie group of contact trans
formations. 

(b) Consider the related system of PDE's [see Chapter 7] 

ou2 = (ul)_20Ul , 
OX2 OXl 

(6.143a) 
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(6.143b) 

Show that system (6.143a,b) admits the infinite-parameter Lie 
group of transformations with infinitesimal generator given by 

2 ) 0 [( 1)2 0 2 )] 0 X=9(U,Z2 0Z1 - U ou2g(U,Z2 ou1' (6.144) 

where g( u2 ,Z2) satisfies the linear heat equation 

(6.145) 

Linearize system (6.143a,b) by an invertible mapping. 

(c) 'Transform (6.143)-(6.145) to (6.125)-(6.127) when p = O. 

(d) Show that 
2 ) 0 X=g(u ,Z2 -

OZl 
(6.146) 

is admitted by 

(
OU2)20U2 02u2 
- -=--2 
OZl OZ2 OZl 

(6.147) 

when g(U2,Z2) satisfies the linear heat equation (6.145). [See 
Exercise 6.4-3.] 

(e) Hence find a mapping JL which transforms any solution of the lin
ear heat equation to a solution of the nonlinear heat conduction 
equation (6.142). Is this mapping invertible? [cf. Storm (1950), 
Rosen (1979), BIuman and Kumei (1980), BIuman, Kumei, and 
Reid (1988).] 

7. Consider again Burgers' equation 

02U1 ou1 10U1 
-----u -=0. 
OZ~ OZ2 OZl 

(6.148) 

(a) Show that (6.148) does not admit an infinite-parameter Lie 
group of contact transformations. 

(b) Show that the related system of PDE's [see Chapter 7] 

(6.149a) 

(6.149b) 
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admits the infinite-parameter Lie group of transformations with 
infinitesimal generator 

x = eu~/4 {[2 ::1 (Xl, X2) + 9(Xl,X2)Ul] 8~1 

+ 4g(X1. X2) 8:2 } 

where g(X1. X2) satisfies the linear heat equation 

8g _ 82g _ 0 
8Xl 8x~-

[Vinogradov and Krasil'shchik (1984), Kersten (1987)]. 

(6.150) 

(6.151) 

(c) Use Theorems 6.4.1-1,2 to linearize system (6.149a,b). [Let Fl = 
g(Xl, X2), F2 = -11;. Then a~ = a~ = a~ = a~ = P? = 0, 

pf = u leu2 /4, Pl = 2eu2 /4, P~ = 4eu2 /4. Show that Xl = Xl, 
X 2 = X2, "pI = _e-u2/ 4 , "p2 = U2

1 e-u2/4 • Then the mapping 

Zl = Xl, Z2 = X2, WI = _e-u~ /4, w2 = u21 e-u2/4 transforms 
(6.150a,b) to 

8wl 2 ---w 8z1 - . 

Then 
82wl 8wl 
----0 
8zl 8z2 -

and the Hopf-Cole transformation 

ul=_2w2 =_28wl/8z1 
WI WI 

is derived as an application of Theorems 6.4.1-1,2.] 

6.5 Invertible Mappings of Linear PDE's to 
Linear PDE's with Constant Coefficients 

If a linear PDE has constant coefficients there is a whole arsenal of tech
niques to solve various boundary value problems posed for the equation. 
This gives rise to the natural questions: 

(i) Can we transform a given linear PDE with variable coefficients to a 
linear PDE with constant coefficients by an invertible point transfor
mation? 
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(ii) If this is possible, what is the most general form of such point trans
formations? 

The answer to the second question is equivalent to finding the most 
general invertible point transformation which maps a given linear PDE 
with constant coefficients to another linear PDE with constant coefficients. 

Both of these mapping questions can be fully formulated in terms of 
the infinitesimal generators of point symmetries admitted by a given linear 
PDE. In this section we establish necessary and sufficient conditions for 
mapping a variable coefficient linear PDE to a constant coefficient linear 
PDE. An algorithm is presented to determine whether such conditions hold 
for a given linear PDE and to determine the mapping when it exists. This 
work first appeared in BIuman (1983). 

Consider a pth order linear PDE R{ x, u} with n independent variables 
x = (Xl, X2, ... ,xn ) and dependent variable u: 

(6.152) 

defined on domain D C JRn • Our aim is to map (6.152) invertibly into a 
constant coefficient linear PDE S{z,w}, if possible, in terms of some new 
independent variables z = (Zl' Z2, ... , zn) and new dependent variable w: 

The mapping J.L must be of the form 

Zj = q,i(X), i = 1,2, ... , n, 

w = 1jJ(x,u) = G(x)u, 

(6.153) 

(6. 154a) 

(6.154b) 

in order to preserve linearity. We call G(x) the multiplier of the mapping 
(6.154a,b). The mapping is invertible provided 

det I ~~; I#;o in D. (6.155) 

A constant coefficient linear PDE S{z,w} with n independent variables 
is invariant under the n-parameter Lie group of translations Qz of its in
dependent variables. Hence it is necessary that R{ x, u} admit at least an 
n-parameter Lie group of point transformations in order to have an invert
ible mapping to a constant coefficient linear PDE. Moreover since Qz is 
Abelian and the mapping J.L must preserve the commutation relations of 
.cz , it is necessary that there be an n-parameter Abelian subgroup Q:z; of 
the Lie group of point transformations G:z; admitted by R{x, u}. We give 
an algorithm where the mapping J.L is found in the course of establishing 
the existence of an n-dimensional Abelian subalgebra .c:z; of L:z;. 
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A constant coefficient linear PDE S {z, w} admits n infinitesimal gener
ators of translations given by 

() 
Zo' = -;--, 0'= 1,2, ... ,n. 

UZo' 
(6.156) 

In order for the mapping Jl to exist the given linear PDE R{ x, u} must 
admit n infinitesimal generators of the form [cf. Theorem 4.2.3-7] 

() () 
Xo' = eO'j(x)-;-- + fO'(x)u-;;-, 0'= 1,2, ... , n, 

UXj uU 
(6.157) 

which satisfy the commutation relations 

[XO',Xp] = 0, 0',/3= 1,2, ... ,n. (6.158) 

From (6.l1a,b) the mapping Jl given by (6.154a,b) satisfies the mapping 
equations 

XO'(G(X)u) = ZO'w = 0, 

i, a = 1,2, ... , n; OO'i is the Kronecker symbol. 
From (6.159a,b) we obtain 

{)cPi 
eO'j-;-- = 00';' i,O' = 1,2, ... ,n, 

UXj 

()G 
eO'j-;--+fO'G =0,O'=1,2, ... ,n. 

UXj 

From (6.160a) it immediately follows that 

(6.159a) 

(6.159b) 

(6.160a) 

(6.160b) 

(6.160c) 

Hence from (6.155), (6.160a), we see that Jl is invertible if and only if 

(6.161) 

From the commutation relations (6.158) we obtain the integrability con
ditions 

O',/3,j = 1,2, ... ,n; (6.162a) 

0',/3 = 1,2, ... ,no (6.162b) 

The following theorem shows that the necessary conditions (6.160a,b), 
(6.162a,b) are also sufficient conditions to determine the mapping Jl. 
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Theorem 6.5.-1. If R{x,u} admits n infinitesimal generators (6.157) 
whose components {ejj(x),!j(x)} satisfy equations (6.162a,b) and condi
tion (6.161) then there exists a solution {-I>i(x), G(x)} of (6.160a,b) which 
defines an invertible mapping of the linear PDE R{x,u} to a constant co
efficient PDE S{z, w}. 

Proof. The proof is accomplished by showing that {-I>i(x), G(x)} solving 
(6.160a,b) whose coefficients are defined by (6.161), (6.162a,b), satisfies the 
integrability conditions 

02q,j 02q,j 
o 0 - 0 0 ' i,j,k = 1,2, ... ,nj (6.163a) 

Xj Xle Xle Xj 

02G 02G 
o 0 -0 0 ' j,k=1,2, ... ,n. (6.163b) 

Xj Xle Xle Xj 
We show that (6.163a) holds and leave the verification of (6.163b) to 

Exercise 6.5-1: 
Taking f)~k of (6.160a), we obtain 

(: . 02q,j __ Oeaj oq,j 
.. aJ - • OXleOXj OXle OXj 

Then 
Oq,a (: . 02q,j __ Oq,a Oeaj Oq,j .. ~ - , 
OXl OXleOXj ox/. OXle OXj 

and hence from (6.160c) we have 

02 q,j oq,a Oeaj oq,j 
OXleOx/. = - ox! OXle OXj . 

(6.164) 

From (6.160c) we get 

02q,j oq,a 02q,j 
OXleOx/. = OXle eam OXmOX/. . (6.165) 

Substituting (6.164) into the right-hand side of (6.165) and rearranging the 
order of the terms, we obtain 

(6.166) 

After substituting (6.162a) into the right-hand side of (6.166) and using 
(6.160c) we have 

02 q,j oq,a Oeaj oq,j 
OXleOl = - OXle ox/. OXj· (6.167) 

Comparing (6.164) and (6.167), we see that (6.163a) holds. 
We now summarize the mapping algorithm which determines whether or 

not a linear PDE R{x, u} can be mapped invertibly to a constant coefficient 
PDE S{z,w} and finds the mapping when it exists: 
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(i) Find the determining equations for the infinitesimals of the Lie group 
of point transformations leaving R{x,u} invariant. [It is unnecessary 
to solve the determining equations explicitly.] 

(ii) Use the determining equations to check if the coefficients of R{ x, u} 
are such that the system of equations (6.162a,b) has a nontrivial 
solution where det leij(x)1 f. 0 in some domain D. If the system of 
equations (6.162a,b) only has trivial solutions where det leij(x)1 == 0 
then no invertible mapping J1. is possible. 

(iii) Solve the system of equations (6.160a) to find ifJ(x) = (ifJl(X), ifJ2(X), 
... ,ifJn(x». 

(iv) Find the multiplier G(x) by solving the system of equations (6.160b) 
or, equivalently, by solving the system of equations 

.!. oG __ ~ oifJO/ 
GOXk - JO/ OXk ' k=1,2, ... ,n. (6.168) 

In the case oftwo independent variables, n = 2, we introduce the notation 
el = ell, 6 = 61. Tl = 62, T2 = 62· In this notation equations (6.162a,b) 
become 

(6.169a) 

(6.169b) 

(6.169c) 

(6.170a) 

(6.170b) 

(6.170c) 

(6.170d) 

equations (6.168) become 

.!. oG = _ [/1 OifJl + h OifJ2] , 
G OXl OXl OXl 

(6.171a) 

.!. 8G = _ [/1 8ifJl + h 8ifJ2] ; 
G OX2 OX2 OX2 

(6.171b) 

and the determinant condition (6.161) becomes 

6T2 f. 6 Tl. (6.172) 
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6.5.1 EXAMPLES OF MAPPING VARIABLE COEFFICIENT 
PDE's TO CONSTANT COEFFICIENT PDE's 

We now consider two examples where R{ x, u} has variable coefficients. 

(1) Parabolic Equation 

It is well-known that for any parabolic equation 

82v 8v 8v 
8x2 + a(x, y) 8x + {3(x, y) 8y + 'Y(x, y)v = 0, 

there exists a point transformation of the form 

such that (6.173) becomes 

Xl = Xl(X, y), 
X2 = X2(X, y), 
u = H(x, y)v, 

82u 8u 
8 2 + -8 + V(Xl,X2)U = 0, 

Xl X2 

(6.173) 

(6.174) 

for some function V(Xl, X2). We now determine V(Xl, X2) so that (6.174) 
can be mapped to a constant coefficient linear PDE S {z, w} and find a 
mapping when this is possible. 

If (6.174) admits 

then one can show that the determining equations for the infinitesimals 
(eO', TO', fa) reduce to 

Ta(Xl' X2) = Ta(X2), 

ea(Xl, X2) = ~Xl T~(X2) + Aa(X2), 

fa(xl' X2) = ~(xd2T::(X2) + ~xlA~(X2) + Ba(X2), 

with Ta(X2), Aa(X2), Ba(X2), V(Xl,X2) satisfying 

1 ( )2"'( ) 1,,( ) 1 "() I ( ) "8 Xl TO' X2 + 4" Ta X2 + "2xlAa X2 + Ba X2 

(6.175a) 

(6.175b) 

(6.175c) 

+ [~XlT~(X2)+Aa(X2)] ;~ +Ta(X2);~ +T~(X2)V=0, (6.176) 

a = 1,2. In order to satisfy (6.172) we must have 

(6.177) 
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Equations (6.169a,b) become 

T1(X2)T~(X2) = T2(X2)THx2), (6.178a) 

A2(X2)THx2) + 2A~(X2)T2(X2) = Al(X2)T~(X2) + 2A~(X2)T1(X2)' (6.178b) 

whose general solution is 

T1(X2) = kT2(X2), 

A1(X2) = kA2(X2) + t[T2(X2)F/2, 

(6.179a) 

(6.179b) 

for arbitrary constants k, t. In terms of (6.179a,b), the invertibility condi
tion (6.177) becomes 

(6.180) 

and hence it is necessary that T2 ::f:. 0, t ::f:. O. The transformation 

Zl = tz1 , 

Z2 = Z2 + kzl , 

maps any constant coefficient linear PDE S {z, w} into another constant 
coefficient linear PDE. Let 

X2 = X2, 
- 1 
Xl = i[X1 - kX2 ]. 

If e2 = 6, 1'2 = T2, e1 = Hel - k6], 1'1 = 1fTl - kT2], ¢1 = t,p1, ¢2 = 
,p2 + k,p1, then (e1, 1'1, e2, 1'2, ¢b ¢2) satisfy (6.170a-d) if and only if (e1, 
Tb 6, T2, ,p!, ,p2) do. Now relabel the quantities by unbarring all barred 
quantities. Without loss of generality, in (6.179a,b) we can set k = 0, i = 1, 
I.e. 

TI(X2) = 0, AI(X2) = [T2(X2)]1/2. (6.181) 

Then for a = 1 (6.176) becomes 

xIA~(X2)+2 [B~(X2)+A1(X2):~] =0 (6.182) 

and hence it is necessary that 

(6.183) 

Now assume that Vex!, X2) is of the form 

V(XI' X2) = QO(X2) + QI(X2)XI + Q2(X2)(XI? (6.184) 

Then from (6.182), (6.184) we get 

(6.185a) 
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B~ = -q1A1. (6.185b) 

The integrability condition (6.169c) and equations (6.175c), (6.181) lead to 

(6.186) 

Then 
(6.187) 

is a solution of (6.186). Finally (6.176) for a = 2 leads to B2 satisfying 

(6.188) 

If we know T2(X2) then A1, A2, B1, and B2 can be determined from 
(6.181), (6.185a,b), (6.187), and (6.188). Hence from Theorem 6.5-1 it fol
lows that (6.174) can be mapped invertibly to a constant coefficient linear 
PDE if and only if Vex!, X2) is of the form (6.184). 

Now we solve the mapping equations (6.170a-d), (6.171a,b) as follows: 
Equation (6.170d) leads to 

and thus 
(6.189) 

Then (6.170c) yields 

(6.190) 

From (6.181), (6.185a), and (6.190) we see that T = ¢2(X2) is any solution 
of the ODE 

(6.191) 

The solution of ODE (6.191) is left to Exercise 6.5-2. Equations (6.170a,b) 
lead to 

where 
D'(X2) = -A2(T,?/2. 

Finally, equations (6.171a,b) lead to the multiplier G(x): 

1 2Ai B1 
logG(x) = -4'(x1) A1 + Xl Al + W(X2) 

where 
W' = B2T' - A2Bl (T')3/2. 

Thus we have determined (¢1,¢2,G). One can then show that S{z,w} is 
the constant coefficient linear PDE 

02w ow 
!i'2+!i""""+rw=O 
uZl UZ2 
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where the constant 

r = ~A~A1 - (Bd2 + B2 + qo(Ad2. 

(2) Hyperbolic Equation 

Let R{ x, u} be the hyperbolic equation 

~u ~ ~ 
a a +a(xb x2)-a +.8(X1,X2)-a +r(X1,X2)U=0. 

Xl X2 Xl X2 

PDE (6.192) admits 

a a a 
6(X1,X2)-a +TA(Xl,X2)-a +fA(x1,x2)U-a Xl X2 u 

if and only if (6,TA'/A) satisfy 

6 = ~A(xd, 

TA = TA(X2), 

aa fA = - [.8~~(xd + aa.8 6(xd + aa.8 TA(X2)] , 
Xl Xl X2 

aafA = - [aT~(X2) + aaa TA(X2) + aaa 6(xd] , 
X2 X2 Xl 

a2h afA afA I I 
a a + a-a + .8-a + r[~A(xd + TA(X2)] Xl X2 Xl X2 

ar ar 
+ -a ~A(xd + -a TA(X2) = 0, 

Xl X2 
A = 1,2. In order to satisfy (6.172) we must have 

6(xdT2(X2) f:. 6(X1)T1(X2). 

The integrability conditions (6.169a,b) lead to 

T2(X2) = kT1(X2), 

6(X1) = f6(xd, 

for arbitrary constants k, l. By letting 

Zl = Zl + kz2 , 

Z2 = Z2 + iz1 , 

without loss of generality we can set k = f = 0, i.e. 

(6.192) 

(6.193a) 

(6.193b) 

(6.193c) 

(6.193d) 

(6.193e) 

(6.194) 

(6.195a) 

(6.195b) 

(6.196) 

Let T1(X2) and 6(X1) be arbitrary functions of their respective arguments. 
From (6.193c,d) and (6.196) we have 
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(6.197a) 

(6.197b) 

(6.197c) 

(6.197d) 

The integrability condition (6.169c) and equations (6.197a,d) lead to the 
first necessary condition 

8{3 800 
(6.198) 

8X2 - 8Xl· 

Let 
800 

(6.199) 8 = - + Oo{3 - 'Y. 
8Xl 

Then after substituting (6.197a-d) into (6.193e) for A = 1,2, we obtain 

(6.200a) 

888 6{Xl) + 8e~{xd = 0, 
Xl 

(6.200b) 

which lead to the second necessary condition 

(6.201) 

In particular 8{Xl, X2) must be separable in the form 

(6.202) 

for arbitrary A{Xl)' B{X2) where m = 0 if 8 == 0, and m = 1 if 8 ;t o. If 
m = 1, then from (6.200a,b), 

1 
Tl{X2) = B{X2)' 

1 
6{Xl) = A{xd· 

(6.203a) 

(6.203b) 

If m = 0, then Tl{X2) and 6{x!) remain as arbitrary functions of their 
respective arguments. A solution of (6.197a-d) is 

(6.204a) 
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h = -,86(xt}. (6.204b) 

Hence from Theorem 6.5-1 it follows that (6.192) can be mapped invertibly 
to a constant coefficient linear PD E if and only if its coefficients (a,,8, "'I) 
satisfy the equations 

0,8 oa 
OX2 = OX1' 

oa 
~ + a,8 - "'I = mA(xt}B(X2) 
U X 1 

for some functions A(xt), B(X2) and constant m. 
For any (a,,8, "'I) satisfying (6.198), (6.199), and (6.202) we now construct 

a mapping I' to a constant coefficient linear PDE S{z,w}: The mapping 
equations (6.170a-d) lead to 

tP1(X1, X2) = tP1(X2) = J _(1 )dX2' 
T1 X2 

tP2(X1, X2) = tP2(Xt} = J 6(~1/X1' 
Then (6.171a,b) leads to the multiplier G(x) satisfying 

logG(x) = J a(xl. X2)dx2. 

Thus we have determined (tP1, tP2, G). The corresponding constant coeffi
cient linear PD E S {z, w} is given by 

02W 
~-mw=O. 
U ZlU Z2 

In summary we have proved the following theorem: 

(6.205) 

Theorem 6.5.1-1. The hyperbolic PDE (6.192) can be mapped invertibly 
by a point transformation to a constant coefficient linear PDE if and only 
if its coefficients (a,,8,"'I) satisfy 

0,8 oa oa 
OX2 = OX1' OX1 + a,8 - "'I = mA(xt)B(X2) 

for some functions A(X1), B(X2), and constant m = 0 or 1. 

(i) If m = 0, then the mapping I' given by 

Z1 = tPl(Xl, X2) = Xl, Z2 = tP2(Xl' X2) = X2, 

w = ¢( Xl, X2) = U exp [J a( Xl. X2) dX2] , 

transforms PDE (6.192) to the wave equation 

02w 
---0 OZ1 0Z2 - • 
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(ii) If m = 1, then the mapping JI. given by 

Zl = <P1(Xb X2) = J B(x2)dx2, 

Z2 = <P2(X1, X2) = J A(X1)dxb 

W = tJ!(X1' X2) = uexp [J a(x1' X2) dX2] , 

transforms PDE (6.192) to the Klein-Gordon equation 

a2w 
---w=O. 
aZ10Z2 
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&.5.2 MAPPING CONSTANT COEFFICIENT PDE's TO 

CONSTANT COEFFICIENT PDE's 

Consider the problem of finding the most general invertible point trans
formation which maps a given constant coefficient linear PDE R{ x, u} to 
another constant coefficient linear PDE S{ z, w}. To do this we modify the 
mapping algorithm developed in Section 6.5 by finding the general solution 
of equations (6.162a,b) and the general solution of the mapping equations 
(6.160a,b). This algorithm was applied to R{x,u} given by the biharmonic 
equation 

(6.206) 

in BIuman and Gregory (1985). In this paper it was shown that the most 
general invertible point transformation which maps PDE (6.206) to another 
constant coefficient linear PDE is given by the conformal mapping 

Zl + iZ2 = <P = <P1 + i<P2 = ~ log [1 + A (:; : ~ ) ] , (6.207a) 

(6.207b) 

where Z = Xl + iX2, and (A, a, b, e, d) are arbitrary complex constants with 
ad - be # O. The corresponding real constant coefficient linear PDE is 

(::? + :Z~ r w + [A2 + (A)2] (::~ - ::l) w 

+ 2i[(A)2- A2]a82: + IAI4w = 0, 
Zl UZ2 

(6.208) 

where A is the complex conjugate of A. 
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In the limiting case A = 0, (6.207a,b) becomes 

. '" '" .'" aZ+b Zl + ZZ2 = 0/ = 0/1 + Zo/2 = --, 
cZ+d 

(6.209a) 

(6.209b) 

where (a, b, e, d) are arbitrary complex constants with ad - be ::p 0, and 
PDE (6.208) is the biharmonic equation 

(::~ + ::~) 2 w = O. (6.210) 

Equations (6.209a,b) define the Lie group of point transformations admit
ted by the biharmonic equation (6.206). Equation (6.209a) is the group of 
bilinear transformations acting on (Xl, X2)-space. 

Exercises 6.5 

1. Verify the integrability conditions (6.163b) of Theorem 6.5-1. 

2. Reduce ODE (6.191) to a Riccati equation and two quadratures. 

3. (a) Show that if r == 0 then PDE (6.192) can be mapped invertibly 
by a point transformation to the wave equation 8~::fz2 = 0 if 
and only if a and f3 are of the form 

D'(X2) f3 C'(Xl) 
a(xl,x2) = C(Xl) + D(X2)' (Xl. X2) = C(xI) + D(X2) 

where C(Xl) and D(X2) are arbitrary differentiable functions of 
their respective arguments. 

(b) Find the mapping Jl [BIuman (1983)]. 

4. Consider the class of hyperbolic equations given by 

2 a2u a2u 
c (Xl,X2)a 2 - a 2 =0. 

Xl X2 

(a) Show that such a PDE can be mapped invertibly by a point 
transformation to the wave equation 

if and only if C(Xl, X2) is of the form 

( ) ao + 2alXl + a2(xl)2 
C Xl,X2 = )2 bo + 2blX2 + b2(X2 
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where the constants (ao, a1, a2, bo, b1, b2) are related by 

(ad 2 - aOa2 = (b1)2 - bob2 = A. 
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(b) Find the mapping J.l [Hint: Distinguish between the cases A < 0, 
A > 0, A = 0.] [BIuman (1983)]. 

5. Consider the hyperbolic equation 

2 82u 82u 
e (:&1).Q 2 - .Q 2 = O. 

V:&l V:&2 

(a) Show that this PDE can be mapped invertibly by a point trans
formation to a constant coefficient linear PDE if and only if e(:&l) 

satisfies the fourth order ODE 

[ 
e2e'" ] I 

2ee" - (e/)2 = O. 

(b) Reduce this ODE to a first order ODE and three quadratures 
using the reduction algorithm of Chapter 3. 

(c) Find the mapping J.l [BIuman (1983)]. 

6. (a) Show that the elliptic equation 

82u 82 u 8u 8u 
.Q 2 + .Q 2 + n(:&l' :&2) n- + (3(:&1, :&2) n- + 1'(:&1, :&2)U = 0 
v:&l v:&2 v:&l V:&2 

can be mapped invertibly by a point transformation to a con
stant coefficient linear PDE if and only if its coefficients (n, (3, 1') 
satisfy 

8(3 8n 
8:&1 = 8:&2' 

2 (:~ + :~) + n2 + (32 - 41' = IK(Z)12 

for some analytic function K (Z) of the complex variable Z = 
:&1 + i:&2. 

(b) Find the mapping J.l and show that the constant coefficient PDE 
is equivalent to 
(i) Laplace's equation 

82 w 82w 
~+~=O if K(Z)=Oj 
VZ1 VZ2 

(ii) the Helmholtz equation 

82 w 82w 
~ + ~ - w = 0 if K(Z) t O. 
vZ1 vZ2 
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6.6 Discussion 

In this chapter we showed how infinitesimal transformations can be used 
to determine whether or not a given differential equation can be mapped 
invertibly into a differential equation of a specific class of target differential 
equations provided that the specific class of target differential equations 
can be completely characterized in terms of symmetries. Algorithms were 
given to construct such mappings when they exist. In particular we fully 
considered the cases where 

(i) the given differential equation is a nonlinear scalar PDE and the 
target class of differential equations is any linear scalar PDE; 

(ii) the given differential equation is a nonlinear system of PDE's and the 
target class of differential equations is any linear system of PDE's; 

(iii) the given differential equation is a linear scalar PDE with variable 
coefficients and the target class of differential equations is any linear 
scalar PDE with constant coefficients. 

We also considered the problem of finding the most general invertible map
ping which can transform a given linear scalar PDE with constant coeffi
cients to another linear scalar PDE with constant coefficients. 

Another type of mapping problem (the equivalence problem) involves 
finding the most general invertible point transformation (the equivalence 
transformation) which leaves a specific class of differential equations in
variant. An example of such a problem is the following: Consider a wave 
equation of the form 

Find the most general invertible point transformation, acting on the aug
mented (x, t, u, v)-space, which transforms any solution of this PDE into a 
solution of a wave equation of the same form, which becomes, after rela
belling the transformed variables, 

82u 82u 
8t2 - V{x) 8x2 = 0, 

for some V(x) > O. Here the equivalence problem involves finding all V(x) 
equivalent to v(x). 

Clearly the set of all point transformations defined by the equivalence 
transformation forms a group of transformations. Consequently for a spe
cific class of differential equations one can use Lie's algorithm to compute 
infinitesimal transformations for admitted equivalence transformations [cf. 
Ovsiannikov (1982)]. Here the Lie group acts on an augmented space of 
variables which includes the "dependent" variables associated with the 
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equivalence problem as well as the independent and dependent variables 
of any member of a specific class of differential equations. After computing 
the infinitesimals of the equivalence transformation, one then determines 
the global equivalence transformation. It is important to note that one can 
use analytic continuation in the complex plane to extend the domain of 
validity of the parameters of the equivalence transformation obtained by 
Lie's algorithm. 

In the next chapter we consider auxiliary systems of differential equations 
associated with a given system of one or more differential equations where 
at least one of the differential equations of the given system is written in 
a conserved form. This allows us to extend the applicability of Theorems 
6.4.1-1,2 to linearize nonlinear PDE's by non-invertible mappings when the 
auxiliary system of PDE's admits an infinite-parameter Lie group of point 
transformations. 



7 

Potential Symmetries 

7.1 Introduction 

As defined previously, a symmetry group of a differential equation is a 
group which maps any solution of the differential equation to another solu
tion of the differential equation. In previous chapters we considered symme
tries defined by infinitesimal transformations whose infinitesimals depend 
on independent variables, dependent variables, and derivatives of depen
dent variables. Such symmetries are local symmetries since at any point 
x the infinitesimals are determined if u(x) is sufficiently smooth in some 
neighborhood of x. In Chapters 5 and 6, by enlarging the classes of local 
symmetries admitted by given differential equations from point symmetries 
to contact symmetries, and, still more generally, to Lie-Backlund symme
tries, we could find more conservation laws, construct mappings to related 
differential equations, and determine more invariant solutions. 

In this chapter we further enlarge the classes of symmetries of differential 
equations by considering nonlocal symmetries whose infinitesimals, at any 
point x, depend on the global behavior of u(x). In particular a symmetry 
is nonlocal if its infinitesimals depend on integrals of dependent variables. 
We systematically find nonlocal symmetries admitted by a given differen
tial equation by realizing such symmetries as local symmetries which are 
admitted by an associated auxiliary system of differential equations. 

For PDE's we establish a formulation which can be applied to a system 
of PDE's R{ x, u}, with independent variables x and dependent variables 
u, when at least one PDE of the system can be written in a conserved form 
with respect to some choice of its variables. A conserved form naturally 
leads to auxiliary dependent variables v which are potentials and to an aux
iliary system ofPDE's S{x,u,v}. Most importantly R{x,u} is embedded 
in S{x,u,v}: Any solution (u(x), v(x)) of S{x,u,v} will define a solution 
u( x) of R{ x, u} and to any solution u( x) of R{ x, u} there corresponds a 
function v(x) such that (u(x),v(x)) defines a solution of S{x,u,v}. 

Suppose we find local symmetries defining a group Gs admitted by 
S{x,u,v}. Any symmetry in Gs maps any solution of S{x,u,v} into an
other solution of S {x, u, v} and hence maps any solution of R{ x, u} into 
another solution of R{x,u}. Consequently Gs induces symmetries admit
ted by R{ x, u}. A local symmetry in G s will induce a nonlocal symmetry 
admitted by R{x,u} if the infinitesimals of variables (x,u) of S{x,u,v} 
depend explicitly on the potential variables v. We call such a nonlocal sym-



7.2. Potential Symmetries for Partial Differential Equations 353 

metry a potential symmetry of R{:c, u}. Potential symmetries admitted by 
R{:c, u} can be computed by Lie's algorithm since they are realized as local 
symmetries admitted by an auxiliary system S{:c,u,v}. A local symmetry 
of S{:c,u,v} can be of point, contact, or Lie-Backlund type. The potential 
symmetries in our examples will arise from point symmetries. 

A potential symmetry leads to the construction of solutions of a given 
system of PDE's R{x,u} which cannot be obtained as invariant solutions 
of its local symmetries. Suppose a potential symmetry arises from a point 
symmetry of an auxiliary system S{x, u, v}. If (u(x), v(x)) is a correspond
ing invariant solution of S{x,u,v}, then the solution u(x) of R{x,u} is 
generally not an invariant solution of any point symmetry admitted by 
R{x,u}. 

Moreover a potential symmetry can be used to construct the solution of 
a boundary value problem posed for a given system of PDE's R{ x, u}. As
sume that a BVP for R{ x, u} can be embedded in a BVP for an auxiliary 
system S{x, u, v} in the following sense: If (u(x), v(x)) solves the BVP for 
S {x, u, v}, then u( x) solves the BVP for R{ x, u}. Then a point symmetry 
admitted by the BVP for S{x, u, v} leads to the construction of the solu
tion of the BVP for R{ x, u}. Another important application of potential 
symmetries is their use in the construction of non-invertible mappings to 
relate nonlinear PDE's to linear PDE's. 

We establish another formulation for a scalar ODE R{x,u} which does 
not admit a point symmetry. We assume that R{ x, u} can be written in 
a conserved form through the use of a non-invertible transformation of u 
which introduces an auxiliary variable v. This leads to an auxiliary ODE 
S{ x, v}. Any solution v(x) of S{x, v} will define a solution u(:c) of R{ x, u}. 
A point symmetry admitted by S {x, v} is called a potential symmetry of 
ODE R{x,u}. A potential symmetry of R{x,u} essentially reduces the 
order of R{ x, u} since the corresponding point symmetry of S {x, v} reduces 
the order of S { x , v}. 

7.2 Potential Symmetries for Partial Differential 
Equations 

Consider a scalar PDE R{:c, u} of order k which is written in a conserved 
form 

Ddi(x,u,u, ... , u ) = 0 
1 k-l 

(7.1) 

with independent variables x = (Xl,X2, ... ,Xn ) and a single dependent 
variable Uj 



354 7. Potential Symmetries 

i = 1,2, ... , n. Since PDE (7.1) is in a conserved form, there exists !n(n-l) 
functions wij , components of an antisymmetric tensor (i < i), such that 
(7.1) can be expressed in the form [Slebodzinski (1970)] 

. ~ . a .. ~ . 1 a .. 
f'(x,u,u, ... , u ) = L.J(-I)'~W·J + L.J(-I)·- ~wJ', 

1 k-1 i<j VXj j<i VXj 
(7.2) 

i,i = 1,2, ... ,n. 
Equations (7.2) define a system of n PDE's with 1 + !n(n - 1) depen

dent variables (u, wij ). Consequently (7.2) is an underdetermined system 
of PDE's if n ~ 3. We can impose suitable constraints (effectively a change 
of gauge) on the functions wij so that system (7.2) becomes a determined 
system of PDE's. This is accomplished by imposing the conditions 

wij = 0 for j =I i + 1, 

and introducing the potentials v = (v 1, v2 , ••• ,vn - 1) with 

Vi = Wi ,i+1, i = 1,2, ... ,n - 1. (7.3) 

Then the system of PDE's (7.2), associated with R{x,u} given by (7.1), 
becomes the following auxiliary system of PDE's S{ x, u, v}: 

1 a 1 1 (x,u,u, ... , u)= ~v, 
1 k-1 VX2 

fj(x,u, u, ... , u ) = (_I)j-1 [~J + ~vj-1], 1 < i < n, 
1 k-l VXj+1 VXj_l 

f n( ) (l)n-1 a n-l X,U,U, ... , U = - -!l--V. 
1 k-1 VXn -1 

(7.4) 

If (U(X), v(x)) is a solution of the system of PDE's S{ x, u, v} given by (7.4), 
then u(x) solves PDE R{x, u} given by (7.1). 

If n = 2, let 

l=/(x,u,u, ... , u), 
1 k-1 

12 = -g(x, u, u, ... , u ), 
1 k-1 

so that R{x,u} becomes 
(7.5) 

Let the potential W12 = v1 = v. Consequently the auxiliary system S{x, u, v} 
corresponding to conserved form (7.5) is given by 

av 
~ = I(x,u,u, ... , u ), 
vX2 1 k-1 

(7.6a) 
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ov 
~ = g(x, u, u, ... , u ). (7.6b) 
UXl 1 k-l 

Now assume that the auxiliary system S{x, u, v} given by (7.4) admits 
a one-parameter (£) Lie group of point transformations 

v· = Vs(x, u, v; £) = V + £(s(x, u, v) + 0(£2), 

(7.7a) 

(7.7b) 

(7.7c) 

with infinitesimals es, 17s, and (s corresponding to x, u, and v, respectively. 
The infinitesimal generator corresponding to (7.7a-c) is denoted by 

000 
Xs = eSi(X,U,V)'!l + 1]s(x,u,v)~ + (~(x,u,v)~; (7.8) 

UXi uU uv IA 

eSi( x, u, v), i = 1,2, ... , n, denote the components of es(x, u, v); (~(x, u, v), 
Jt = 1,2, ... , n -1, denote the components of (s(x, u, v). The group (7.7a
c) maps any solution of S{x,u,v} into another solution of S{x,u,v} and 
hence induces a mapping of any solution of R{ x, u} into another solution 
of R{x,u}. Thus the group (7.7a-c) is a symmetry group of PDE R{x,u}. 

If the infinitesimals (es(x,u,v),17s(x,u,v)) of (7.7a,b) do not depend 
explicitly on v, i.e., 

OeSi = 0 
ovlA - , 

01]s = 0 
ovlA - , i=1,2, ... ,n, Jt=1,2, ... ,n-l, 

then (7.7a-c) only defines a point symmetry (7.7a,b) admitted by R{x,u} 
with infinitesimal generator 

where 

a a x = ei(X,U)'!l + 1](x,u)~ 
UXi uU 

eSi=ei(X,U), i=1,2, ... ,nj 

1]s = 1](x, u). 

(7.9) 

If the infinitesimals (es(x, u, v), 1]s(x, u, v)) of (7.7a,b) do depend explic
itly on v then (7.7a-c) defines a nonlocal symmetry Xs of R{x,u}. This 
symmetry is a nonlocal symmetry since the potentials v defined by the 
auxiliary system (7.4) appear only in derivative form in (7.4). This leads 
us to the following definition and to the proof of the subsequent theorem: 

Definition 7.2-1. The point symmetry (7.7a-c) admitted by the auxiliary 
system of PDE's S{x,u,v} [(7.4)] defines a potential symmetry admitted 
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by R{x,u} [(7.1)] if and only if the infinitesimals (es(x,u,v), 77s(X,U,v)) 
depend explicitly on v. 

Theorem 7.2-1. A potential symmetry of R{x,u} is a nonlocal symmetry 
of R{x, u}. 

If R{ x, u} is a scalar evolution equation with two independent variables 
x = (Xl, X2) written in conserved form 

where 
Opu 

up = ~ p' p= 1,2, ... ,k-1, 
vX1 

with associated auxiliary system S {x, u, v} given by 

ov 
--u 
OX1 - , 

(7.10) 

(7. 11 a) 

(7.11b) 

then a solution (u(x),v(x» of S{x,u,v} leads to a solution v(x) of the 
evolution equation T {x, v} given by 

(7.12) 

The following theorem establishes a one-to-one correspondence between 
point symmetries ofT{x,v} and point symmetries of S{x,u,v}: 

Theorem 7.2-2. A point symmetry of S{x, u, v} [(7.11a,b)] induces a 
point symmetry of T{ x, v} [(7.12)] and, conversely, a point symmetry of 
T{x, v} induces a point symmetry of S{x, u, v}. 

Proof. See Exercise 7.2-3. 0 

Note that equation (7.11a) defines a Backlund transformation [cf. Rogers 
and Shadwick (1982)] relating any solution of PDE (7.12) to a solution of 
PDE (7.10). 

7.2.1 EXAMPLES OF POTENTIAL SYMMETRIES 

(1) Burgers' Equation 

Let R{x,u} be Burgers' equation 

02 u _ u au _ au - 0 
ox~ OX1 OX2 - • 

(7.13) 
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Equation (7.13) can be written in the conserved form 

( aU 2) Dl 2 OXl - U - D2(2u) = O. 

The auxiliary system S{x,u,v} associated with (7.13) is given by 

Ov 
--2u OXl - , 

(7.14) 

(7.15a) 

(7.15b) 

Vinogradov and Krasil'shchik (1984) [see also Kersten (1987)] showed that 
the system of PDE's (7.15a,b) admits the infinite-parameter Lie group of 
point transformations with infinitesimal generator 

where ?jJ(x) is any solution of the linear heat equation, i.e., 

The components of (7.16a) are 

eSl(X, u, v) = eS2(X, u, v) == 0, 

17S(X,u,v) = ev / 4 [2a~;:) + ?jJ(X)U] , 

(1{x, U, v) = 4eV / 4 ?jJ(x). 

Consequently (7.16a,b) defines a potential symmetry of (7.13). 

(7.16a) 

(7.16b) 

If (u(x), v( x)) satisfies (7 .15a,b), then u( x) solves Burgers' equation (7.13) 
and vex) solves T{x,v} given by 

02 v av 1 ( ov ) 2 _ 0 
oXI - OX2 - 4 OXl -. (7.17) 

[PDE (7.17) is an integrated form of Burgers' equation: If vex) satisfies 
(7.17) then u(x) = ~ ::, solves Burgers' equation.] It immediately follows 
from the form of (7.16a,b) that PDE (7.17) admits the infinite-parameter 
Lie group of point transformations defined by infinitesimal generator 

(7.18) 
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where t/J(x) is any solution of (7.16b). Thus infinitesimal generator (7.16a,b) 
leads to a potential symmetry for Burgers' equation (7.13) and to a point 
symmetry of the integrated form of Burgers' equation (7.17). 

(2) Nonlinear Heat Conduction Equation 

Let R{ x, u} be the nonlinear heat conduction equation 

~ (K(U)~) - ~ = O. 
OXl OXl OX2 

(7.19) 

As it is written, PDE (7.19) is already in a conserved form. Its associated 
auxiliary system S{x,u,v} is given by 

ov 
--u OXl - , (7.20a) 

(7.20b) 

The infinitesimal generators for point symmetries admitted by (7.20a,b) 
were given in Section 4.3.4. From the forms of these infinitesimal generators 
we have [BIuman, Kumei, and Reid (1988)]: 

Theorem 7.2.1-1. The nonlinear heat conduction equation (7.19) admits 
a potential symmetry, corresponding to auxiliary system (7.20a,b), if and 
only if the conductivity K(u) is of the form 

1 [ J du ] Ku= expr , 
() u2 + pu + q u2 + pu + q 

(7.21) 

where p, q, and r are arbitmry constants. 

The corresponding infinitesimal generators of potential symmetries ad
mitted by (7.19) are listed below. Two cases arise: 

(i) K(u) = A(U+K)-2, A, K arbitrary constants. Here (7.19) admits 

potential symmetries 

a 
+ [2AX2 + KXl (v + KXl)] ov ; 

XS2 = -xd( v + KXl)2 + 2AX2] jlo + 4A(X2)2 !J0 
VXl VX2 

a + (u + K)[6AX2 + (v + KXt)2 + 2Xl(U + K)(V + KXl)]ou 

(7.22a) 
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(7.22b) 

(7.22c) 

where z = v + II:X1, and w = '¢(z, X2) is an arbitrary solution of the linear 
heat equation 

>. {)2w _ {)w _ 0 (7.22d) 
{)z2 ()X2 - . 

(ii) K(u) = 1 exp [rf du ] (p, q, r arbitrary con-
u2 + pu + q u2 + pu + q 

stants such that p2 - 4q - r2 I: 0). 
Equation (7.19) admits the potential symmetry 

() () 2 () .)() ( ) Xs=v-+(r-p)X2--(U +pu+q)--(qx1+pV-. 7.23 
{)X1 {)X2 {)u ()v 

If (u(x), v(x)) satisfies (7.20a,b) then u(x) solves the nonlinear heat con
duction equation (7.19) and v(x) solves T{x,v} given by 

K ( ()v ) {)2v _ {)v - 0 
{)XI {)x~ ()X2 - . 

(7.24) 

[PDE (7.24) is an integrated form of the nonlinear heat conduction equa
tion: If v(x) satisfies (7.24) then u(x) = ::1 solves (7.19).] Consequently 
from the form of the infinitesimal generators admitted by (7.20a,b) [cf. Sec
tion 4.3.4] we obtain the following group classification of point symmetries 
admitted by (7.24) [/:; = VI]: 

(i) I K (vI) arbitrary I 
Equation (7.24) admits 

() 
Y I -- ()v' 

(ii) I K(vt) = >'(V1 + II:Y, >., 11:, v (I- -2) arbitrary constants. I 
In this case (7.24) admits infinitesimal generators (7.25) and 

Y5=XI-+ 1+- v+-- -. () [( 2) 211:Xl] () 
{)X1 v v ()v 

(iii) K(vt) = >'(VI + 11:)-2, >., II: arbitrary constants. 

(7.25) 

(7.26) 
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Here (7.24) admits infinitesimal generators (7.25), (7.26) and 

a a 
Y6 = -Xl(V + II:x!)-a + [2AX2 + II: X 1 (v + II:X!)]-a ; 

Xl V 

Y7 = -xd(v + II:Xl)2 + AX2] aa + 4A(X2)2 a
a 

Xl X2 
a + [II:Xl( v + II:x!)2 + 2AX2(2v + 3I1:Xl)] av; 

Y 00 = tP(Z,X2) [a:l - II: :v] , 

(7.27a) 

(7.27b) 

(7.27c) 

where z = v + II:Xl and w = tP(z, X2) is an arbitrary solution of (7.22d). 

(p, q, r arbi-

trary constants such that p2 - 4q - r2 f; 0). 
In this case (7.24) admits infinitesimal generators (7.25) and 

a a a 
Ys = v-a + (r - p)X2-a - (qxl + pV)-a . (7.28) 

Xl X2 v 

The point group classification of (7.24) has also been derived by Akhatov, 
Gazizov, and Ibragimov (1987). If the conductivity K(u) is given by (7.21) 
then the infinitesimal generators of point transformation groups admitted 
by (7.20a,b) induce potential symmetries for the heat conduction equation 
(7.19) and point symmetries of its integrated form (7.24). 

(3) Wave Equation for an Inhomogeneous Medium 

Suppose R{ x, u} is the wave equation for a variable speed c( Xl): 

a2u a2u 
a 2 - C2(Xl)-a 2 = o. 

X2 Xl 
(7.29) 

PDE (7.29) can be written in the conserved form 

Dl (:X~) -D2 (c2(~1) :xuJ = o. (7.30) 

The auxiliary system S{x,u,v} associated with (7.30) is then 

av 1 au 
aXl = c2(xd aX2 ' 

(7.31a) 

av au 
aX2 = aXl· (7.31b) 



7.2. Potential Symmetries for Partial Differential Equations 361 

The infinitesimal generators for point symmetries admitted by (7 .31a,b ) 
were given in Section 4.3.4. By examining the forms of these infinitesi
mal generators we have the following theorem [BIuman, Kumei, and Reid 
(1988)]: 

Theorem 7.2.1-2. The wave equation (7.29) admits a potential symmetry, 
corresponding to auxiliary system (7 .31a,b), if and only if its wave speed 
C(XI) satisfies the ODE 

ee'(eJe')" = const = J1.. (7.32) 

We distinguish between the cases J1. = 0 and J1. 'I O. 

Case I. J1. = 0: To within arbitrary sealings and translations of Xl in e(xI), 
for the following wave speeds e(xI) equation (7.29) admits the indicated 
potential symmetries: 

(i) e(xI) = (XI)C, c ('10,1) an arbitrary constant: 

a [ 2 (xI)2-2C] a 
Xs = 2XIX2 aXI + (1 - C)(X2) + 1 _ C aX2 

+ [(2C - 1)x2u - XIV] :u - [X2V + (XI)I-2C U]:V' (7.33) 

(ii) e(xI) = Xl: 

(7.34) 

(iii) e(xI) = eXl : 

Xs = -4X2 00 + 2[(X2)2 + e- 2Xl ] 00 + 2[v - 2X2U] 00 
Xl Xl U 

+ 2e- 2x, u :v' (7.35) 

Case II. J1. 'I 0: If e(xI) solves (7.32) with J1. 'I 0 then e(xI) reduces to one 
of the standard forms (4.156a-d). If e(xd solves either 

e' = V-I sin(v log e) 

or 
e' = V-I sinh(v loge), 

then PDE (7.29) admits two potential symmetries 

±X {2e a [( e ) I ] a Xs± = e 2 -- ± 2 - -1 -
e' aXI e' aX2 

(7.36a) 

(7.36b) 
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+ ([2 - (~)/] U =f ~v) ~ - [(~)I V ± ~U] ~}. (7.37) 
c' c' au c' cc' av 

If (u( x), v( x)) satisfies (7.31a,b) then u( x) solves the wave equation (7.29) 
and v(x) solves an associated wave equation 

(7.38) 

Note that PDE (7.38), as it is written, is already in conserved form and 
leads to the same auxiliary system (7.31a,b) as PDE (7.29) with u(x) 
now playing the role of the potential variable. Consequently by examin
ing the forms of infinitesimal generators admitted by the auxiliary system 
S{x, u, v} [(7.31a,b)] we see that if the wave speed C(Xl) satisfies ODE 
(7.32) then both PDE's (7.29) and (7.38) admit potential symmetries. 

7.2.2 COMPARISON OF POINT SYMMETRIES OF R{x,u} 
AND S{x,u,v} 

Let g R denote the Lie group of point symmetries admitted by R{ x, u}, and 
let gs denote the Lie group of point symmetries admitted by an auxiliary 
system S{x,u,v}. As was demonstrated for certain conductivities for the 
nonlinear heat equation and certain wave speeds for the wave equation, 
a point symmetry in gs does not necessarily define a point symmetry in 
gR. Conversely a point symmetry in gR may not correspond to a point 
symmetry in gs: It could happen that PDE R{x, u} admits an infinitesimal 
generator 

a a x = ei(X, u)~ + TJ(x, u)n-
UXi uU 

but its auxiliary system S {x, u, v} admits no infinitesimal generator of the 
form 

xS=ei(X,U)!'la +ij(x,u)! +(I-'(x,u,v)!'la , 
UXi uU uvl-' 

with ij(x, u) == TJ(x, u), {i(X, u) == ei(X, u), i = 1,2, ... , n. We show that this 
situation arises for both the nonlinear heat conduction equation and the 
wave equation. 

(1) Nonlinear Heat Conduction Equation 

If K(u) = A(U + ",)-4/3, then S{x, u, v} given by (7.20a,b) admits no point 
symmetry corresponding to the infinitesimal generator 

admitted by R{x, u} given by (7.19). 
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(2) Wave Equation for an Inhomogeneous Medium 

In Section 4.2.4 we showed that the wave equation (7.29) admits a nontrivial 
four-parameter Lie group of point transformations (;R if and only ifits wave 
speed e(x1) satisfies (4.78) or, equivalently, the fifth-order ODE 

I 

{ 
2 [H'" [2(H')3 - 2H H' H" - (H")2]] } 

e 2H' + H2 + 3 [2H' + H2p = 0, (7.39) 

where 
H = e'le. 

In Section 4.3.4 we showed that the auxiliary system of PDE's (7.31a,b) 
associated with the wave equation (7.29) admits a nontrivial four-parameter 
Lie group of point transformations (;s if and only if its wave speed e(xd 
satisfies (7.32) or, equivalently, the fourth-order ODE 

[ee'( el e')'1' = o. (7.40) 

One can show [BIuman and Kumei (1989)] that a wave speed e(x1) si
multaneously satisfies ODE's (7.39) and (7.40) if and only if e(x1) satisfies 
either 

(ele')" = 0 (7.41) 

or 
1 

e2e'e'" + e(e')2e" - e2(e")2 - _(e')4 = O. (7.42) 
4 

The solution of (7.41) is 

and the solution of (7.42) consists of two families of solutions given implic
itly by 

Je(xd - arctanCJe(x1) = AX1 + B, (7.44a) 

and 

2Je(x1) + log I( Je(x1) - C)/( Je(xd + C)I = AX1 + B, (7.44b) 

where A, B, and C are arbitrary constants. 
A wave speed e( Xl) simultaneously solves ODE's (7.41) and (7.42) if and 

only if either 
(7.45a) 

or 
(7.45b) 

If a wave speed e(x1) satisfies (7.39) and does not satisfy (7.41) or (7.42), 
then there exists an infinitesimal generator of a point symmetry admitted 
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by R{x,u} [(7.29)] which does not correspond to an infinitesimal generator 
of a point symmetry admitted by S{x, u, v} [(7.31a,b)]. 

For example, the wave speed c(xt) = 1 - (Xt)2 satisfies (7.39) but does 
not satisfy (7.41) or (7.42). In this case the wave equation R{x,u} given 
by 

a2u _ [1- (xt)2]2 a2u = 0 
~x2 ax2 v 2 1 

admits a four-parameter Lie group of point transformations gR with in
finitesimal generators 

X4 = x2(1- (X1)2)~ + ! log I Xl + 11 ~ - X1X2U~. 
aX1 2 Xl - 1 aX2 au 

But the auxiliary system S{x,u,v} given by 

av 1 au 
aX1 = [1 - (X1)2]2 aX2' 
av au 
aX2 = aX1' 

only admits the trivial two-parameter group gs with infinitesimal genera-
tors 

a a a 
XS1 = u au + v av ' XS2 = aX2 . 

If the wave speed c(xt) is of the form (7.43) with A = 1, B = 0, i.e. 
c(xt) = xf (C i- 0,1), then R{x,u} admits gR with infinitesimal genera
tors 

(7.46) 

and the auxiliary system S {x, u, v} admits g S with infinitesimal generators 

a a 
Xs1=u-+v-, 

au av 

(7.47) 
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[ ] a [ (1-2C ] a + (2C - 1)X2U - Xl V AU - X2V + Xl) U ov· 

Hence XSi corresponds to Xi for i = 1,2,3 but XS4 does not correspond 
to X4 since the coefficients of :u in (7.46) and (7.47) are different: 

17s4(X, u, v) = (2C - 1)X2U - Xl V i= 7]4(X, u) = CX2U. 

Recall that XS4 defines a potential symmetry (7.33) admitted by R{x,u} 
when C i= 0,1. The limiting case C = 1 exhibits the same relationship 
between (i Rand (is. 

If the wave speed C(X1) is a solution of ODE (7.42) which is not of the 
forms (7.45a,b) then the four-parameter groups (iR and (is have only two 
corresponding infinitesimal generators of point symmetries [BIuman and 
Kumei (1987)]: 

a 
X2=XS2 =-· 

OX2 

For example, if C(X1) satisfies (7.44b) with A = 1, B = 0, then (iR has 
infinitesimal generators 

a 
X1 -u

- au' 

X± = e±X2/2(c(xd - 1)-1/2 {[C(Xl)]3/2~ (7.48) 
OX1 

o (C(Xl) -1) o} 
T OX2 + 2 u au ' 

whereas (is has infinitesimal generators 

a a 
XS1 = u- +v-, ou ov 

XS± = e±X2(C(X1) _1)-1 {4[C(X1)]3/2 flO T 2(C(X1) + 1) flO 
VX1 VX2 

a + [(3C(Xl) - 1)u T 2[C(X1)]3/2V]AU (7.49) 

_ a} + [(3 - c(xt))v T 2[c(xd] 1/2u] ov . 
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7.2.3 TYPES OF POTENTIAL SYMMETRIES OF LINEAR 
PDE's 

If R{ x, u} admits a potential symmetry Xs then a corresponding invariant 
solution (u, v) = (0s(x), 4>s(x» of the auxiliary system S {x, u, v} yields a 
solution u = 0 s( x) of R{ x, u}. In general such a solution is not an invariant 
solution of its Lie group of point transformations gR. 

Now let R{x,u} be a linear PDE which admits point symmetries 

{) {) 
Xl = eli(X)J:j + h(x)u-;-, (7.50) 

uXi uU 

{) {) 
X2 = 6;(x)J:j + h(x)u-;-, 

UXi uU 
(7.51) 

where el(X) 'I- 0, 6(x) 'I- 0, and a potential symmetry 

{) {) 
Xs = eli(x)J:j + (h(x)u + gv(x)VV )-;-

uX; uU 

(7.52) 

Since invariant solutions u = 0( x) of Xl for R{ x, u} and an invariant 
solution (u,v) = (0s(x), 4>s(x» of Xs for S{x,u,v} have the same sim
ilarity variables, we might expect that 0s{x) can be related to invariant 
solutions of Xl. We conjecture that 0s(x) can always be represented as 
a superposition of solutions of R{ x, u} obtained by applying the recursion 
operator 

{) 
R2 = 6; (x) J:j - h(x), 

UXi 

associated with some X2 , to invariant solutions u = 0( x) of Xl for R{ x, u} 
[cf. Section 5.3.1]. 

As an example let R{ x, u} be the wave equation 

{)2u {)2u 
~ - {XI)4~ = O. (7.53) 
uX2 UXI 

PDE (7.53) admits point symmetries 

{) [( )-2 ( 2] {) {) {) Xl = 2XIX2-;-- - xl + X2) -;-- + 2X2U-;-, X2 = -;--, 
UXI UX2 uU UX2 

and the potential symmetry 

{) 2 2 {) {) 
Xs = 2XIX2-;-- - [(XI)- + (X2) ]-;-- + (3X2U - XIV)-;-

UXI UX2 uU 

- [X2V + (X I )-3u ]:v 

which is a point symmetry admitted by its auxiliary system S {x, u, v} given 
by 
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(7.54a) 

ov OU 
OX2 = OX1 . (7.54b) 

The invariant form of invariant solutions (u, v) = (8s(x), 4>s(x)) of Xs for 
S {x, u, v} leads to the expression 

for solutions of R{ x, u} with similarity variable 

z = (X1)-1 - X1(X2)2, 

(7.55) 

where F(z) and G(z) are arbitrary [cf. Section 4.3.4]. The invariant form 
for invariant solutions u = 8(x) of Xl for R{x, u} is given by 

u = X1H(Z) (7.56) 

for arbitrary H(z). The recursion operator associated with X2 is 

Then 
(7.57) 

A comparison of equations (7.55)-(7.57) suggests that the first term of 
(7.55) corresponds to an invariant solution, say u = 8 1(x), of Xl for 
R{ x, u}. It also suggests that the second term of (7.55) corresponds to a so
lution of R{ x, u} obtained by applying the recursion operator R2 = 8~2 to 
another invariant solution, say u = 82(X), of Xl for R{x,u}. In particular 
from (4.129a,b) it follows that (7.55) solves R{x,u} if 

u = 8s(x) = aXl + .B(X1)2x2Z -2 

for arbitrary constants a,.B. By substituting (7.56) into (7.53) we obtain 
invariant solutions u = 8 1(x) = Xl, U = 82(X) = ~X1Z-1 of Xl for R{x, u}. 
It is easy to see that 

This example motivates the following definition: 

Definition 7.2.3-1. Let es(x) be the infinitesimal of x for a potential 
symmetry admitted by a linear PDE R{ x, u} with a linear auxiliary system 
S {x, u, v}. The potential symmetry with es ~ 0 is a potential symmetry 
of type I if the infinitesimal e(x) of x for any point symmetry of gR is 
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such that e(x) '¥ es(x); otherwise the potential symmetry is a potential 
symmetry of type II. 

It immediately follows that the similarity variables arising from a poten
tial symmetry of type II of R{ x, u} are the similarity variables for some 
point symmetry of gR' Our previous example suggests that potential sym
metries of type II are not useful for constructing essentially new solutions 
of R{x,u}. 

For potential symmetries admitted by the wave equation (7.29) with 
auxiliary system (7.31a,b) we have the following classification theorem: 

Theorem 7.2.3-1 [BIuman and Kumei (1987), BIuman, Kumei, and Reid 
(1988)]. 

(i) If the wave speed c(xd satisfies (c/c')" = 0, then PDE (7.29) admits 
one potential symmetry of type II and admits no potential symmetries 
of type I. 

(ii) If the wave speed c(xI) satisfies cc'(c/c')" = const i= 0, then PDE 
(7.29) admits two potential symmetries of type I and admits no po
tential symmetries of type II. 

7.2.4 ApPLICATIONS TO BOUNDARY VALUE PROBLEMS 

In Section 4.4 we showed how point symmetries can be used to construct 
solutions of boundary value problems (initial value problems) posed for 
PDE's R{x, u}. If the Lie group of point transformations gR admitted by 
R{ x, u} does not lead to the solution of the BVP, the solution might be 
obtained from symmetries by enlarging the group of R{ x, u} to include 
potential symmetries. 

Suppose S{x, u, v} is an auxiliary system leading to potential symmetries 
of R{x,u}. In order to use these potential symmetries to solve the given 
BVP for R{ x, u} it is necessary to embed the given BVP in a BVP posed 
for S{x,u,v} so that if (u(x), v(x)) solves the BVP for S{x,u,v}, then 
u(x) solves the BVP for R{x,u}. 

As an example consider the following BVP (initial value problem) posed 
for the wave equation R{ x, u}: 

a2u 2 a2u 
a 2 - C (xI) a 2 = 0, ° < Xl < 00, ° < X2 < 00, (7.58a) 

X2 Xl 

(7.58b) 

(7.58c) 

BVP (7.58a-c) can be embedded in the following BVP for an auxiliary 
system S{x, u, v}: 

av 1 au 
aXI = C2(XI) a X2' 

(7.59a) 
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ov OU 
OX2 = OX1' 

U(Xl, 0) = U(Xt), 

V(Xl'O) = V(xd, 

369 

(7.59b) 

(7.59c) 

(7.59d) 

0< Xl < 00,0 < X2 < 00, for any V(xt) such that V'(Xl) = ~f:J 
For any bounded variable wave speed C(Xl) the Lie group of point trans

formations 9 R yields no analytical solutions of BVP (7 .58a-c). On the other 
hand, in Section 4.4.3 we showed that for a bounded variable wave speed 
C(Xl) which satisfies (4.259), the auxiliary system S{x,u,v} admits point 
symmetries which yield an analytical solution of BVP (7.58a-c). 

7.2.5 NON-INVERTIBLE MAPPINGS OF NONLINEAR PDE's 
TO LINEAR PDE's 

In Section 6.4 we gave necessary and sufficient conditions under which non
linear PDE's can be transformed to linear PDE's by invertible mappings 
[cf. Theorems 6.4.1-1,2,6.4.2-1,2]. We showed that such an invertible map
ping does not exist if a nonlinear scalar PDE does not admit an infinite
parameter Lie group of contact transformations and also does not exist 
if a nonlinear system of PDE's does not admit an infinite-parameter Lie 
group of point transformations. However if no such invertible mapping ex
ists there remains the possibility of relating a given nonlinear PDE (either 
a scalar PDE or a system of PDE's) to a linear PDE by a non-invertible 
mapping. Potential symmetries can yield such non-invertible mappings. 

Consider a nonlinear system of PDE's R{ x, u} which admits no infinite
parameter Lie group of transformations yielding the linearization of R{ x, u} 
by an invertible mapping. Assume that at least one PDE of R{ x, u} is in 
conserved form. Then R{ x, u} is embedded in the corresponding auxiliary 
system S{x,u,v}. Through this embedding the mapping between R{x,u} 
and S{x,u,v} is non-invertible since if (u(x), v(x) + C) solves S{x,u,v} 
then u(x) solves R{x,u} for any constant C. Suppose S{x,u,v} admits 
an infinite-parameter Lie group of point transformations which leads to an 
invertible mapping of S {x, u, v} to a linear system of PDE's. The compo
sition of this invertible mapping and the non-invertible mapping between 
S{ x, u, v} and R{ x, u} yields a non-invertible mapping of this linear system 
of PDE's to R{ x, u}. By construction this infinite-parameter Lie group of 
point transformations admitted by S {x, u, v} is a potential symmetry of 
R{ x, u}. Examples follow. 

(1) Burgers' Equation 

Suppose R{x, u} is Burgers' equation (7.13). One can show that PDE (7.13) 
does not admit an infinite-parameter Lie group of contact transformations. 
Its associated auxiliary system S{x,u,v} given by (7.15a,b) admits an 
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infinite-parameter Lie group of point transformations (7.16a,b). This in
finitesimal generator satisfies the criteria of Theorems 6.4.1-1,2 to linearize 
S{x, U, v} by an invertible mapping. In turn this leads to the non-invertible 
Hopf-Cole transformation [cf. Exercise 6.4-7]. 

(2) Nonlinear Heat Conduction Equation 

Let R{ x, u} be the nonlinear heat conduction equation 

(7.60) 

PDE (7.60) does not admit an infinite-parameter Lie group of contact trans
formations but its associated auxiliary system S{x,u,v} given by 

ov 
-=u, 
OXl 

(7.61a) 

ov -2 AU 
-=u -, 
OX2 OXl 

(7.61b) 

admits an infinite-parameter Lie group of point transformations with in
finitesimal generator 

(7.62) 

where 1/1 ( v, X2) is an arbitrary function satisfying the linear heat equation 

02 1/1 _ 01/1 = O. 
ov2 OX2 

(7.63) 

Infinitesimal generator (7.62) satisfies the criteria of Theorems 6.4.1-1,2. 
One can easily obtain the invertible mapping 

2 1 
w =-, 

u 

which transforms any solution (Wl(Zl, Z2), W 2 (Zl, Z2)) of the linear system 
of PDE's 

to a solution (U(Xl, X2), V(Xl, X2)) of the nonlinear system (7.61a,b) and 
hence to a solution U(Xl, X2) of (7.60). 
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(3) Nonlinear Telegraph Equation 

Suppose R{ x, u} is the nonlinear telegraph equation [Varley and Seymour 
(1985)] 

(7.64) 

PDE (7.64) does not admit an infinite-parameter Lie group of contact trans
formations but its auxiliary system S {x, H, v} given by 

ov -2 AU 1 -1 -=u -+ -u , 
OXI OX2 

(7.65a) 

ov au 
-=-, 
OX2 OXI 

(7.65b) 

admits an infinite-parameter Lie group of point transformations corre
sponding to infinitesimal generator (6.79)-{6.82) with u1 = u, u2 = v. 
This leads to the invertible mapping (6.86) which transforms S{x, u, v} to 
the linear system (6.87a,b). 

(4) Thomas Equations 

Consider the nonlinear system of PDE's R{ x, u} given by 

ou1 ou2 
----0 
OXI OX2 - , 

(7.66a) 

ou2 
- - u1u2 - u 1 - u2 = 0, (7.66b) 
OX2 

which describes a fluid flow through a reacting medium [Thomas (1944); 
see also Whitham (1974)] and also can be related to equations for two-wave 
interaction [Hasegawa (1974), Hashimoto (1974), Yoshikawa and Yamaguti 
(1974)]. The system (7.66a,b) does not admit an infinite-parameter Lie 
group of point transformations. Since PDE (7.66a) is in conserved form we 
can introduce a potential v such that 

1 OV 
U =-, 

OX2 

2 OV 
U -

- OXI' 

The associated auxiliary system S{x,u,v} is given by 

OV 2 
-=u, 
OXI 

ov 1 
--u 
OX2 - , 

(7.67a) 

(7.67b) 
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(7.67c) 

One can show that (7.67a-c) admits an infinite-parameter Lie group of 
point transformations with infinitesimal generator 

[8t/J(X1, X2) 2.1.( )] 8 } + 8 + U 'Y Xl, x2 8 2 Xl U 
(7.68) 

where t/J( Xl, X2) is an arbitrary function satisfying the linear POE 

82t/J _ 8t/J _ 8t/J = O. 
8x18x2 8X1 8X2 

(7.69) 

To apply Theorems 6.4.1-1,2, let F1 = t/J(X1, X2), F2 = It, F3 = l!;. 
Then from (6.58a,b) (with v = u3 ) we have a1 = 0, i = 1,2 for j = 1,2,3 
and {31 - u1etl (.11 - u2etl {32 - f.l3 - /3:1 - etl {32 - {33 - /3:2 - /3:3 - 0 1 - , fJ2 - , 2 - fJ1 - 3 - , 1 - 2 - 3 - 3 - • 

From (6.65), (6.66) we obtain Xl = Xl, X2 = X2, t/J1 = _e-tl , t/J2 = e-tl u2, 

t/J3 = e-tl u1. Consequently the invertible mapping 

transforms any solution (W1(Zl' Z2), W2(Zl' Z2), w3(Zl, Z2» of the linear sys
tem of POE's 

(7.70a) 

(7.70b) 

8w2 
- = w2 + w3 , (7.70c) 
8z2 

to a solution (U1(X1,X2), U2(Xl,X2)' V(Xl,X2» of (7.67a-c) and hence to 
the solution 

of (7.66a,b). 

7.2.6 CONSERVED FORMS 

We have seen that potential symmetries significantly extend the applicabil
ity of infinitesimal transformation methods to POE's. But in order to find a 
potential symmetry we must first have at least one POE of a given system 
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of PDE's R{ x, u} in conserved form. In principle any conserved form for 
R{x,u} could lead to potential symmetries of R{x,u}. In our previous ex
amples a conserved form was found easily by inspection. For Schroedinger's 
equation 

(7.71) 

at first sight it is not obvious how to obtain a conserved form so that the 
associated auxiliary system of PDE's S{ x, u, v} is linear. However we can 
write (7.71) in the conserved form 

where 

f = w(x!) ~u - w'(x!)u, 
VXl 

9 = -iW(Xl)U, 

with w( Xl) being any function satisfying 

W"(xd _ V( ) 
( ) - Xl· 

W Xl 

The associated auxiliary system S { x, u, v} is given by 

ov . ( ) - = -ZW Xl U, 
OXl 

(7.72a) 

OV OU, 
- = w(xd- - W (Xl)U. (7.72b) 
OX2 OXl 

One can show that system (7.72a,b) yields potential symmetries for 
Schroedinger's equation (7.71) for a certain class of V(xd. 

A systematic way of obtaining conserved forms is through Noether's the
orem discussed in Chapter 5: If R{ x, u} can be derived from a variational 
formulation then essentially any point symmetry of 9 R leads to a conserved 
form (conservation law) for R{ x, u}. Each conservation law leads to a dif
ferent auxiliary system S{x,u,v}. 

We note that if R{ x, u} admits a potential symmetry through S{ x, u, v}, 
and S {x, u, v} can be derived from a variational principle, then the corre
sponding point symmetry admitted by S {x, u, v} essentially leads to a con
served form for S{x,u,v} through Noether's theorem, and in turn leads to 
a new auxiliary system T{x,u,v,w} for S{x,u,v} and hence for R{x,u}. 
Consequently point symmetries of T {x, u, v, w} which are potential symme
tries of S { x, u, v} could lead to enlarging the class of nonlocal symmetries 
admitted by R{x, u}. 
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7.2.7 INHERITED SYMMETRIES 

The concept of potential symmetries for a scalar PDE R{ x, u} can be ex
tended to the reduced differential equations which arise when seeking in
variant solutions of an auxiliary system S{x, u, v}. For motivation consider 
the nonlinear heat conduction equation 

a ( 0) au - K(u)- --=0. 
OX1 OX1 OX2 

(7.73) 

For any K(u) an important class of invariant solutions arises from the 
invariance of (7.73) under scalings xr = QXt. x; = Q2X2' corresponding to 
the infinitesimal generator 

a a 
X=X1-+ 2x2-

OX1 OX2 

admitted by (7.73). These invariant solutions are of the form 

u = U(z), 

where U(z) satisfies the ODE 

Xl z=--, 
~ 

d ( dU) dU 
2 dz K(U) dz + z dz = O. 

(7.74) 

(7.75) 

Now consider the problem of reducing the order of ODE (7.75). One can 
show that ODE (7.75) admits a one-parameter Lie group of point transfor
mations if and only if 

K(U) = >'(U + 1\:)", (7.76) 

for arbitrary constants >., v, 1\:. Hence using Lie's methods [cf. Chapter 3] 
we can reduce the order of (7.75) if and only if K(u) is ofthe form (7.76). 

This reduction of order arises directly from the structure of the Lie alge
bra of infinitesimal generators admitted by PDE (7.73). We consider this 
in the framework of the following theorem: 

Theorem 7.2.7-1. Let a scalar PDE R{x,u} with two independent vari
ables x = (Xl, X2) admit infinitesimal generators X and Y such that their 
commutator is 

[V,X] = pX, (7.77) 

for some constant 1'. Let Rx{ z, U}, with independent variable (similarity 
variable) z and dependent variable U = U(z), be the reduced ODE associ
ated with invariant solutions corresponding to X for PDE R{x,u}. Then 
Y induces a one-parameter Lie group of point transformations admitted by 
ODE Rx{z,U}. 
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Proof. The proof is obtained by following the procedure for reducing the 
order of an ODE which admits a two-parameter Lie group of transforma
tions [cf. Sections 3.4.1,2]. It is left to Exercise 7.2-4. 0 

This theorem leads to the following definition: 

Definition 7.2.7-1. The point symmetry of ODE Rx{z, U}, induced by 
the point symmetry Y of PDE R{z,u}, where Y satisfies (7.77), is an 
inherited point symmetry of ODE Rx{z, U}. 

We remark that X and Y satisfying (7.77) generate a two-dimensional 
sub algebra :J of the Lie algebra of infinitesimal generators admitted by 
R{z,u}j X generates a normal sub algebra of:J [cf. Section 2.4.4]. 

Let R{z,u} be PDE (7.73) and let Rx{z,U} be ODE (7.75) with X 
given by (7.74). For arbitrary K(u), PDE (7.73) admits X and Xl = a:1 , 

X2 = :::2' but 

for any constants a and b, and hence ODE (7.75) admits no inherited 
point symmetries. If K(u) = A(U + II:)V, PDE (7.73) admits X, Xl, X2, 

and Y = Zl ~a + ~(u + 11:): . Here [y,X] = 0, and hence Y induces an 
VZ1 V vU 

inherited point symmetry of ODE (7.75). It is easy to see that the inherited 
point symmetry of ODE (7.75) is 

a 2 a 
Y = z az +;(U + 11:) au· 

Now consider the auxiliary system S{z,u,v} of (7.73) given by 

which admits 

av 
-=u, aZ1 

(7.78) 

(7.79a) 

(7.79b) 

a a a 
XS=Zl-+2z2-+V- (7.80) aZ1 aZ2 av 

corresponding to X = Zl ~a + 2Z2 ~a admitted by (7.73). The point sym-
VZ1 VZ2 

metry XT = Xs is also admitted by PDE T{z, v} given by 

(7.81) 
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The mapping 
av 

u = - (7.82) 
aX1 

transforms any solution v(x) of (7.81) to a solution u = o.;t) of (7.73). It 
is easy to see that Xs leads to invariant solutions 

Xl 
(u, v) = (U(z), Vi2V(z)), z = ~, 

V X2 
(7.83) 

of (7.79a,b) where (U(z), V(z)) satisfy the system of ODE's SXs{z, U, V} 
given by 

dV =U, 
dz 

V _ z dV = 2K(U) dU . 
dz dz 

(7.84a) 

(7.84b) 

Furthermore, from (7.83), (7.84a,b), we see that u = U(z) leads to an 
invariant solution of R{x, u} [(7.73)] corresponding to X and to an invariant 
solution of T{x,v} [(7.81)] corresponding to XT: If (U(z), V(z)) satisfies 
(7.84a,b) then U(z) satisfies ODE Rx{z, U} defined by (7.75), and V(z) 
satisfies ODE TxT{z, V} given by 

(7.85) 

Moreover the mapping (7.84a) transforms any solution of ODE (7.85) to a 
solution of ODE (7.75) and transforms the general solution of ODE (7.85) 
to the general solution of ODE (7.75). Hence ODE (7.75) is embedded in 
both the system of ODE's (7.84a,b) and ODE (7.85). 

We have gained something from this embedding if (7.85) admits a one
parameter Lie group of point transformations for some K(u) i- A(U + Ily. 
Such a symmetry reduces the order of (7.85) and in this sense essentially 
reduces the order of ODE (7.75). To find such K(u) we seek inherited point 
symmetries of ODE (7.85). In Section 7.2.1 we showed that if 

K(u) = 2 1 exp [rJ 2 du ] , 
u +pu+q u +pu+q 

(7.86) 

then PDE (7.81) admits 

a a a 
YT = v- + (r - P)X2- - (qx1 + pv)-. (7.87) 

aX1 aX2 av 

The commutator of Y T and XT is 
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and hence YT induces an inherited point symmetry of ODE (7.85). This 
inherited point symmetry is 

YT = [v + ~{p - r)z] :z - [~{p + r)V + qz] o~' (7.88) 

Through (7.84a) the point symmetry (7.88) of ODE (7.85) induces the 
point symmetry 

Xs = [v + !(p - r)z] .E... - [!(p + r)V + qz] ~ 
2 oz 2 oV 

(7.89) 

of the system of ODE's (7.84a,b). In turn the point symmetry (7.89) of 
(7.84a,b) or, equivalently, the point symmetry (7.88) of (7.85), induces 
a nonlocal symmetry of ODE (7.75) since the infinitesimal of z depends 
explicitly on V which, as defined by (7.84a), cannot be expressed in terms 
of z, U, and derivatives of U to some finite order. 

Exercises 7.2 

1. Find potential symmetries of PDE (7.38) for wave speeds C(Xl) sat
isfying 

(a) (7.32) when It = 0; 

(b) (7.36a,b). 

2. The "usual" way of relating a scalar second order PDE R{ x, u} to 
a system of PDE's is to introduce additional dependent variables 
vi = ::" i = 1,2, ... , n. This leads to a system of PDE's S{x, u, v}. 

Show that a point symmetry admitted by S {x, u, v} induces a contact 
symmetry admitted by R{ x, u}. 

3. Let R{ x, u} be the scalar evolution equation 

ou 0 
at - oxG(x,t,u,UlJ''''un ) =0 

where 
OkU 

Uk = oxk ' k = 1,2, .. . ,n 

wi th n ~ 1. The associated auxiliary system S { x , U, v} is 

ov 
--u ox - , 

ov 
ot = G(x, t, u, UlJ···, un). 
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It is easy to show that if (u(z, t), v(z, t)) solves S{z, u, v} then v(z, t) 
solves the evolution equation T {z, v} given by 

av 
at = G(z, t, vl, v2, ... , Vn+l). 

(a) Show that for a point symmetry 

a a a 
XT = ~ az + T at + ( av ' 

admitted by T{z,v}, we always have ~~ = ~~ = O. Conse
quently show that a point symmetry admitted by T {z, v} in
duces a point symmetry admitted by S{z,u,v}. As examples 
show that 

(i) the point symmetry (7.18) admitted by (7.17) induces the 
point symmetry (7.16a,b) admitted by system (7.15a,b)j 

(ii) the point symmetries (7.27a--c) admitted by (7.24) for 
K(Vl) = A{VI +11:)-2 induce the point symmetries (7.22a-c) 
admitted by system (7.20a,b). 

(b) Show that for a point symmetry 

a a a a 
Xs = ~ az + T at + '1 au + ( av ' 

admitted by S {z, u, v}, we always have ~ = ~ = ~ = o. Con
sequently show that a point symmetry admitted by S{z,u,v} 
induces a point symmetry admitted by T{x,v}. 

(c) Show that a point symmetry admitted by R{ x, u} does not nec
essarily induce a point symmetry admitted by S{x, u, v}. 

4. Prove Theorem 7.2.7-1. 

5. Verify (7.78). 

6. Verify (7.88) and (7.89). 

7. Consider PDE R{z,u} given by 

au a2u 
aZ2 aZl aZ2 - aZl ax~ = azg' 

which arises from the Prandtl boundary layer equations [cf. Section 
1.2]. The scaling symmetry 

a a a x = 2z1 - + Z2- + u-
aZl aX2 au 

reduces R{z,u} to the Blasius equation Rx{z,U} given by 

~U ~U ~ u 
2 dz3 + U dz2 = 0, Z = Ft' U = Ft· 
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(a) Find all infinitesimal generators of point symmetries admitted 
by R{x,u}. 

(b) Determine all infinitesimal generators of inherited point symme
tries admitted by Rx{z, U}. 

7.3 Potential Symmetries for Ordinary 
Differential Equations 

Consider an nth order scalar ODE, R{x,u}, which does not admit a point 
symmetry. If R{ x, u} is obtained as a reduced ODE from a PDE in con
served form then an inherited point symmetry of an auxiliary ODE essen
tially reduces the order of R{ x, u} as discussed in Section 7.2.7. We present 
a procedure for essentially reducing the order of R{ x, u} without reference 
to any PDE. This procedure depends on being able to relate R{ x, u} to an 
nth order auxiliary ODE S{x, v} such that 

(i) a general solution of S {x, v} yields a general solution of R{ x, u} 
through a mapping which connects S {x, v} to R{ x, u}; 

(ii) S{x,v} admits a point symmetry. 

Let R{x,u} be the nth order ODE (n ~ 2) 

(7.90) 

where Uk = ~;:, k = 1,2, ... , n. Assume there exists a transformation, 
defining an auxiliary variable v, of the form 

u = f(x, v, vd, (7.91) 

such that R{ x, u} can be expressed in the conserved form 

DG(X,U,UI, ... ,Un_l,V,VI, ... ,Vn-l) = 0 (7.92) 

for some function G where D is the total derivative operator 

o 0 + V2- + ... + Vn --; 
OVI OVn-1 

(7.93) 

the function f must depend on VI, i.e. *!; ::ft O. The nth order auxiliary 
ODE S{x,v}, related to (7.90), is given by 

G(x, f, Df,···, Dn - l f, v, VI,···, Vn-l) = O. (7.94) 
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Transformation (7.91) is a Backlund transformation which maps any solu
tion v(x) of S{x, v} into a solution u(x) = I(x, v(x), v'(x)) of R{x, u}. 

We now further assume that transformation (7.91) maps a general solu
tion of S {x, v} to a general solution of R{ x, u} and that S {x, v} admits 
a one-parameter Lie group of point transformations corresponding to in
finitesimal generator 

(7.95) 

This symmetry reduces the order of S {x, v} by one and hence essentially 
reduces the order of R{ x, u} through the mapping (7.91). We call the point 
symmetry (7.95) of S{x, v} a potential symmetry of R{x, u}. 

7.3.1 AN EXAMPLE 

As an example [BIuman and Reid (1988)] let R{ x, u} be the ODE consid
ered in Section 7.2.7, namely 

d ( dU) du 2- K(u)- + x- = O. 
dx dx dx 

(7.96) 

After a lengthy calculation one can show that ODE (7.96) admits a point 
symmetry if and only if 

(7.97) 

for arbitrary constants A, K., ZI. Hence if K(u) is not of the form (7.97) then 
one cannot reduce the order of ODE (7.96) through a point symmetry. 

We now seek potential symmetries of (7.96). Let 

u = I(x,v, vd = VI. (7.98) 

Then 
du d 

x- = -[XVI - v]. 
dx dx 

Thus ODE (7.96) becomes the conserved form 

d 
dx[2K(u)u1 + XVI - v] = 0, (7.99) 

and hence G(x, u, UI, v, vd = 2K(u)UI +XVI-V. Thus our related auxiliary 
ODE S{x,v} is given by 

2K(vdv2 + XVI - V = O. (7.100) 

One can show that ODE (7.100) admits a point symmetry Xs if K(u) is 
of the form (7.97) or 

1 [J du ] K u = exp A , 
() u2 + pu + q u2 + pu + q 

(7.101) 
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for arbitrary constants p, q, ,\. If K(u) is of the form (7.101), then ODE 
(7.100) admits 

Xs = [v + !(p - '\)x] ~ - [!(p + '\)v + qx] ~. (7.102) 
2 ox 2 ov 

The point symmetry (7.102) can be used to reduce the order of ODE 
(7.100). 

For the rest of this subsection we restrict ourselves to the case p = ,\ = 0, 
q = 1, for which K(u) is a bounded function 

1 
K(u) = -2-1. 

u + (7.103) 

Then ODE (7.100) admits an infinitesimal generator of the rotation group, 
namely 

In terms of canonical coordinates 

ODE (7.100) becomes 

r = ";x2 + v2, 

V o = arctan -, 
x 

d20 (4 ) dO (dO)3 2- + - + r - + (2r + r3 ) - = o. dr2 r dr dr 

(7.104) 

(7.105) 

The substitution P = :~ reduces ODE (7.105) to a Bernoulli equation with 
general solution 

A 
P( r, A) = --;=;;====;=~:===:::;::;: 

rvr2 exp(r2 /2) - A2 

where A is an arbitrary constant. Then the corresponding general solution 
of ODE (7.100) is given implicitly by 

where A and B are arbitrary constants. The corresponding general solution 
of ODE (7.96) is given implicitly by 

u = u(x,A, B) = tan [Jr P(p, A)dp + B + arctan[rP(r, A)]] (7.106) 

where 

rcos [Jr P(p,A)dp + B] = x. (7.107) 
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For a given problem the constants A and B are determined from bound
ary data. Fujita (1954) obtained solution (7.106), (7.107) after making a 
number of ingenious substitutions and transformations. 

Exercises 7.3 

1. For any point symmetry admitted by (7.100) find a corresponding 
Lie-Backlund symmetry admitted by (7.96). Show that the Lie-Back
lund symmetry is equivalent to a contact symmetry admitted by 

(7.96). For K(u) = +1' find the infinitesimal generator of the con-
u + 

tact symmetry corresponding to (7.104). 

7.4 Discussion 

In this chapter we developed a theoretical framework to find potential sym
metries of differential equations. Potential symmetries are nonlocal symme
tries of partial differential equations. They are determined as local symme
tries of associated auxiliary differential equations arising from conserved 
forms. 

Finding potential. symmetries of a given PDE (system of PDE's) involves 
two major steps: 

(i) Determine a conserved form. This leads to auxiliary dependent vari
ables (potentials) and an associated auxiliary system of PDE's. 

(ii) Find infinitesimal generators of local symmetries admitted by the 
auxiliary system of PDE's. The form of an infinitesimal generator 
determines whether or not it defines a potential symmetry. 

In principle different conserved forms could lead to different potential 
symmetries of a given PDE. 

The introduction of potential. symmetries extends the applicability of 
symmetry methods to obtain solutions of differential equations. Together 
with the algorithms developed in Chapter 6, the use of potential symmetries 
allows one to find non-invertible mappings which linearize a nonlinear scalar 
PDE or a nonlinear system of PDE's. 

The material in this chapter on potential symmetries for partial differen
tial equations is based upon the work of BIuman, Kumei, and Reid (1988). 

Akhatov, Gazizov, and Ibragimov (1988) show that if one can find a 
Backlund transformation relating a given system of evolution equations 
to an auxiliary system of evolution equations with the same number of 
dependent variables, then local symmetries of the auxiliary system can 
lead to nonlocal symmetries of the given system. 
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In Krasil'shchik and Vinogradov (1984) [see also Vinogradov and KrasiI' 
shchik (1984)] nonlocal symmetries are defined as local symmetries of an as
sociated auxiliary system of differential equations whose integrability con
ditions lead to the given system of differential equations. A general form 
is assumed for the auxiliary system which involves unspecified functions. 
These unspecified functions are then determined in principle by demanding 
that the integrability conditions of the auxiliary system lead to the given 
system of differential equations. In order to apply their method it seems 
that one has to impose very strong assumptions on the form of the un
specified functions. Kersten (1987) considered this work in the context of 
exterior differential systems. 

Special types of nonlocal symmetries for PDE's have been considered 
by Konopelchenko and Mokhnacev (1979, 1980), Kumei (1981), Kapcov 
(1982), and Pukhnachev (1987). In these works nonlocal symmetries are 
not realized as local symmetries of associated auxiliary PDE's. 

The material in this chapter on potential symmetries for ordinary differ
ential equations is based upon the work of BIuman and Reid (1988). Po
tential symmetries are sought for ODE's which admit no point symmetries. 
In order to find potential symmetries one introduces an auxiliary variable 
through a Backlund transformation so that a given ODE is expressed in 
conserved form. A local symmetry of an associated auxiliary ODE defines 
a potential symmetry of the given ODE. Since this local symmetry reduces 
the order of the auxiliary ODE, it essentially reduces the order of the given 
ODE. 
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sufficient conditions, 322, 329 
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nonlinear PDE's to linear PDE's, 

351,353,369-372 
use of potential symmetries 

for, 353, 369 
nonlocal symmetries, 293, 352, 356, 

373,377,382,383 [300] 
normal subalgebra, 85, 375 
null generator, 302 
null ideal, 85 
null operator, 263 
null space, 26 

o 
ODE, see ordinary differential equa

tion(s) 
once-extended infinitesimal, 69,176, 

200 
one-parameter Lie group of trans

formations, 34 [52, 53, 
73,86] 

one-to-one mapping, see invert
ible mapping 

operator( s) 
Euler, 254 [282] 
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gradient, 40 
integral, 291 
ladder, 301 [296,297] 
linear, 173, 199,232 [297] 
lowering, 301 [296, 297] 
null, 263 
raising, 301 [296, 297] 
recursion, 283-296 [296-300] 
scaling, 263 
total derivative, 60, 64, 152, 

252, 263, 379 [282] 
ordinary differential equation(s) (ODE), 

90-162,374-377,379-
382 

boundary value problem, 147-
149, 161 [149] 

first order, 97-108, 160 
higher order, 109-144, 161 
inherited symmetries, 374-

377 
intermediate, 141 
invariance of, 90-94, 128-

144 
invariant solutions, 150-158 

[159] 
linear homogeneous, 115-118 

[145] 
linear nonhomogeneous, 99, 

131 [108, 145] 
potential symmetries, 379-

382 
in solved form, 90 
system of, 162 

overdetermined, 121, 173, 199 [146] 

p 
parabolic equation, 341-344 
parameter, 33 

essential, 26 
partial differential equation(s) (PDE), 

163-251; see also scalar 
PDE, systems of DE's 

invariance of, 163-168 [168] 
scalar, 169-190,232-240, 

320 
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system, 196-212,241-243, 
320 [212-215] 

invariant solutions, 162,169-
171,196-198,232-234, 
366, 374 [149, 168, 190-
195, 212-215, 244-249] 

linear, 175, 199 
constant coefficients, 303, 

347 [348-349] 
homogeneous, 216 [249] 
nonhomogeneous, 216 
variable coefficients, 303, 336-

347 [348, 349] 
linearization, 319-334, 369-

372 [334-337] 
potential symmetries, 353-

373 
in solved form, 164 

PDE, see partial differential equa-
tion(s) 

permutation, 32 
perturbation, 15 
phase plane, 147, 154 [149] 
Pi-theorem, 4-13, 26 
point symmetries, 89, 271, 284, 

304 [282, 296, 377, 378, 
382]; see also Lie group 
of transformation(s) 

inherited, 375 [378, 379] 
nontrivial, 283 

point transformation(s), 63, 70, 
268, 308, 319 [73, 348, 
349]; see also Lie group 
of transformations 

Poisson kernel, [248] 
polar coordinates, 48 
polytropic gas, [245] 
porous medium equation, 250 
potential(s), 19, 332, 352, 354 
potential symmetries, 162, 206, 

352-383 [377, 382] 
applications to BVP's, 353, 

368 
how to find, 382 
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potential symmetries (cont.) 
for non-invertible mappings 

to linear PDE's, 353, 369 
as nonlocal symmetries, 355, 

356 
type 1,367 
type 11,368 

Prandtl boundary layer equations, 
16-21 [378] 

probability distribution, 227-233 
problem 

boundary value, see bound
ary value problem 

equivalence, 350 
initial value, 30, 39, 42, 241, 

279, 301, 368 [52, 53] 
inverse Stefan, 236-240 
Rayleigh flow, [21,28] 

projective group, 84 [86, 96] 
projective transformation, 82, 123, 

178 [86] 
prolongation(s), 53-72 
proper Lie-Backlund symmetry, 271, 

287 [282, 297] 
Pythagoras theorem, [13] 

Q 
quadrature(s), 91, 140, 160 
quantity 

dimensionless, 5 
measurable, 5 

quantum mechanics, 285, 286, 301 
quasi linear system of PDE's, 319, 

323 

R 
raising operator, 301 [296, 297] 
range space, 26 
rank, 6 [21] 
ratio of asymptotic wave speeds, 

241 
ratio of specific heats, [245] 
Rayleigh flow problem, [21, 28] 
reaction-diffusion equation, [194] 
recursion operator(s), 283-296 

Subject Index 

for infinite sequence of Lie
Backlund symmetries, 283, 
287 

integro-differential, 290-293 
[297, 299] 

as ladder operator(s), 301 [296, 
297] 

for linear differential equation(s), 
283-286, 366, 367 [296] 

for nonlinear differential equa
tion(s), 286-290 [297-
300] 

in quantum mechanics, 301 
for special functions, 301 [296] 

reduction algorithm, 141, 144, 161 
[145, 146, 349] 

reduction of order 
algorithm for, 141, 144 
by canonical coordinates, 91, 

110-112, 160 [127] 
by differential invariants, 91, 

112-115,160 [127, 144, 
146] 

reduction to quadrature, 116 
reflecting boundary, 226 
Riccati equation, 105, 116,227 [348] 
Riccati transformation, 105, 116 
Riemann function, [245] 
rigid motions, 83, 86 
rotation(s), 32, 83, 252, 279 [52, 

73,97] 
canonical coordinates, 48, 107 
differential invariant(s), 107 
extended group, 59 [72] 
extended infinitesimals, 62 [72] 
first order ODE's admitting, 

107 [109, 159] 
infinitesimal(s), 42 [52] 
infinitesimal generator, 43 [159] 
Lie algebra, 128 
Lie series, 43 
second order ODE's admit

ting, [128] 
Runge-Lenz vector, 286 
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S 
scalar partial differential equation(s), 

169-190,232-240,284 
invariant solutions of, 169 [191, 

244-248] 
mapping nonlinear to linear, 

303,320,325-334 [334, 
335] 

potential symmetries, 353-
373 

scaling(s), 31, 35, 84, 316 [318, 
378] 

boundary value problem, 17-
19,22-27 

canonical coordinates, 47, 94, 
106, 126, 166 

differential invariants, 126 
dimensional analysis, 6, 31 
Euler-Lagrange equations, 273, 

279 
extended group, 59 
extended infinitesimals, 63 
first order ODE's admitting, 

106 [96, 108] 
infinitesimal generator, 49 
invariant curves, 49 
invariant family of curves, 50 
invariant solutions, 22-27, 161, 

166, 250, 374 
law of composition, 39 
second order ODE's admit

ting, 126 [96, 128] 
self-similar solutions, 22-27, 

250 
scaling operator, 263 
scattering theory, 301 
Schroedinger's equation, 283, 285, 

286,301,373 
auxiliary system for, 373 
conserved form for, 373 
cubic, [214, 297] 
ladder operators for, 301 
nonlinear, [195,214,215,281] 
potential symmetries, 373 
two-dimensional nonlinear, [195] 
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second extension, 56 
second moment, [246, 248] 
self-similar asymptotics, 250 
self-similar solution(s), 15,25,250 

[22] 
first kind, 23 
second kind, 23 

separated form, 218 [244] 
separation of variables, 301 
separatrix, 148,154-157,161 [159, 

160] 
senes 

Fourier, 168, 243 
Lie, 42 [52, 53] 
Taylor, 42 

shear, 16 
shear wind, [247] 
shooting method, 20, 161 
similar triangle, [13] 
similarity form, 25, 166 [29] 
similarity solution, 25, 163, 250 
similarity variable(s), 25, 170, 198, 

366, 368 [212, 245] 
sine-Gordon equation, 253, 256, 

279, 293 [299] 
singular envelope, see envelope 
skin friction, 16 
SO(2,1), 185, 187, 203 
SO(n + 1,1), [192] 
solution(s) 

automodel, 15, 25 
fundamental, 219-232, 234-

236 [29, 244-249] 
invariant, 25, 91, 161, 162, 

163,169,267 [149,168] 
one-parameter family of, 94, 

166 [97, 190] 
self-similar, see self-similar so-

lution(s) 
similarity, 25, 163, 250 
source, [245] 
steady-state, [244] 

solution curve(s), 50, 90, 147 
family of, 90, 100 [97] 

solution surface, 50, 164, 171 
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solvable group, 160-162 
solvable Lie algebra(s), 75,91,128, 

135-144, 161 [87, 145, 
146] 

solvable subalgebra, 85 
solved form, 164, 195 
source, 12 [28] 
special functions, 285, 301 [212] 

ladder operators for, 301 
specific heat(s), 12 

ratio of, [245] 
state function, 252 
stationary flow, 34, 38 
steady-state solution, [244] 
Stefan problem, 236-240 
stream function, 19 [28] 
stream-function equation, [193] 
structure constant(s), 80, 135,310, 

317 
subalgebra, 82, 129, 302, 375 [86] 

Abelian, 337 
normal, 85, 375 
solvable, 85 

subgroup, 32, 303, 304 [87, 248] 
Abelian, 337 
one-parameter, 77, 88 

superposition(s), 167, 232, 366 
of invariant forms, 216, 233 
of invariant solutions, 216, 234 

surface(s) 
boundary, 217 
invariant, 48, 88, 90,165,197, 

217,267 
invariant family of, 50, 88 
solution, 50, 164, 171 

symbolic manipulation, 206 
symmetries, 252, 263, 274, 350, 

352 
contact, 267-272, 304, 328, 

331, 352 [282, 382] 
Galilean, [300] 
higher order, 266 
inherited, 162,374-377 [378, 

379] 

Subject Index 

Lie-Backlund, see Lie-Backlund 
symmetries 

of linearized equations, 287 
local, 352, 383 
nonlocal, 293, 352, 356, 373, 

377,382, 383 [300] 
point, see point symmetries 
potential, see potential sym

metries 
scaling, 399 
variational, 258 [282,283] 

symmetry group, 33, 352 
system(s) of differential equations, 

55,70,161,195-212,241-
243 [212-215] 

auxiliary (associated), 206, 294, 
353, 354, 360, 368, 373, 
382, 383 [334, 335, 377] 

given, 303 
linear, 199, 284, 319 
mapping nonlinear to linear, 

200, 303, 320-325, 334 
[334-336] 

nonlinear, 200, 319 
quasilinear, 319, 323 
recursion operator, [297] 
target, 304, 307 [318] 

system of units, 6 

T 
target class of equations, 303 
target equation, 302-304, 316 
Taylor series, 42 
Taylor's theorem, 41 
telegraph equation(s), 324, 371 
tensor, 354 
theorem(s) 

Buckingham Pi, 4-13, 26 
divergence, 255 
on invertible mappings, 308, 

320,322,327,329,339, 
346 

Lie's fundamental, 37-40, 41, 
76,80,81 
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Noether's, see Noether's the
orem 

Pythagoras, [13] 
thermal conductivity, 12 
thermal units, 13, 15 [21, 27] 
Thomas equation(s), 371 [334] 
total derivative operator, 60, 64, 

152,252, 263,379 ~8~ 
transform 

Fourier, 168 
integral, 216 
Laplace, 168, 235, 239 [249] 

transformation( s) 
Backlund, 356, 380, 382 
bilinear, 190, 348 [86] 
composition, 305, 369 
conformal, [86] 
contact, 267, 308, 319, 330 

[282] 
derivative-dependent, [74] 
equivalence, 350 
extended, 53-72 [72,74] 
Galilean, 280 
hodograph,319,323 
Hopf-Cole, 308-311, 370 [318, 

336] 
identity, 7, 304 
infinitesimal, 36-38, 88, 160 

[108] 
inverse, 95, 171 
Legendre, 330-332 
Lie-Backlund, 89, 253, 270, 

304 
Miura, 279, 311-313 
Mobius, 190 [86, 190] 
Noether, 257 
point, 63, 70, 268, 308, 319 

[73, 348, 349] 
projective, 82, 123, 178 [86] 
Riccati, 105, 116 
scaling, 7 

transformation group, 33 [36] 
contact, 269, 319 [282, 334, 

335] 
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infinite-parameter, 319, 327 
[86,334, 335] 

point, 89, 304 [282] 
projective, 82 [87] 

translation(s), 31,35,39,83,252, 
279, 337 [282, 318] 

extended group, 58 
extended infinitesimals, 63 
first order ODE's admitting, 

92 
invariant solutions, 165 [168] 
second order PDE's admit

ting, [168] 
twice-extended infinitesimal, 69, 

176 
two-layered medium, 241 
two-wave interaction, 371 

U 
underdetermined, 354 
units 

dynamical, 12 [21, 27, 28] 
system of, 6 
thermal, 13 [21, 27] 

V 
variable(s) 

dependent, 14, 54, 88, 163, 
195, 303, 352 

dimensionless, 14 
independent,14,54,88,163, 

195, 303, 352 
dimensionless, 14 

similarity, 25, 170, 198, 366, 
368 [212, 245] 

variation of parameters, 132 [145] 
variational formulation, 253, 274, 

373 
variational symmetries, 258 [282, 

283] 
vector 

dimension, 5 
Runge-Lenz, 286 

viscosity, 16 [193, 212, 213] 
viscous diffusion equation, [22] 
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viscous drag, 16 

W 
wave equation(s), 346, 350 [348] 

auxiliary system for, 360 
axisymmetric, 223-226 [191] 
commutation relations, 185-

187,203 
conserved form, 360 
determining equations, 182, 

201, 209 [212] 
group classification, 182-188, 

209-212,360-362 
infinite-parameter Lie group, 

184, 188 
initial value problem, 241-

243,368 
invariance condition, 182, 201 
invariant solutions, 203-206, 

241,367[167, 191,21~ 
nonlinear, [191, 194,245] 
potential symmetries, 361, 366-

368 [377] 
type 1,368 
type 11,368 

recursion operator, 367 
symmetries, 185-188, 202, 

210,360-365 
wave propagation, 241 
wave speed, 182,209,241,360[348, 

377] 
bounded, 369 

wavefront, 224 [246] 
Wronskian, 131 
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