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Abstract

As John Deely has suggested in his Four ages of understanding, philoso-

phia in practice is semiotic process, an engagement in the world through

the action of signs. But this observation leads us to a point of contention

with Deely’s treatment of semiotic process itself and its connection with

the more widely understood notions about language in our time. Specifi-

cally, there are major di‰culties with the treacherous formal and popular

nomenclature about the phenomenon of language and its philosophical con-

nection to the ‘‘semiology’’ of Saussure and sign theory of C. S. Peirce. Our

issue is with the formal use of the term ‘‘language’’ centrally and often in its

technical sense as an analytical system — a way of ‘‘seeing or looking at

the world’’ that is prior to and removed from the communicative sense of

‘‘language’’ — while at the same time also informally employing the term

in its common and practical sense as a system for information exchanges.

In fact, Deely’s comprehensive annotated index helps resolve some of the

issue. But taken in the context of Deely’s broader argument, the problem

with the definition and use of the term ‘‘language’’ somewhat stifles the at-

tempt to revise appreciation of our arrival at the ‘‘time of the sign’’ as a

species-specific capacity.

Keywords: language, evolution, cognition, Peirce.

As an opening for the twenty-first century, John Deely presented his

master work Four ages of understanding: The first postmodern survey of

philosophy from ancient times to the turn of the twenty-first century, what
we may suggest to be a culmination of at least thirty years of his contri-

butions to the development of ideas pertinent to the Doctrine of Signs,

and also the initiation of a formal discussion that will, no doubt, continue
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through many of the coming decades. Deely’s prodigious attention to

detail in developing his argument is admirable, considering the enormity

of the project; as one might expect, he shows an adept integration of

ancient, Latin, modern, and contemporary/postmodern issues within

an intriguing historical argument of the impacts of linguistic relativism

on the course and emphasis of Western ideas. Yet the deeper argument

of Deely’s treatment of the subject resoundingly a‰rms that philosophia

in practice is a fundamentally semiotic process. We may recognize to-

day that even as early as the pre-Socratics the sign was instrumental

in formal human inquiry, though certainly not explicit as a construct

within that inquiry. As such, Deely can ground Western philosophy in

a series of systems which di¤er with respect to their use or treatments

of ‘‘the sign’’ and ideas about either ‘‘objective’’ or ‘‘inter-subjective’’

knowledge.

Deely’s refiguring of the history of philosophy returns periodically to
a key point: the accidental or sometimes intentional shifting of mean-

ings in the process of either translating works from one cultural system

to another, or reinventing parallel constructs working in the service of

human understanding.1 Both of these processes created capricious turns

in the thrusts and results of inquiry through time, rendering it neces-

sary in our time to renegotiate some texts we may now regard as

prominently foundational. Even more interesting, it appears that at

points along the way, especially in the modern period, philosophers in-
spired by ancient texts, aspiring to work in continuity with them, have

sometimes projected quite new appreciations of the world onto them. In

perhaps no other area of philosophy is this more true than in the modern

development of the Doctrine of Signs (Deely 2001: 625–637, especially

629), the impetus for which we may attribute to John Locke and the first

full systematization of which we may attribute to C. S. Peirce (see espe-

cially Deely 2001: 57, note 16, for a concise review of these connections).

Throughout Deely’s work, he stresses the unique semiotic capacity of
humans, following Peirce’s system and his own conceptual elaborations

over a career devoted to a Doctrine of Signs and refinement of the idea

of anthroposemiosis.

Arguments from diverse disciplines connected with human semiotic ca-

pacity are embedded in the more general treatment of the origins and

evolution of language and culture — with the term ‘‘language’’ not always

being employed from the perspective of a Doctrine of Signs. Specifically,

in spite of great overlap in terminology and even method, one gets very
di¤erent impressions about language from the points of view of historical

linguists, psycholinguists, structural linguists, cultural anthropologists,

and any of a number of philosophers of language — each with legitimate
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points fit to di¤erent pragmatic ends. Perhaps the broadest distinction

among the approaches is between those disciplines that include semantics

within the system modeled, and those disciplines that only pursue ‘‘how’’

meaningful behaviors are created. This is certainly a ‘‘divide’’ within lin-

guistics, and the di¤erentiation can even be extended to diverse ap-

proaches to ‘‘culture’’ or ‘‘behavior’’ in areas of social science that are

not focused on language per se. In anthropology, for example, Kenneth
Pike’s linguistically-based theory of cultural behavior (Pike 1971) em-

ploys foundational linguistic constructs for the systematic representation

of cultural meaning. However, the sterile but influential revision of Pike’s

etic and emic concepts by Marvin Harris (1967), legitimized by reference

to a then unpublished 1967 draft of Pike’s work, founded a major line

of materialist/behaviorist anthropology that essentially stripped cultural

meaning from the representation of cultural patterns, and within Ameri-

can anthropology trumped the enormous impacts Pike’s work otherwise
might have had.

So the issue of what ‘‘language’’ is as a semiotic capacity, or whether it

is a gloss for that capacity in its most fundamental sense, remains a major

concern. And the topic taken up in this paper, inspired directly by Deely’s

book, is the use of the term ‘‘language’’ throughout our philosophical dis-

courses, even in Deely’s work, to represent two distinct phenomena asso-

ciated with quite distinct historical, conceptual trajectories. The first of

these, and the most common in usage across cultures and disciplines and
central to Deely’s line of argument about linguistic relativity noted above,

employs ‘‘language’’ simply as an instrument of communication. Deely

(2001: 301, note 106) designates this as the ‘‘vulgar’’ sense of language,

and stresses that the system designated by common usage is ‘‘exapted

from’’ the more fundamental, and we may presume more ‘‘valid,’’ system

of logical capacity. This second idea, highly emphasized by Deely

throughout his work (see especially Deely 2001: 5, 9–12, 18, 55, 323,

417, 488) and consistent with Thomas Sebeok’s treatments of the term,
is that ‘‘language’’ is primarily the ‘‘human modeling system’’ that is

uniquely manifest through the concatenation of capacities we have ob-

tained in our evolutionary heritage.

In Four ages (2001: 662–667), Deely reviews a series of rules set out by

C. S. Peirce in his ‘‘ethics of terminology.’’ Among these Peirce urges:

‘‘Before proposing a term, notion, or other symbol, to consider maturely

whether it perfectly suits the conception and will lend itself to every occa-

sion, whether it interferes with any existing term, and whether it may not
create an inconvenience by interfering with the expression of some con-

ception that may hereafter be introduced into philosophy’’ (Peirce quoted

in Deely 2001: 666–677).
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While we may consider the warning unrealistic, given the nature of

language (whatever the term might mean). We should note at this

juncture that precision of terminological usage is itself a di‰cult demand

in any event, as Vincent Colapietro pointed out in his review discussion of

Deely’s Four ages at the 2006 meeting of the Semiotic Society of America

(Colapietro 2006). We certainly agree that e¤orts to arrive at precision of

terminology often confound discourse, preventing meaningful sharing of
ideas when the action of signs otherwise has the capacity to work through

subtleties and traces of insight. In the present discussion, we would join

Colapietro in suggesting that at many points in Deely’s history of philos-

ophy he has stopped short of realizing the depth of insights inherent in

his work. But at least a part of the problem is one of ‘‘consistency’’ in

usage.

1. The conceptual field

The confusion created by casual reference to ‘‘language’’ in Deely’s argu-

ment, then, could be mitigated by strict adherence to terminologies al-

ready in existence, some substantially enhanced by Deely’s own work.

For example, in the leading discussion on sense and perception in Four

ages, Deely carefully di¤erentiates the Innenwelt and Umwelt as areas of

species-specific cognitive activity manifest among the anamalia, and even
more carefully derives the Lebenswelt as the human Umwelt, a world ex-

perienced as Umwelt ‘‘linguistically modified’’ (Deely 2001: 9–12). The

discussion is complicated by the fact that Deely opens his idea of Lebens-

welt as ‘‘Umwelt modified by understanding’’, though he notes that ‘‘lan-

guage is of a piece with understanding’’ (Deely 2001: 9). The sense of

‘‘language’’ clearly intended in this equation is a human capacity for cog-

nitive modeling of the surrounding world, and this is constantly rein-

forced throughout the work. Indeed, later in the Four Ages, Deely not
only equates understanding and language, but also annotates the equa-

tion of ‘‘language’’ to the formal philosophical construct of ‘‘intellect’’,

citing refinements from Aquinas that undergird and solidify that associa-

tion, and additionally suggest a parallel realization of the significance

of ‘‘being-as-first-known’’ as a construct like Lebenswelt (Deely 2001:

347–348). It is very clear in these passages that Deely excludes ‘‘lan-

guage’’ as a ‘‘signal’’ or ‘‘communication’’ system in the definitions of un-

derstanding and intellect. One should also see Deely’s early discussions of
Umwelt and Lebenswelt in Introducing semiotic: Its history and doctrine,

where he cites the Umwelt construct originally suggested by von Uexküll

(1926), but states further:
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I would suggest that the human Umwelt — the intellectualized perceptual

environment — should rather be called Lebenswelt, the lifeworld of common hu-

man concerns within which all specialized pursuits arise. On this usage, just as in-

tellection presupposes perception and rests on sensation as on a ‘‘reality core,’’ so

the Lebenswelt contains virtually within itself the Umwelt of animal life and rests

ultimately on the incorporation of the immediately surrounding physical environ-

ment into an objective network of cognition-dependent (socio-cultural) relations.

It is the Umwelt which is the adequate object of zoosemiotic study, while the

expansion into a Lebenswelt is the concern of anthroposemiotics. (Deely 1982:

105–106)

Deely’s notion of Lebenswelt might seem inconsistent with Husserl’s

(1970 [1936]) original usage and derivatives that emphasize the ‘‘pre-

reflective’’ nature of the ‘‘lifeworld.’’ However, Deely’s broader point

here is that intellect exists as an essentially reflective tendency di¤erent

from the total sense-perception capacity of the human species. We under-
stand Deely’s intention as seeing the Lebenswelt as a construct essentially

redundant with ‘‘language’’ understood as a modeling system, what we

will tag ‘‘language-M’’ within our discussion.

This makes language taken as a communication system (or ‘‘language-

C’’) an ambiguous interference throughout the arguments of Deely’s

book. The imprecision created by the generic term ‘‘language’’, some-

times employed as Deely’s highly personalized reference to a technical

and deeply philosophically embedded concept and sometimes not, com-
pels him to constantly restate his point of ‘‘language as a modeling sys-

tem’’, much as Eco (2002), no doubt with di¤erent intent, constantly and

repetitively refers to one character in his recent novel Baudolino as ‘‘Aler-

amo Scaccabarozzi known as Bonehead.’’

In fact, Deely’s comprehensive annotated index helps elucidate some of

the issues raised by our complaint. A thorough review of the 137 most rel-

evant references to ‘‘language’’ in the index reveals some 56 language-M

references. The remaining 81 references, some possibly intentional, but
most unintentional, we believe, present language-C usages that poten-

tially muddy the argument being o¤ered. Classifying the cases can be dif-

ficult, since at some points the common usage is employed in characteriz-

ing the technical sense of the term:

[concluding an argument about Fonseca’s treatment of Augustine] When we

speak of formal and instrumental signs, therefore, we are not speaking of two spe-

cies under a common genus, for there is no genus common to the two. The word

‘‘sign’’ in the two expressions is an inexact way of speaking, a misleading use of

language [sic], a flatus vocis. Exactly speaking, there are mental representations

and verbal significations, and only the vehicles of the latter can properly and ex-

actly be called signs. (Deely 2001: 417)
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We have selected this example also for its metalogical significance, since

not only are we uncertain which sense of ‘‘language’’ Deely intends (and

for us, at least, the Latin is no aid), but Deely’s argument about the

‘‘sign’’ o¤ers the very same order of problem. We note, of course, that

in the larger context of the arguments such di‰culties may be a minor

perturbation — that is to say, one can and will ‘‘work out’’ the potentials

of Deely’s larger program regarding the history of philosophy.
One source of confusion in all of this is the role of semiology, the lin-

guistically derived approach to the sign initiated by Ferdinand de Saus-

sure (1976 [1906–1911]), but much developed in the structuralist and

post-structuralist movements of twentieth century Continental philosophy

(see Deely 2001: 57, 620, 682–684). Semiology, though influential, re-

mains quite focused on language-C in its discourses, methods, and results,

so much so that a major part of the intellectual sense of ‘‘language’’ in the

contemporary academy is dominated by semiological notions. Alongside
this bias is the sense in which much of semiology either disregards or in-

tentionally excludes the interpretation of meaning except as a ground for

understanding ‘‘how’’ semantic di¤erences are created. From our point of

view, semiology is a theory of language ill-equipped to tackle semantic is-

sues because it is not designed to model semantic aspects of language-M

(in this regard, see also Culler 1986: 18–23).

On the other hand, Deely, following his teasings from the Latin philos-

ophers, his gleanings from early modern thinkers like John Locke and
Jean Poinsot, and the powerful foundations established by Charles S.

Peirce, and later Thomas Sebeok as the ‘‘catalyst’’ of postmodern semi-

otic, has at his disposal a precise terminology for language-M, anthropo-

semiosis, which has its foundation in much of his own work. Now,

anthroposemiosis may be an ugly word, and one not in common parlance

outside of the Peircean tradition of semiotics, but that is a quality, as

Peirce might have said, which provides for it a clear and exact utility.

Would it not be easier to refer to language-M strictly as anthroposemiosis,
the processual aspect of the Lebenswelt (or human Umwelt). We might,

then, get on with the work of detailing exactly which elements of the ‘‘hu-

man Umwelt’’ retain much of their animal foundations in sense and per-

ception (or zoosemiosis), and what aspects derive from a reshaping of the

world by what Peirce called ‘‘the argument’’. For it is ‘‘the argument’’

that is also at the foundation of language-M, inasmuch as the Peircean

argument is unique to our species (at least in human experience) and

central to ‘‘semiotic’’ as a cognitive capacity (see Peirce’s ‘‘On the natural
classification of arguments’’ W 2: 23–48; ‘‘On a new list of categories’’

W 2: 49–59; and ‘‘Some consequences of four incapacities’’ W 2: 211–

242).
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To underscore these points, consider Deely in Introducing semiotic:

. . . we may expect the notion of ‘‘natural language,’’ as something yet to be ade-

quately explored within semiotic (or any other) perspectives, to become increas-

ingly a focus of research and analysis in coming decades as we seek to understand

the mysterious communion and compenetration of nature and culture that tran-

spires in anthroposemiosis. For language in this basic manifestation (Wilden

1981: 10) ‘‘is neither a copy of reality, nor a misrepresentation of reality; it is

part of human reality.’’ What has up to now merely been labeled in order to con-

trast it with supposedly more interesting and important but in fact impoverished

and strictly derivative phenomena of cognitive concern will assume its rightful

place as the center and focus of the richest, most heterogeneous form of semiosis

on our planet, namely, anthroposemiosis. (Deely 1982: 92)

And again in Four ages of understanding:

. . . contemporary philosophers at work on the development of the doctrine of

signs according to the fullness of its possibilities have begun to speak, after Peirce,

of the actions of signs as semiosis, and of the action of signs at each of the

cosmological levels. At the broadest physical level of atoms, molecules, interstellar

gases, galaxies, stars, planets, and geological development, the action of signs is

called physiosemiosis. In the living world of plants, the action of signs is called

phytosemiosis. Among animals generally, the action of signs has come to be called

zoösemiosis. And the species-specifically human use of signs, rooted in language,

as we have many times mentioned in crossing the centuries to this point, is an

action of signs called anthroposemiosis. (Deely 2001: 629)

2. What zoösemiotics is not2

Let us at once recognize that all animals negotiate the world through

‘‘signs’’ which link sensed experience to memory and intention. This is
what we mean by ‘‘semiosis’’, and we employ the term to indicate any

form of ‘‘action of signs.’’ From a Peircean perspective, the nervous sys-

tem’s processes of sense and perception are all aspects of sign process, and

the total experience of these species-specific cognitive processes consti-

tutes semiosis. Hence, we can speak of ‘‘anthroposemiosis’’ as human

experience through signs. We may also speak of something like ‘‘gorilla-

semiosis’’ or ‘‘pongosemiosis’’ to distinguish the processes defining experi-

ence in the gorilla and orangutan, respectively. Our work has even led
us to suggest that there exist in biological structure something like ‘‘cog-

nitive platforms’’ that di¤erentiate species to create these independent

semiosic e¤ects in the world. This is all consistent with recent usage of
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the term zoösemiosis, though we stress that there is a strong distinction

between Deely’s and Sebeok’s usage of the term zoosemiotics.

In relatively plain terms, what zoosemiotics was originally proposed to

entail was ‘‘. . . the discipline, within which the science of signs intersects

with ethology, devoted to the scientific study of signalling behavior in and

across animal species’’ (Sebeok 1986: 74, emphasis added). This original

definition seems somewhat narrower in scope than Deely’s action of signs

among animals generally. By reason of Sebeok’s original definition, taken

in conjunction with Deely’s arguments about language as a communica-

tion system, we have come to think of the ‘‘signalling behaviors’’ of any

species as an ‘‘exapted system’’ derived (in the biological genetic sense)

from the limitations of species-specific semiosis. This makes zoosemiotics

in Sebeok’s sense the study of animal analogs of language-C that, though

di¤erent in function and structure, stand in the same relation to the over-

all semiosis of the species as language-C does to language-M in the hu-
man species. One premise of such a view is that human physiology and

functioning, no more or less than other species in our biological system,

presents a unique psychological and behavioral manifestation built from

necessarily common elements of our ‘‘animal’’ nature:

The task for the immediate future will be to treat, comprehensively and exhaus-

tively the achievements of zoosemiotics from Darwin through J. von Uexküll to

the present day; to arrange and display the data in a format relevant to the study

of language, that is, by matching logical concepts derived from sociobiology with

those developed in linguistics; and, using each species, so to say, as a miniature

paradigm which throws light upon language observed as a peculiar combination

of distinctive features of which all or most all components, considered alone,

have their separate evolutionary roots (Koehler 1956), to consolidate and build

upon what has been established about the proto-cultural foundations of human

adaptation. (Sebeok 1986: 74)

We understand that an outgrowth of zoosemiotics has sometimes been to

feed popular notions that anthropomorphize animal behavior, whether in

the ‘‘believed’’ but inaccurate interpretation of the performance behaviors

of circus animals (see Bouissac 1981), or the supposed ‘‘human language

use’’ evinced in some Hominoid sign-language projects.3 Peircean semiot-

ics, we have found, resolves many of the issues raised by facile but inap-

propriate comparisons of symbol use in di¤erent species, and zoösemiotics

holds promise of sorting out in exact terms the many unexpected and ex-
traordinary things other species are doing. But it should be clear by this

point in our discussion that there is a great potential for confusions and

misinterpretations across disciplinary lines.
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From a point of view focused on the evolutionary origins and devel-

opment of human language, a less-anthropocentric accounting of inter-

species and intra-species di¤erences in signalling systems should extend

to fossil species. Such a view, which has been long insisted upon by Se-

beok and others in the field of zoosemiotics, o¤ers the profound and crit-

ical recognition of the potential for distinctively-structured but homolo-

gous parallels in the areas of signalling behaviors, working in the service
of very di¤erent overall cognitive systems. In short, we should not expect

a simple and progressive emergence of evolutionary grades within the Pri-

mates leading to Lebenswelt and its derived human signalling system, any

more than we now expect a simple and progressive emergence of di¤erent

species within any biological genus.

We should expect in the fossil record of the hominidae parallels that in-

volve relatively simple cladistic relationships of individual traits, with the

later appearance of richer trait complexes and phenotypic expressions, se-
lected under similar environmental pressures, in phylogenetically related

populations that do not have direct connection through gene flow. But

we should expect the functioning of such independently derived systems

to be potentially quite distinct. Thus the ‘‘parallel’’ development of de-

rived trait complexes, though temptingly similar to human functional sys-

tems, may in fact present only superficial similarities. This is very likely

the case in later hominid evolution, so much so that a clear approach to

zoösemiotics is exceedingly important to the interpretation of both the
fossil record and ethological studies of signalling behaviors among the

Hominoidea generally. We are certainly interested in shared, derived trait

complexes, of course, but if complex physiological similarities do not

necessarily imply that systems are functionally comparable, our discus-

sion of zoösemiotics on the level of intra-specific comparisons is greatly

complicated.

3. Zoosemiosis and anthroposemiosis

As an opening of this section of our essay, since we have explored the no-

tion of zoösemiotics, let us take a moment to take stock of our three gen-

eral terms: semiosis, semiotic, and language. ‘‘Semiosis’’ we can define

simply as ‘‘experience through signs’’ or, as semioticians have come to

commonly express it, following Peirce, ‘‘the action of signs.’’ ‘‘Semiotic’’

is the ability to reflect upon ‘‘the role of signs in structuring experience
and revealing nature and culture to our understanding’’ (see Deely 1982:

65). Peirce constantly employed ‘‘the sign’’ as the foundation of experi-

ence and logic (for a key text, see Peirce ‘‘Some consequences of four
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incapacities’’, W 2: 211–242), and we note that in terms of the Peircean

sign classification, ‘‘semiotic’’ relies upon what Peirce referred to as ‘‘the

argument.’’ The argument is a capacity to move beyond conventional

references to ‘‘things’’ (symbolic rhemes) and basic propositions that link

two or more ‘‘things’’ (dicent symbols) to more complex logical models,4

constructed worlds, and all of the elements of the Lebenswelt that prompt

Deely to make it a special form of Umwelt — species-specific and yet ca-
pable of diverse and distinct variations.

Thus, our preferred definition of language is as a communication sys-

tem exapted — that is based upon some existing system — from the par-

ticular semiosic capabilities of our species (again, see Deely 2001: 301).

That is, we want to reserve the word ‘‘language’’ for what we have tagged

language-C. And so we have created the following equations among our

terms and the terms defined by others in this area of inquiry:

Though we will continue to use our language-M and language-C tags

in this essay, we see these as referring, respectively to (M) the capacity

for the argument and (C) the symbolic system used in human signalling.

Thus, in our view, by resolving Deely’s inconsistencies with Sebeok on

zoosemiotics, one might be inclined to speak of the ‘‘language’’ of birds

or of gorillas, not suggesting that the communication system is exactly

Table 1. Comparison of derived and exapted elements of anthroposemiosis and zoösemiosis

Derived, primary system

(Innenwelt)

Exapted, secondary system of

signalling behaviors

Anthroposemiosis: The capacity for the ‘‘Argument’’

language-M

The symbolic system used in

human signalling language-C ¼
‘‘language’’

after Peirce The capacity for the ‘‘Argument’’

(argument-symbolic-legisign)

Dominance of symbolic rhemes

and dicent symbols in signalling

behaviors.

after Deely ‘‘Language’’ ¼ ‘‘Understanding’’

¼ ‘‘Intellect’’ ! Umwelt as

Lebenswelt

‘‘Language’’ as ‘‘Communication’’

Zoösemiosis: Qualisigns, Sinsigns, Legisigns,

mostly of the Iconic and

Indexical types, serving mainly

Rhematic and Dicent

functions.

Iconic and indexical calls, and in

some species ‘‘natural’’ symbolic

rhemes and dicent symbols

after Sebeok The subject matter of Zoosemiotics

after Deely Umwelt — object of Zoösemiotic

study

62 K. A. Haworth and T. J. Prewitt

Brought to you by | University of Georgia Libraries
Authenticated

Download Date | 6/1/15 9:12 PM



like ‘‘human language’’ but that instead it is exapted from a form of

semiosis other than anthroposemiosis. Thus, ‘‘language’’ is extended in

such instances metaphorically, as Sebeok noted (1986: 77). But we, like

Sebeok, stress that it is important not to confuse the metaphorical or

‘‘analogical’’ extension of the term with ‘‘phylogenetic’’ or ‘‘systemic’’ ho-

mology. This will be tremendously helpful in the zoosemiotic problem of

understanding how, for example, Gorilla ‘‘language’’ derives from the
semiosic capacities of the gorilla and — while it possesses hints of cladis-

tic cognitive parallels — remains distinct from human language.

The communication capabilities of any species, human or otherwise,

is only a small subset of the overall cognitive system in each case, and

to use the term ‘‘language’’ to represent the highly complex process of

human ‘‘thought’’ is to hugely over-simplify and bias our appreciation

of human understanding, and to miss the significance of animal semiosis

as foundational to our capacities. Deely’s inconsistent use of the term
language in many cases simply undermines the clear exposition of his

argument.

Given Deely’s long term involvement in the philosophy of science as it

pertains to evolution, we find his overall arguments about Lebenswelt and

general cognitive manifestations in our species to be compelling. On this

ground, then, we want now to employ the term Lebenswelt he has helped

develop and refine in our own representation of stages in the development

of semiotic capacity in our species. Taking the idea of Lebenswelt as the
human Umwelt, a biologically driven sensed and perceived world modified

by the action of signs in anthroposemiosis, we may begin to distinguish

between the capacity for such a modified world experience and the spe-

cific forms a world experience may take. The ‘‘lived world’’ of the human

being reflects di¤erent communities of experience we call ‘‘cultures.’’

Hence the capacity for creating a Lebenswelt is the ‘‘capacity for Cul-

ture.’’ Within anthropology, specific patterns of Lebenswelt are seen as

‘‘particular cultures’’ (and this is roughly paralleled in the notions of
‘‘field’’ and ‘‘habitus’’ in the work of Pierre Bourdieu; for example see

Bourdieu 1977). This would suggest that ‘‘cultures’’ derive from the cog-

nitive engagement of the surrounding world as a specific ‘‘adaptive’’ or

‘‘adjustive’’ process. A similar phenomenological point of view is reflected

in the synthetic historical and comparative work by David Abram (1997),

The spell of the sensuous. So the basic idea of the ‘‘lived world’’ of the hu-

man being constituting a parsed construction within a field of possibilities

fits well within Deely’s conception of Lebenswelt.
But within common academic usage, culture also refers to the products

of such lived experience — to technology and identified patterns of be-

havior, and even to the significations that justify these impacts on the
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world. As a product of Lebenswelt, material artifacts and technologies

hold a status very similar to signals and the behavioral contexts within

which they occur — they are signs in a non-random system.

The question is: What kinds of signs are they? When ‘‘signs’’ of the de-

rived life system present consensus-driven patterns of behavior, we will

usually comfortably identify the population as human. One critical point

here is that the material world, including humanly produced artifacts,
may actually constrain behavioral conventions — to create Lebenswelt

— even in the absence of a signalling system built around calls or other

vocalizations. Thus, in the chicken-and-egg approach to ‘‘language and

culture’’ in anthropology, culture (or manifestations of language-M)

does not require speech (or language-C) to exist. On the other hand, we

recognize that technologies present very di¤erent clues about the behav-

iors that produced them — some show evidence of arbitrary, consensus-

driven patterns of production, and some show only evidence of the direct
practical concern, in the area of stone tool production for example, for

obtaining an edge or a shape, here and now. The mere presence of stone

tools, then, is not direct evidence of a reflective, logically-predictive mod-

eling system. Tools may at times be nothing more engaging than the ma-

terial impacts of any species — the nests of birds or apes, the warning

chitters of squirrels, or the howling of wolves. Thus, stone tools may re-

solve the question of whether a prehistoric population shared our ‘‘capac-

ity to Culture’’ only in the context of a refined pattern analysis. If tools
become similar to speech from a semiotic perspective, even if the signal-

ing, technological, and thought systems are coevolved, it is di‰cult to

demonstrate the idea that ‘‘intellect’’ should form purely on the impetus

of the ability to ‘‘name’’ or ‘‘call’’ or ‘‘warn’’ or ‘‘fabricate.’’ Following

these arguments, and recognizing the general absence of ‘‘signaling be-

haviors’’ in archaeological evidence, we emphasize that the presence of a

human Lebenswelt should be distinctively manifest in the organization of

the material record, and especially in the complexity of processes of tool
production and use.

For, at the beginning, when biological consequences following chance

events of mutation or gene flow brought together in a population the

combination of factors necessary for more e‰cient, survival-linked, be-

havioral interactions in the world, these changes primarily enabled ‘‘semi-

otic’’ reflections in the form of ‘‘the argument’’ and only secondarily

enabled sharing through signaling systems or technological conformity.

There must have been a time when ‘‘semiotic reflection’’ was possible,
while still largely absent from the manifest hominid behavioral reper-

toire and secondary to pragmatically direct interactive behaviors. Such a

time would be the period of the ‘‘emergence’’ of anthroposemiosis, the
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capacity to Lebenswelt, the capacity to create cultural di¤erence, and

the imminent arrival of the capacity we call semiotic, as reflective

upon ‘‘shared’’ experience. Tool making and indexical use of symbols

(population-specific calls), as they appear in many contexts, are more

comparable to the behaviors of other hominoid species from a zoösemi-

otic point of view.

What would follow this emergence would be an expansion of a new,
highly adaptive, population and an almost immediate elaboration of the

content of its behavioral productions into distinctive, recognizable pat-

terns. We would expect to see a system evolved to allow greater adapted

e‰ciency that would produce local variants, and to the extent it exapted

the variants into signaled expressions, codify the newly-achieved patterns

of Lebenswelt. We believe that the underlying cognitive element in this

transformation involves the shift from a primarily ‘‘holistic’’ means of

processing information to a more ‘‘analytical’’ mode of processing, a
mode consistent with both the step-by-step production of tools and the se-

quential nature of vocal calls serving symbolic associations (Dunn et al.

1992; and for similar arguments identifying expanded analytical process-

ing to Pan troglodytes see Fouts and Waters 2001; Fouts and Jenswold

2002). These are all capacities we see widely, if mainly incipiently, in the

animal kingdom (including the use and juxtaposition of symbols), but

they are brought to a new synthesis by physiological changes, as well as

feedback from patterns and units of the signal system itself. In our view,
this later evolution of capacities is tied to a foundation of much earlier

adaptive processes, some of which are unique to the hominidae and

others more widely shared among the hominoidea. Let us consider the

most foundational of these changes with respect to the hominidae, bi-

pedal locomotion and expansion of the hominid brain.

4. Bipedalism and the brain

E‰cient bipedal locomotion goes back at least 2.5 million years — the

Pliocene-Pleistocene boundary — and extends back in less e‰cient forms

to at least 5 million years.5 The early bipeds in Africa illustrate one of the

general trends of higher Primate evolution. They became di¤erentiated

into small and large bodied variants. The large-bodied forms died out at

the mid- to late-Pleistocene, while the small-bodied forms appeared to be

in the group of lineages that gave rise to the genus Homo. While the
cranial development of these Australopithecine hominids was not beyond

that of the modern apes — about 500cc brains in adults — the post-

cranial skeleton is comparable to humans in possessing a substantial
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upright posture complex. This establishes that upright posture and pelvic

modifications preceded enlargement of the hominid brain.

Upright posture in the Hominids restructured the pelvis into box-

shaped form that has the e¤ect of closing down the birth canal. Human

osteology shows that one of the strong traits used in identifying sex

among e‰cient bipeds is the greater sciatic notch of the Ilium, which

keeps the birth canal somewhat more open in females, counteracting the
much more prominent trend toward pelvic closure. This is a compromise

with upright posture that enables a slightly more developed infant — that

is, an infant with a slightly larger brain mass at birth than otherwise

would be possible. Human and chimpanzee absolute fetal growth is

roughly comparable at term, although the chimp already has erupting in-

cisors and human cranial capacity already approaches small hominoid

limits. The human, however, still has substantial brain growth and mus-

cular development to achieve after birth, while the chimpanzee is born
with much greater motor ability, reflecting major di¤erences in the early

timing of ontogeny. The slowed maturation process in the human accom-

modates later neural development (through the processes of synaptogene-

sis and myelination) that radically expands the brain after birth, but at a

cost of early infant independence. This slowed ontogeny, a ‘‘tolerative

adaptation’’ allowing greater neurological complexity, is often referred

to as neoteny (Clark 1971 provides discussion of tolerative adaptations

for several functional complexes in Primate evolution).
When we compare the famous ‘‘Taung child’’ (an A. africanus of per-

haps three years of age) and a chimpanzee of presumed similar age,

though we see in both a prognathic face and a less prominent cranial

vault than in a human infant, there are some important di¤erences. The

proportions, general brain size, and several other features of the Taung

specimen mark it clearly as a hominid — that is, as a member of a prom-

inently bipedal species. We also know that the chimpanzee newborn will

be much less comparable to a human infant within a few months, quickly
attaining substantial motor skills. Though the brain of the human fetus is

larger than either an australopithecine or a chimpanzee at birth, it still

has yet to achieve a large part of its overall surface area growth and syn-

aptic development. Some recent work in hominid genetics suggests that

the actual di¤erence in the human and chimpanzee genome is very small,

and that the cognitive qualities in the two species emerge from vast di¤er-

ences in the quantity of neurons (see Sapolsky 2006). Such a generaliza-

tion reinforces the idea that the di¤erences among these related species in-
volve timing of processes and genetic ‘‘switches’’ controlling an otherwise

generalized neuronal growth process. Critically important, the trend to

larger brains in the context of upright posture, from this point of view,
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does not require the emergence of complex new kinds of neurons or spe-

cialized tissues. This certainly supports the ‘‘continuity arguments’’ for

hominoid-hominid development of communication capacities, grounded

additionally by behavioral evidence that is highly consistent with zoö-

semiotic approaches to animal capacities (see Fouts and Waters 2001;

Fouts and Jenswald 2002).

Viewing the general size and size-range development of the Hominid
brain, we see that there has been approximately 1000cc overall increase

in adult brain volume since the time of the australopithecines. The first

documented jump in size away from the Hominoid pattern came with

Homo habilis some 1.8 million years ago, and it is appropriate for us to

ask why this increase occurred. We suggest that the pelvic narrowing

associated with upright posture had the e¤ect of creating several simulta-

neous adjustments in the nervous systems of the populations leading to

the genus Homo. First, there would have been at least moderate fetal-
maternal incompatibility for all of the early bipeds, resulting in more pre-

mature births. Premature infants would have had less-developed motor

abilities, and thus would have presented a major problem for the adults

in the population. We know that modern gorillas and chimps remain de-

pendent upon the mother for at least two years, but these young have

well-developed motor abilities. If premature infants were motor-deficient

for a long period of time, they would require greater attention and care

from the adults.
There are two solutions for this problem of premature birth. One is a

general increase in body size, thus producing an absolutely larger birth

canal that counteracts the problem — this was the adjustment of the

populations that became A. robustus, as well as probably for the genus

Homo shortly after its emergence.6 The second solution is also a general

primate trend — under stress all primates have tended toward more com-

plex nervous systems. In this case, a larger mass of cerebral cortex in

adults would accommodate the cooperation and learning processes sup-
portive of caring for premature infants. This would be exceptionally

important, since the large-bodied Hominoid forms already had the

number of o¤spring reduced to single infant gestations of long duration.

The requisite post-natal care also slowed population replacement, so sur-

vival of infants became a major element of the demographic system. Such

a situation is suggested by the very slow population growth of the entire

Paleolithic.

Of course, this adaptive response of acquiring a larger brain only
exacerbates the problem of pelvic disproportion. The balance between

optimal cranial size at birth and the architecture of the pelvis, we be-

lieve, pushed the lineage into a deviation-amplifying adjustment of the
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maturation cycle. The ‘‘problem-solving’’ trend for greater cortical mass

might mean using more of the incipient neurons of the general hominoid

brain in a sculpting process wherein neuronal attrition proceeds rapidly in

tissues lacking synaptic elaboration (see Nelson and Luciana 2001: 3–44).

But the number of problems involved in linking capacities to tissues is

much more complex, involving ‘‘multifocal’’ neuronal circuits more than

‘‘function-specific’’ neuronal populations (see Lieberman 2002: 38–40 and
46–47).7 Relevant to this discussion it is apparent that the hominid brain

creates more neurons than other higher Primates during early fetal de-

velopment, within a generalized nervous-system ontogeny involving rela-

tively unspecialized mass reproduction of neuronal tissues (see Sapolsky

2006). Also, as Roger Fouts has observed, tissue assymetries in chimpan-

zee brains (Pan troglodytes) suggest homologous structures to Broca’s

and Wernicke’s areas, as well as for the angular gyrus, reinforcing the

idea that such structures are at least as incipient in the hominoid evolu-
tionary grade, and potentially supportive of di¤erent but related species-

specific capacities of cognitive processing (Fouts and Waters 2001). While

subcortical tissues may also be important to language functions in hu-

mans (see Lieberman 2002: 40), this does not belie the service Broca-

and Wernicke-like cortical structures may serve to complex sign functions

in higher Primates.

The general e¤ect of these adjustments was a continuing neoteny re-

flecting several tolerative adaptations that expanded the lifespan, in-
creased body size, slowed ontogeny, readjusted the points of birth and

sexual maturity in the populations, and greatly expanded the period of

post-natal neuronal development, and hence, the intensive care by adults

during infant/child phases of development. Thus, rather than upright

posture being a response to gradual increases in cognitive potential, we

see the brain increases among early hominids as a response to the con-

straints of the irreversible upright posture commitment. This cycle of

events, we believe, resulted in the enhanced ‘‘modeling’’ capacities of the
later genus Homo, capacities that are foundational to anthroposemiosis

and the abilities that would later refocus the human mind on its second-

ary linguistic medium, a reflexive evolutionary development in which the

cognized reality of the animal (the Umwelt) is adjusted by the behavioral

and signal system it enabled (language) into a shared variant of species-

specific experience (Lebenswelt) whose material consequences in the

world are repeated, reinforcing ‘‘signs’’ of that experience. In short, we

became ‘‘cultural’’ beings as a secondary consequence of our premature

infants.

Our broader zoösemiotic argument with respect to infant care and on-

togeny, we believe, should also account for demonstrated semiosic capaci-
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ties in the great apes, abilities that remain somewhat behaviorally incipi-

ent in the wild, but that appear to parallel human symbol manipulation

(language-C) in captive populations, and that also suggest capacities par-

alleling our language (M) abilities. We suggest this based upon the ex-

tended infant care necessary for these species, as well as the wide range

of ethological and captive population observations that support the natu-

ral abilities for imitative learning, problem solving, and direct symbolic
communication (among the general works, especially see Goodall 1986;

Fouts 1997; Savage-Rumbaugh 1986; Savage-Rumbaugh et al. 1998).

The biological foundation of emergent human abilities must take into ac-

count the close species parallels, behavioral and genetic, between humans

and the African apes, if not also to the wider grade of the hominoidea

generally.

5. Stages of hominid cognitive evolution

It has always been clear from gross morphology that brain evolution in

the hominidae was at least a two-stage physiological process from the

emergence of Homo to H. erectus, and then from H. erectus to H. sapi-

ens. What has been perhaps less clear for many years is that within H.

sapiens there may have been two, or perhaps even three stages of cogni-

tive or performative development leading to the ‘‘modal’’ human of to-
day. The ambiguous and often reinterpreted status of European Neander-

thals reflects inklings of this staged process in di¤erent interpretations of

the fossil record (see Aiello and Dunbar 1993; Stringer and Gamble 1993;

Cunli¤e 1994; Johanson and Edgar 1996; Tattersall and Schwartz 2001).8

Current paleontology is much more open to the idea that there may have

been several competing species of the genus Homo, each with di¤erent ca-

pacities of semiosis and di¤erent levels of ‘‘cultural’’ engagement in the

world. It is very likely that most of the early fossil forms, especially those
outside Africa, are only tangential to the culmination of processes leading

to our species. Homo erectus, Homo ergaster, Homo heidelbergensis, and

Homo neanderthalinsis (or H. sapiens neanderthalinsis) are actually su‰-

ciently di¤erent in technology to warrant cognitive di¤erentiation from

Homo sapiens sapiens. And yet some of these and other identified popula-

tions in Africa, Asia, and Europe remain part of what was probably a ge-

netically connected population, through cladistic parallels of development

at the least, if not through direct sharing of local and regional develop-
ments through gene flow.

Viewing technology from a semiotic perspective, we are prepared to of-

fer some direct parallels between developments in stone technology and
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general sign capacities foundational to ‘‘language’’ in its communicative

sense. Studies of technology suggest that in Europe and Africa the late

‘‘archaic’’ Homo sapiens and Neanderthal populations, possessing very

late Achulean, Mousterian, and even Chatelperonean technology, used

technological equivalents of symbolic rhemes (or ‘‘words’’) and dicent

symbols, or the immediate juxtaposition of symbolic rhemes to form

propositions (Prewitt and Haworth 2004). We base this in part upon the
excellent work by Steven Kuhn (1995) on reduction processes in Mouster-

ian lithic technology, and in part on a more general appreciation of the

distinction between Achulean, Mousterian, and Aurignacian technolo-

gies. The idea behind this claim is that Mousterian tools, to focus on the

most representative of the middle Paleolithic technologies, link visual/

material forms to behavioral functions in at least partially ‘‘conventional’’

ways. That is, the user of the tool (like the later archaeologist) could look

at the form and make the connection to a function, as opposed to seeking
the ‘‘form’’ (or edge characteristic) on a multi-purpose tool. The associa-

tion is also suggested in the production process that aligns certain edge

and shape constellations to particular functional uses, beginning with a

process selection of a flake blank conducive to the desired shape and

edge. The overall process evinced by the artifacts is one involving multi-

stage analytical cognitive processes similar to those at work in the unfold-

ing of a simple sentence.

The remarkable changes in technology we see with Mousterian tools,
dating from perhaps 120,000 to 40,000 years ago, are also notable in

that they represent the transition between the Lower and Upper Paleo-

lithic. The most interesting thing about these tools is the sense in which

the reduction process is aimed at producing particular ‘‘shapes’’ and

‘‘kinds’’ of flakes that are then turned into functional tools of di¤erent

types. This shape-to-function correlation is a major shift away from the

‘‘Achulean army-knife’’ approach of the Lower Paleolithic. First, it is

more technically e‰cient because it produces more cutting edge from a
piece of material, thus conserving resource. The tools also show an over-

all production process of much greater consistency and complexity. Most

important from our point of view, is the evidence that a knapper could

‘‘read’’ the results in the knapping process and change strategy for achiev-

ing particular results. This staged production process, which we know

characterizes stone technology from the Upper Paleolithic on in ways

that precisely parallel language, calls for greater intentionality and ‘‘lin-

ear’’ cognitive focus of the knapping process while also taking advantage
of accidental production of desired results (for a cognitively grounded

exposition of this generalization, see especially Young and Bonnichsen

1984).

70 K. A. Haworth and T. J. Prewitt

Brought to you by | University of Georgia Libraries
Authenticated

Download Date | 6/1/15 9:12 PM



Of course, there are precursors for the Mousterian tool functions in the

Achulean hand axe, but the Mousterian knapper did not have only one

primary ‘‘form’’ upon which prepared edges and evidences of use would

be associated as work progressed. Neanderthals made a ‘‘tool kit’’, mean-

ing also that to accomplish a job they would seek or create a specific tool

shape and edge. In e¤ect, the implicit ‘‘propositions’’ entailed in the at-

tributes of the Achulean axe were divested into separable units, and so
the tool’s ‘‘propositional’’ value in an instance of usage was specific,

and apparently somewhat fixed. Mousterian tools are more explicitly

like ‘‘words’’ than were their Lower Paleolithic counterparts. In context,

such functional classes o¤er us very direct insights into how work was

accomplished.

Thus, Mousterian tools show us two things we have not encountered in

earlier technologies: (1) hierarchic linear processes, and (2) logical types

(forms, symbolic rhemes) elevated to an association of functions to create
incipient propositions (dicent symbols). A ‘‘user’’ of a particular ‘‘tool’’

(as we say, the ‘‘right’’ tool) is acting out the proposition created by the

tool’s attributes in relation to what it can accomplish. Production of a dif-

ferentiated tool kit has strong implications for the analytical cognitive

processing abilities of the animal.

But technology also suggests, and we have argued elsewhere (Prewitt

and Haworth 2004; Haworth 2006; Haworth and Prewitt 2006), that the

elaborations of technology, art, and other material patterns of Homo sa-

piens during the Upper Paleolithic, sometimes living essentially alongside

Neanderthal populations, shows a very di¤erent quality of mind from

both earlier species and from the populations who followed in the later

stages of the Upper Paleolithic (after about 20,000 BC), Mesolithic, and

Neolithic. Working with the earlier populations, Mithen (2006: 233) has

come to very similar conclusions as ours based upon cultural and neuro-

physiological evidence.

When we graph elements of technology directly onto the system of
Peircean categories, we discover in the process elements of the sign system

we are studying and the ways we study it. From individual attributes, in-

cidental or selected, we encounter logical ‘‘types’’ defined by constella-

tions of features, di¤erential signs of use and production that themselves

fall into patterns or classes, and finally signs of use or function. A tool is

not a ‘‘proposition’’ until it is picked up with intention, in the same sense

that a word does not ‘‘mean’’ any particular thing until it is placed in a

context, but in archaeological or living contexts, tools may be read as
propositions about action sequences or intention in patterned motor be-

havior (Young and Bonnichsen 1984: 21–87). Moreover, to understand

the ‘‘took kit’’ as a system of di¤erentiated functions and processes is to
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enter into the propositional nature of the technology. As the complexity

of tools increases, including manufacture of compound tools from diverse

materials, so also the elaborations suggest more than simple imitative

modes in the learning of craft (see Mithen 1996: 208–216). What happens

very soon after the inception of the Mousterian tradition, is that stone

tools become ‘‘styled’’ within families of styles, o¤ering signs of ‘‘con-

vention’’ and the opening to all the symbolic complexity of our world.
There is also evidence that the Neanderthals do not participate in this fur-

ther technological elaboration, or even in the full genetic development

leading to Homo sapiens (see Tattersall and Schwartz 2001: 207–209,

219; also see Mithen 2006). The stylistic explosion of the Upper Paleo-

lithic, beginning with the Aurignacian and Magdalenian developments,

is a speciation or replacement event with major cognitive implications.

Specifically, arbitrary elaborations in stone tools beyond functionality in-

dicate another important cognitive transition which, though it is undoubt-
edly of at least cladistic association with the physiology that produced the

Mousterian, presents an even more richly complex behavior accompanied

by clear physiological di¤erences.

A key question about all of this technological transformation remains.

At what point, and under what biological influences, does ‘‘semiotic ca-

pacity’’ emerge? Is there anything in the archaeological record that sug-

gests more precise relationships of timing and capabilities for the genus

Homo on the eve of physiological modernity. ‘‘Semiotic’’ consciousness,
among other marvels, o¤ers the ability to take experience through signs,

reorganize it through signs into make-believe alternatives or potentials,

and knowing that they are make-believe, act on those understandings as

though they were real. It is the basis of myth, theory, and tradition. At

what point do we step away from our Hominoid cousins and begin to

negotiate life habitually through symbolic arguments, models, stories,

myths, and empirical processes, all of which have become what anthro-

pologists have called our ‘‘exosomatic’’ means of adaptation? At what
point does the Lebenswelt emerge as the distinctive quality of our species?

6. Semiotic unfolding

We have discussed elsewhere the extraordinary similarity of Upper Paleo-

lithic cave art and the artistic productions of autistic savants, and the cog-

nitive implications of this similarity for the evolution of language (see Ha-
worth 2006, 2007; Haworth and Prewitt 2006). Out of this work, we

contend, regardless of the specific variations in the connections that may

genetically occur in the human brain, that one aspect of autism is a more

72 K. A. Haworth and T. J. Prewitt

Brought to you by | University of Georgia Libraries
Authenticated

Download Date | 6/1/15 9:12 PM



holistic mode of brain functioning, and that this mode of functioning has

something in common not only with other Primate species, but with our

immediate ancestors. We are certainly not suggesting that Paleolithic peo-

ple were autistic — instead, we are arguing that there are signs of holistic

brain function that suggest an absence at least of habitual or dedicated

verbal language in the experience of these people. But a brain allowing,

or perhaps allowing emphasis of analytical functions over holistic pro-
cessing is precisely the kind of organ that could ultimately give rise to

the human Lebenswelt as Deely defines it, in the context of a commu-

nication system derived from the modeling capacity. Indeed, given the

other indications of complex structure in technology and motor behavior,

as well as physiological changes in the Homo sapiens brain supporting

Aurignacian and Magdalenian cultures, we believe the authors of the

cave art were cognitively capable of verbal language, and even used it to

a limited extent. Very plainly, we think there was a stage where the hu-
man mind, though capable of constructing logical arguments in thought,

did not extend this rational behavior to habitual use of speech.

In linguistic terms, we call this emergent level of capacities Language I

(or human Umwelt without Lebenswelt).9 This resulted in a brain still

free to emphasize other important environmental interests. This is why,

we argue, we encounter the extraordinary visual and technological mani-

festations of the Upper Paleolithic archaeological record — both the early

stages of specialized stone technology and cave art. The Aurignacian is,
for us, the ‘‘dawn’’ of semiotic consciousness, without those special abili-

ties being exapted into a full-blown verbal expression of symbolic model-

ing. However, just as the Neanderthals and Mousterian culture represent

a short phase of physiological transition — a step in a biological punctu-

ated equilibrium process — the Cro-Magnon emergence and Aurignacian

culture evidently represent an even shorter adjustment of cognitive style

to the new brain physiology. From the Magdalenian period (18,000–

10,000 BC) on through the Mesolithic to the beginnings of the Neolithic,
we see progressive elaboration of technology moving toward plant culti-

vation, and simultaneously the establishment of narrative art executed in

the form of abstracted, almost stick-figure representations (cf. Haworth

2006, figures 1–5 and 14–16; also see Rudgley 1999). In the later art,

which may be easily represented by works from the early Neolithic period

in the Spanish Levant (see Beltrán 1982), we encounter human figures

hunting, dancing, and engaged in other activities. We see animals being

hunted and killed. We encounter representations that depict ‘‘what is
known’’ rather than what is a direct visual experience. There can be little

doubt from these evidences that what we are viewing is ‘‘human’’ in the

sense we experience humanity, that spoken language (Language II) is
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dominating the brain functions, and that ‘‘shared culture’’ is now struc-

turing the lives of diverse communities. With the later Upper Paleolithic,

the Lebenswelt has arrived, and the human animal is realizing its species-

specific potential.

We arrive, then, at a proposed sequence for the evolution of ‘‘lan-

guage’’ based in the Doctrine of Signs and empirical studies of cognition,

brain physiology, the fossil record, and paleo-technology:

1. (5M–2M) Separation of a small-bodied upright biped whose pelvic

size provided the ‘‘kick’’ for a major nervous system expansion for

its descendants in the genus Homo.

2. (2M–1M) An accommodation of bipedal, large-brained adaptations

through increased body size, supported by a combination of cooler

Pleistocene weather, social organizational changes, and a protein-

rich diet.
3. (1M–175,000) Dispersal of the successful and genetically variable

lower Pleistocene hominid population accompanied by di¤erentia-

tions of many small populations, with gene flow supporting some

locally unique nervous-system adaptations enhancing natural Homi-

noid tendencies to symbol use, but producing highly variable sign ca-

pacities from population to population.

4. (175,000–35,000) A transformation in some populations, originally in

Africa but ultimately expanding into Europe and Asia, to more linear
and hierarchic technological processes reliant upon the use of tools,

and likely manual symbols plus some conventional vocal symbols,

deployed in limited combinations as ‘‘propositional’’ behavior. This

stage involved brain expansion supporting various symbolic model-

ing functions in the emerging cognitive system. Neanderthals repre-

sent only a part of this general ‘‘Archaic H. sapiens’’ development,

but are a population that clearly displays through technology some

of the foundational cognitive developments necessary to, but not suf-
ficient for ‘‘language’’ as the term applies to H. sapiens.

5. (40,000–20,000) Emergence of a restructured brain capable of verbal

exaptation of propositional behavior into a signal system and reflect-

ing shared ‘‘semiotic consciousness’’. The population may have relied

upon basic speech forms (Language I), but still appears to not be

specialized for habitual language use.

6. (20,000–present) The gradual habituation and elaboration of the

brain to accommodate verbal expression of semiotic consciousness,
involving the full-blown emergence of spoken language, language di-

versification, development of elaborate traditions, aesthetic abstrac-

tion and elaboration, and other cultural elements consistent with
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ourselves (Language II). With this stage we see the beginnings of cul-

tural di¤erentiation we have identified with the Lebenswelt.

7. We o¤er yet a final stage, which may go back as far as Language II

itself (and according to Marija Gimbutas certainly does), wherein the

coevolution of physical symbols, sometimes derived from icons, are a

major manifestation of cultural developments. We tend to think of

‘‘writing’’ as coming much later in time, but there is growing evidence
that writing in various forms goes back to perhaps 10,000 BC, and

that the symbols associated with writing are likely much older (see

Rudgley 1999: 72–85). We o¤er this last note because it is consistent,

we believe, with the general premise that there is a coevolution of ver-

bal signals, other behavioral signals, and technologically produced

patterns that take on symbolic significance for groups.

7. Conclusions regarding Deely’s ambiguity, zoösemiotic, and language

Recognizing that our argument is a rather conservative one within the

general field of Hominoid communication studies (after all, we are not

giving ‘‘human language’’ in any sense to Neanderthals, much less to

Pan, Gorilla, or Pongo), we should note that it has become a somewhat

radical one within semiotic circles. The tendency of semiotic scholars to

reserve ‘‘language’’ for Homo sapiens, and perhaps a few of our immedi-
ately antecedent species is very strong. What we have attempted, drawing

substantially from Deely’s ambiguity in dealing with language and his in-

novation with respect to zoösemiotic, is to tease out a middle ground that

posits a close semiosic relationship between the cognitive underpinnings

of all of the Hominoidea, and a precise notion of ‘‘language’’ within that

group as the name for a family of species-specific exapted signal systems,

all richly symbolic, accommodating the intra-specific (and sometimes

inter-specific) sharing of experiences through whatever sign capacities
each species possesses. It goes without saying that we will not be discus-

sing Peirce, Poinsot or Deely with a chimpanzee any time soon (that is

di‰cult enough to do among humans). Yet the full richness of our under-

standing of the communication behaviors of other species, especially

within the mammalian orders, should not be delimited by a Cartesian

prohibition against the idea of shared capacities among closely related

species. What is clearest, when we view the physiology of the brain, is

that there is no particular reason to posit some extraordinary or miracu-
lous di¤erence that accounts for anthroposemiosis, and on that basis

there is no reason to exclude something close to anthroposemiosis as the

cognitive ground for Hominoid behavior generally.
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Notes

* A preliminary version of this paper was presented by Karen Haworth at the annual

meeting of the Semiotic Society of America, Purdue University, October 2006. This

much-expanded version also includes material developed for the SOAN Lecture, College

of St. Mary’s, Maryland, in March of 2006.

1. Deely (2001: 115, 134, 155, 182, 203) discusses influences of pagan Neo-Platonism and

Latin language on Greek perspective, and ties this to the whole notion that the ‘‘lan-

guage in which philosophy is conducted’’ may have influenced the definitions and ex-

pressions of the ideas. He also discusses impacts of modern language philosophies

(2001: 491–492), and mathematical approaches to the language problem (2001: 523).

2. Throughout this discussion, we shall consistently distinguish between the two senses of

‘‘zoosemiotics’’ — first, the original sense of the term, characterized in the work of Tho-

mas Sebeok (1986), referring to the study of animal signal systems and represented by

the unmarked word; and second the sense provided in the elaborations by John Deely’s

more recent work and relating to animal sign capacities (especially 2001), represented by

the gloss zoösemiotics.

3. For the early semiotic critique of ape-language experiments see Sebeok and Rosenthal

(1981); for counter arguments that are most consistent with our own approach (and

Deely’s zoösemiotics), relating to natural-acquisition sign projects with Pan troglodytes,

see Fouts (1997); Fouts and Waters (2001); Fouts and Jensvold (2002). Other projects

and critiques, of variable intention and success, related to experimentally trained and

home-trained Hominoids are generally recounted in numerous works, including Terrace

(1979); Patterson and Lindon (1981); Savage-Rumbaugh (1986); Parker, Mitchell, and

Miles (1999); Terrace and Metcalfe (2005).

4. For a succinct abstract of Peirce’s sign classification, see ‘‘Logic as semiotic: The theory

of signs’’ in Danesi and Santeramo (1992: 11–28), extracted from primary sources in the

large corpus of Peirce papers.

5. Myriad classifications and discussions of hominid development are available. For this

treatment we have used as general background, because of their accessibility to non-

specialists, the recent work by Ian Tattersall and Je¤rey Schwartz, Extinct humans

(2001), and the excellent synthesis of some key fossils by Donald Johanson and Blake

Edgar, From Lucy to language (1996). We also provide occasional more specific techni-

cal citations relating to particular points made along the way.

6. One of the type specimens of Homo ergaster, dated at 1.6 million years ago, suggests an

adult height well over five feet. Beyond Homo habilis, most of the fossil hominids are

comparatively larger, an adaptation that may have occurred also to accommodate cli-

matic changes (see Johanson and Edgar 1996), especially global cooling of the Pleistocene.

7. Philip Lieberman’s synthesis of issues involved with neurophysiology and function rela-

tive to human language is a necessary ground for any zoosemiotic discussion of poten-

tials for various kinds of sign use among the Hominoids.

8. We also encourage our colleagues and students to read, or re-read William Golding’s

provocative novella, The inheritors (1955) an early literary reflection upon the relation-

ship between Neanderthals and Homo sapiens that, in spite of some of its dated descrip-

tors, nicely explores the notion of a species on the brink of ‘‘language.’’

9. Let us note that Marcel Danesi’s view of the evolution of language, based upon Giam-

battista Vico, o¤ers a similar staged representation of the formation of semiosis, involv-

ing two cognitive levels and four chronological stages (see Danesi 1992: 106). While the

particulars of Vico’s theory of semiosis are di¤erent in purpose, they functionally relate

well to the general process of language evolution we are suggesting here.
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