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access is even more important when the source is not easily 
available like Ref. [67]1 or is not written in English like 
Refs. [16–22] among others, in which case we provide a 
translation. This is our approach to the literature review of 
Sect. 2.

In Sects. 4–9 we proceed differently since our aim in 
these sections is to provide an accurate description of the 
results presented in the references under study. Because of 
the diversity of notations and nomenclature in these refer-
ences, quotations may not be the best way to transmit that 
accurate description. Instead, we summarize the references 
using a unifying framework provided in Ref. [35]. The ref-
erences we have chosen in Sects. 4–9 are, in our opinion, 
those that are relevant to the subject of this study.

Our aim in this work is also to shed light on the relation-
ships between the concepts introduced in this paper. To this 
end, we use a special form of the Duhem model, the scalar 
semilinear one, as a case study.

2 � Introduction and Literature Review

A brief history of the Duhem model The term hysteresis 
was coined by J. A. Ewing in 1881 to describe a specific 
relationship between the torsion of a magnetized wire and 

1  There are no specified authors. The one-page preface written by M. 
V. cites the following people as co–authors or co–authors to be: M. 
Edouard Jordan, M. J. Hadamard, M. L. Marchis, M. H. Pélabon, M. 
Ed. Le Roy, and M. Darbon. However, the chapters bear the follow-
ing names. The biography of P. Duhem is written by E. Jordan. The 
“Notice sur les titres et travaux scientifiques de Pierre Duhem” is the 
note Duhem wrote himself when he applied to the Académie des Sci-
ences. The following chapter “La physique de P. Duhem” is written 
by Octave Manville. The chapter “L’œuvre de Pierre Duhem dans son 
aspect mathématique” is authored by J. Hadamard. Finally “L’histoire 
des sciences dans l’œuvre de P. Duhem” is written by A. Darbon.

Abstract  The Duhem model is a simulacrum of a com-
plex and hazy reality: hysteresis. Introduced by Pierre 
Duhem to provide a mathematical representation of ther-
modynamical irreversibility, it is used to describe hyster-
esis in other areas of science and engineering. Our aim is 
to survey the relationship between the Duhem model as a 
mathematical representation, and hysteresis as the object of 
that representation.

1 � Prolegomenon

Citing a reference allows the author of a scientific article to 
attribute work and ideas to the correct source. Nonetheless, 
the process of describing that work and these ideas assumes 
some interpretation, at least of their relative importance. In 
order to ensure that the interpretation is reliable, we use, 
whenever adequate, a quotation from the reference so that 
the reader has a direct access to the cited source. This direct 
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its polarization (although the phenomenon of hysteresis 
has been known and described by several authors before 
that date as shown in the literature review provided in Ref. 
[65]).

Quoting from Ewing’s paper [28]: “These curves 
exhibit, in a striking manner, a persistence of previous 
state, such as might be caused by molecular friction. The 
curves for the back and forth twists are irreversible, and 
include a wide area between them. The change of polariza-
tion lags behind the change of torsion. To this action … the 
author now gives the name Hysterēsis (… to be behind)”.

In 1887 Lord Rayleigh models the relationship between 
a magnetizing force F ∈ [−Fmax,Fmax] and the correspond-
ing magnetization M using two polynomials [59, p. 240]:

    when F is decreasing,

when F is increasing, where �, � and Fmax are constants.
However, the first in-depth study of hysteresis is due to 

Pierre Duhem2 in the period 1896–1902. A detailed review 
of Duhem’s work on hysteresis may be found in [67, Chap-
ter IV] so that we provide here only those elements of that 
extensive work that are directly related to the present paper.

To understand the motivation for Duhem’s work we 
quote from [67, p. 306]: “take a metallic wire under strain 
by means of a load. We can take the length of the wire and 
its temperature as variables that define its state. The gravity 
weight P will represent the external action. At temperature 
T and under the load P the wire may be at equilibrium with 
length l. Give P infinitely small variations, the length l and 
temperature T will also experience infinitely small varia-
tions, and a new equilibrium may be achieved. In this last 
state, give the gravity weight and temperature variations 
equal in absolute value, but of opposite signs to the previ-
ous ones. The length l should experience a variation equal 
to the previous one with opposite sign. However, experi-
mentation shows that this is not the case. In general, to the 
expansion of the wire corresponds a smaller contraction, 
and the difference lasts with time.”

This permanent deformation is the subject of a seven-
memoirs research by Duhem, see Refs. [16]–[22]. In his 
first memoir submitted to the section of sciences of the 
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2  For a detailed study of the life and work of Pierre-Maurice-Marie 
Duhem (9 June 1861–14 September 1916) see Refs. [39] or [67].

Académie de Belgique on October 13, 1894, and reviewed 
by the mathematician Charles Lagrange in Ref. [44],3 
Duhem writes: “The attempts to make the different kinds of 
permanent deformations compatible with the principles of 
thermodynamics have been few up till now. Only one of 
these attempts, due to M. Marcel Brillouin, appears to us 
worthy of interest.” [16, p. 3]. Duhem analyzes the work of 
Brillouin and concludes that it is not compatible with the 
principles of thermodynamics [16, p.  6] (see also [19, 
pp. 5–7]).

As an alternative, Duhem starts a theory of permanent 
deformations by considering the simplest case: that of a 
system defined by one normal variable x and its absolute 
temperature T. Denoting  (x, T) the internal thermody-
namic potential of the system, Duhem writes [16, p.  8]: 
“Let X be the external action to which this system is sub-
ject. The condition of equilibrium of the system will be

Let (x, T, X) and (x + dx, T + dT ,X + dX) be two equilibria 
of the system, infinitely close to each other; owing to equal-
ity [(1)] we get

Equation (2) does not take into account the fact that the 
modifications of equilibria are not reversible. So Duhem 
introduces a term f(x, T, X)|dx| to be added to the right-hand 
side of Eq. (2), where f is a continuous function of the three 
variables x, T, and X. For an isothermal modification (that 
is when T is maintained constant) we get [16, pp. 9–10]:

where

Observe that, when the input is piecewise monotone, the 
model (3) is equivalent to the model (5) proposed in Refs. 
[3] and [43, p. 282]:

where �
�
 and �r are functions that satisfy some condi-

tions, the function u is the input (which is x using Duhem’s 

3  We are indebted to Jean François Stoffel for this information.
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(5)ẋ(t) =
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notation), the function x the state (which is X using 
Duhem’s notation), and t is time.

To the best of our knowledge, the first reference that 
called the form (5) “Duhem model” is Ref. [48] in 1993.4 
Indeed, the authors of Ref. [43] attributed erroneously 
Duhem’s model to Madelung [63, p. 797].5

Between 1916 when P. Duhem dies and 1993 when his 
model of hysteresis is finally attributed to him, Duhem’s 
work on hysteresis does not have a relevant impact. Major 
references on hysteresis like Refs. [8, 12] or [56] do not cite 
his memoirs. Several authors propose different forms of the 
Duhem model without a direct reference to Duhem’s mem-
oirs. This is the case of the Coleman and Hodgdon model 
of magnetic hysteresis [12], the Dahl model of friction [13], 
the model (5) in Ref. [3], and a generalized form of the 
model (5) in Ref. [43, p. 95]. In 1952, Everett cites briefly 
Duhem’s work as follows [24, p. 751]: “From a thermody-
namic standpoint the introduction of an additional variable 
whose value depends on the history of the system is suf-
ficient for a formal discussion (cf. Duhem [ref]). To advance 
our understanding of the phenomenon [of hysteresis], how-
ever, a molecular interpretation is desirable.”

A general theory of physics based on a molecular inter-
pretation was precisely what Duhem rejected. In a review 
of his work presented in 1913 for his application to the 
Académie des Sciences, Duhem writes that his “doctrine 
should note imitate the numerous mechanical theories pro-
posed by physicists hitherto; to the observable properties 
that apparatus measure, it will not substitute hidden move-
ments of hypothetical bodies” [67, p. 74].

In recent times, Duhem’s phenomenological approach 
is becoming more accepted [5, 9, 46, 52, 57]. Indeed, 
“hysteretic phenomena arising in structural and mechani-
cal systems are so complicated that there has been no 
well-accepted mathematical model which can describe all 
observed hysteretic characteristics.” [52, p. 1408]. Moreo-
ver, the Preisach model which was believed to describe the 
constitutive behavior of magnetic hysteresis, has shown to 
be a phenomenological model [49, p. 2].

Several reasons are invoked for the use of Duhem’s 
model to describe hysteresis. On the one hand, “differen-
tial equation-based models lead to a particularly simple 
phenomenological description” [46, p.  C8–545]. On the 
other hand, the “Duhem models [sic] … have the advantage 
that [they] require a small amount of memory so they are 
suitable in practical and low cost applications.” [9, p. 628]. 

4  Ref. [48] cites a translation into German of the original memoir 
Ref. [16] which is written in French.
5  Quoting from Ref. [48, p. 96]: “the Madelung paper does not use 
a differential equation or integral operator. In fact, Madelung allows 
nonuniqueness of trajectories through a point … which would make a 
differential equation model difficult.”

Finally, many phenomenological models of friction or hys-
teresis can be seen as particular cases of a more general 
form of the Duhem model: this is the case for example of 
the Dahl [13], the LuGre [2, 11], or the Maxwell-slip mod-
els [30]. Thus “recast[ing] each model in the form of a gen-
eralized … Duhem model … provide[s] a unified framework 
for comparing the hysteretic nature of these models.”s [57, 
p. 91].

There are several generalizations of the original Duhem 
model (5). The following generalization is proposed in 
[43, p.  95]: ẋ(t) = f

(
t, x(t), u(t), u̇(t)

)
. In [64, p.  141] the 
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and �r are causal operators. In Ref. [54] Duhem’s model 
is generalized as ẋ(t) = f

(
x(t), u(t)

)
g
(
u̇(t)

)
 whilst [64, 

p. 145] proposes the following form for vector hysteresis: 
ẋ(t) = f

(
x(t), u(t),𝜋(u̇)

)|u̇(t)| where 𝜋(u̇ ≠ 0) = u̇∕|u̇|.
Why are there different generalized forms of the Duhem 

model ? To answer this question we have to recall the con-
cept of rate independence.6

To the best of our knowledge, the earliest author to state 
clearly rate independence is R. Bouc in Ref. [8], although 
that property was known before Bouc’s work. Due to the 
importance of rate independence in the study of hysteresis, 
and the fact that Ref. [8] is not available in English, we 
quote from [8, p. 17]:“Consider the graph with hysteresis 
of Fig. 1 where  is not a function of x. To the value x = x0 
correspond four values of .

6  The term “rate independence” is attributed to Truesdell and Noll 
(Section 99, Encyclopedia of Phyics, volume III/3, 1965) by Visintin 
[64, p. 13]. We read Section 99 of the 2004 edition [62] of the origi-
nal treatise by Truesdell and Noll but found no clear evidence of the 
correctness of the attribution.

Fig. 1   Graph “Force–displacement” with hysteresis
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… If we consider now x as a function of time, the 
value of the force at instant t will depend not only 
on the value x(t), but also on all past values of func-
tion x since the origin instant where it is defined. If � is 
that instant (x(�) =  (�) = 0, � ≥ −∞), then we denote 
 (t) = (

x(⋅), t
)
 the value of the force at instant “t”, 

where x(⋅) “represents” the whole function on the interval 
[�, t][footnote]. Our aim is to explicit functional (

x(⋅), t
)
.

To this end, we make the following assumption: the 
graph of Fig.  1 remains the same for all increasing func-
tion x(⋅) between 0 and x1, decreasing between the values x1 
and x2, etc. The functional will no longer depend explicitly 
on time and we will write  (t) = (

x(⋅)
)
(t). We can say: 

If x(tj) and x(tj+1) are two extremal values, consecutive in 
time, we have for all t ∈ [tj, tj+1]

where fj is a function of only the variable x(t).
We can also say: If �:ℝ → ℝ is a class C1 function 

whose derivative is strictly positive for t ≥ � with �(�) = �

, and if we consider the function y(t) = x
(
�(t)

)
 which is a 

“compression” or an “expansion” of x by intervals, then the 
graphs 

((
y(⋅)

)
, y
)
 and 

((
x(⋅)

)
, x
)
 are identical and we 

have

The exact definition of rate independence varies from 
author to author. For example, Visintin requires the time-
scale-change � to be a strictly increasing time homeomor-
phism [64, p. 13] whilst Oh and Bernstein consider that � 
is continuous, piecewise C1, nondecreasing, �(0) = 0, and 
limt→∞ �(t) = ∞ [54]. Loosely speaking, rate independ-
ence means that the graph of hysteresis (output versus 
input) is invariant with respect to any change in time scale.

Rate independence is used by Visintin to define hyster-
esis :“Definition. Hysteresis = Rate Independent Memory 
Effect.”[64, p. 13]. However, “this definition excludes any 
viscous-type memory” [64, p. 13] because it leads to rate-
dependent effects that increase with velocity. A definition 
based on rate independence assumes that “the presence of 
hysteresis loops is not …  an essential feature of hystere-
sis.” [64, p. 14].

This point of view is challenged by Oh and Bernstein 
who consider hysteresis as a “nontrivial quasi-dc input-out-
put closed curve” [54, p. 631] and propose a modified ver-
sion of the Duhem model which can represent rate-depend-
ent or rate-independent effects. A characterization of 
hysteresis systems using hysteresis loops is also addressed 
by Ikhouane in Ref. [35] through the concepts of consist-
ency and strong consistency.

In light of what has been said it becomes clear that, in 
Ref. [64], the generalizations of Duhem’s model are done 

(
x(⋅)

)
(t) = fj

(
x(t)

)
,

(
x(⋅)

)
(t) = (

y(⋅)
)(
�−1(t)

)
.”

in such a way that rate independence is preserved, whilst 
a definition of hysteresis based on hysteresis loops in Ref. 
[54] is compatible with a generalized form of the Duhem 
model that may be rate dependent or rate independent.

Why are there different models of hysteresis? In Ref. 
[16] Duhem proposes his model to account for the irrevers-
ibility in the modifications of equilibria observed experi-
mentally in magnetic hysteresis [16, Chap. IV], sulfur [17], 
red phosphorus [19, Chap. III], and in different processes 
of metallurgy [19].

Preisach [56] uses “plausible hypotheses concerning the 
physical mechanisms of magnetization” [49, p. 1] to elabo-
rate a model of magnetic hysteresis. This model is also pro-
posed and studied by Everett and co-workers [24–27] who 
postulate “that hysteresis is to be attributed in general to the 
existence in a system of a very large number of independ-
ent domains, at least some of which can exhibit metastabil-
ity.” [24, p. 753].

Krasnosel’skiǐ and Pokrovskiǐ point out to the issue of 
admissible inputs, as “it is by no means clear a priori for 
any concrete transducer with hysteresis, how to choose the 
relevant classes of admissible inputs” [43, p.  5]. This is 
why they introduce the concept of vibro-correctness which 
allows the determination of the output of a hysteresis trans-
ducer that corresponds to any continuous input, once we 
know the outputs that correspond to piecewise monotone 
continuous inputs [43, p. 6]. The models that Krasnosel’skiǐ 
and Pokrovskiǐ propose (ordinary play, generalized play, 
hysteron) are vibro-correct, although the authors acknowl-
edge the existence of hysteresis models that may not be 
vibro-correct like the Duhem model.7

Hysteresis models based on a feedback interconnection 
between a linear system and a static nonlinearity are pro-
posed in Ref. [55]. The authors study “hysteresis arising 
from a continuum of equilibria …  and hysteresis arising 
from isolated equilibria” [55, p 101].

A review of hysteresis models is provided in Ref. [48] 
and a detailed study of these (and other) models may be 
found in Refs. [7, 10, 14, 37], [49, 64].

In light of what has been said, the diversity of hysteresis 
models is due to the wide range of areas to which hysteresis 
is concomitant, and the diversity of methods and assump-
tions underlying the elaboration of these models.

Note that all mathematical models of hysteresis share a 
common property: they model hysteresis. This fact leads us 
to our next question.

What is hysteresis? A description found in many papers 
is that hysteresis “refers to the systems that have mem-
ory, where the effects of input to the system are expe-
rienced with a certain delay in time.” [33, p.  210]. This 

7  Called the Madelung model in Ref. [43].
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description is misleading as it applies also to dynamic 
linear systems. Indeed, when the output y is related to 
the input u by ẋ = Ax + Bu and y = Cx which is a possi-
ble description of a linear system, the output is given by 
y(t) = C

[
exp(tA)x0 + ∫ t

0
exp

(
(t − �)A

)
Bu(�)d�

]
 where x0 

is the initial state and t ≥ 0 is time. We can see that y(t) 
depends on the integral of a function that incorporates u(�) 
for all � ∈ [0, t], which means that the linear system does 
have memory. However, “hysteresis is a genuinely nonlin-
ear phenomenon” [10, p. 7].

Mayergoyz considers hysteresis as a rate-independent 
phenomenon which is “consistent with existing experimen-
tal facts.” [49, p. 16]. However, “for very fast input varia-
tions, time effects become important and the given defini-
tion of rate-independent hysteresis fails.” [49, p. 16]. Also, 
“in the existing literature, hysteresis phenomenon is by and 
large linked with the formation of hysteresis loops (loop-
ing). This may be misleading and create the impression 
that looping is the essence of hysteresis. In this respect, the 
given definition of hysteresis emphasizes the fact that his-
tory dependent branching constitutes the essence of hyster-
esis, while looping is a particular case of branching.” [49, 
pp. 16–18].

Following Mayergoyz, “All rate-independent hysteresis 
nonlinearities fall into two general classifications: (a) hys-
teresis nonlinearities with local memories, and (b) hystere-
sis nonlinearities with nonlocal memories.” [49, pp. 17]. In 
a hysteresis with a local memory, the state or output at time 
t ≥ t0 is completely defined by the state or output at instant 
t0, and the input on [t0, t]. This is the case for example of 
a hysteresis given by a differential equation. Hysteresis 
with a nonlocal memory is a hysteresis which is not with 
local memory. This is the case for example of the Preisach 
model. “However, the notion of hysteresis nonlinearities 
with local memories is not consistent with experimental 
facts.” [49, pp. 19–20]. Hodgdon, on the other hand, writes 
in relation with the use of a special case of the Duhem 
model to represent ferromagnetic hysteresis: “These results 
are in good agreement with the manufacturer’s dc hyster-
esis data and with experiments” [34, p. 220].

In Ref. [54], Oh and Bernstein consider the generalized 
Duhem model ẋ = f (x, u)g(u̇) and y = h(x, u) with u the 
input, y the output and x the state. The authors assume the 
existence of a unique solution of the differential equation 
on the time interval [0,∞[. They also assume the existence 
of a T–periodic solution xT for any T–periodic input uT with 
one increasing part and one decreasing part, which means 
that the graph {(uT , xT )} is a closed curve. Finally they 
assume that when T → ∞ the graph {(uT , xT )} converges 
with respect to the Hausdorff metric to a closed curve . 
If we can find (a, b1) ∈  and (a, b2) ∈  with b1 ≠ b2, the 
curve  is not trivial and the generalized Duhem model is a 
hysteresis.

In a PhD thesis advised by Bernstein [15], Drinčić con-
siders systems of the form ẋ = f (x, u) and y = h(x, u) for 
which hysteresis is defined as in Ref. [54]. The system is 
supposed to be step convergent, that is limt→∞ x(t) exists for 
all initial conditions and for all constant inputs. It is noted 
that there exists “a close relationship” [15, p. 6] between 
the curve  and the input-output equilibria map, that is the 
set  =

{(
u, h(limt→∞ x(t), u)

)}
 where u is constant and 

f
(
limt→∞ x(t), u

)
= 0. In particular, the “system … is hys-

teretic if the multivalued map  has either a continuum of 
equilibria or a bifurcation” [15, p. 7].

In Ref. [6] Bernstein states that “a hysteretic system 
must be multistable; conversely, a multistable system is 
hysteretic if increasing and decreasing input signals cause 
the state to be attracted to different equilibria that give rise 
to different outputs.” Multistability means that “the system 
must have multiple attracting equilibria for a constant input 
value” [6].

In Ref. [50], Morris presents six examples of hyster-
esis systems taken from the areas of electronics, biology, 
mechanics, and magnetics; hysteresis being understood as a 
“characteristic looping behavior of the input-output graph” 
[50, p. 1]. The author explains the qualitative behavior of 
these systems from the point of view of multistability. For 
“the differential equations used to model the Schmitt trig-
ger, cellular signaling and a beam in a magnetic field” it 
is observed that “these systems, all possess, for a range 
of constant inputs, several stable equilibrium points.” 
[50, p.  13]. The author observes that the systems are rate 
dependent for high input rates.

For the play operator, the Preisach model and the Bouc-
Wen model which are rate independent, “these models pre-
sent a continuum of equilibrium points.” [50, p. 13]. These 
observations lead the author to conclude that “hysteresis is 
a phenomenon displayed by forced dynamical systems that 
have several equilibrium points; along with a time scale for 
the dynamics that is considerably faster than the time scale 
on which inputs vary.” [50, p. 13]. Morris proposes the fol-
lowing definition.

“A hysteretic system is one which has (1) multiple stable 
equilibrium points and (2) dynamics that are considerably 
faster than the time scale at which inputs are varied.” [50, 
p. 13].

In Ref. [35], Ikhouane considers a hysteresis operator 
“ that associates to an input u and initial condition �0 
an output y = (u, �0), all belonging to some appropriate 
spaces.” [35, p. 293]. It is assumed that the operator  is 
causal and satisfies the property that constant inputs lead 
to constant outputs. Examples include all rate-independent 
models [47, Proposition 2.1], some rate-dependent models, 
models with local memory like the various generalizations 
of the Duhem model, and models with nonlocal memory 
like the Preisach model.
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The author introduces two changes in time scale: (1) 
a linear one which is applied to a given input, and (2) a 
-possibly- nonlinear one which is the total variation of the 
original input. When the input is composed with the lin-
ear time-scale change, both the input and the output are re-
scaled with respect to the total variation of the input, which 
provides a normalized input independent of the linear 
time-scale change, and a normalized output. Consistency is 
defined as being the convergence of the normalized outputs 
in the space L∞ endowed with the uniform convergence 
norm. It is shown that consistency implies the convergence 
to some set of the graphs output versus input of the hyster-
esis operator when the linear time scale varies [35, Lemma 
9].

Strong consistency is defined as the property that the 
limit of the normalized outputs, seen a parametrized curve, 
converges to a periodic orbit which characterizes the hys-
teresis loop.

The author does not propose a definition of hysteresis, 
but considers that consistency and strong consistency are 
properties of a class of hysteresis systems.

Aim of the paper The aim of the paper is to survey the 
research carried out on the Duhem model from the perspec-
tive of its hysteretic properties.

Organization of the paper Section  4 presents some 
results obtained in Ref. [43], namely the concept of vibro-
correctness, sufficient conditions to ensure global solutions 
of the scalar rate independent Duhem model, and a study of 
the continuity of the model seen as an operator. Section 5 
presents a definition of hysteresis proposed in Ref. [54] 
that uses a generalized form of Duhem’s model as a tool to 
get that formal definition. Section 6 presents the concepts 
of consistency and strong consistency introduced in Ref. 
[35]. The tools and notations of Ref. [35] are also used as 
a unifying framework to present the results of the present 
paper. Section 7 presents a characterization of the general-
ized Duhem model obtained in Ref. [51]. Section 8 sum-
marizes the results obtained in Ref. [40] in relation with the 
study of the dissipativity of the Duhem model. Section  9 
summarizes some results obtained in Ref. [64] in relation 
with the existence of a Duhem operator, its smoothness, 
and some generalizations of the model. Section 10 is a note 
that explores the minor loops of hysteresis systems with 
particular emphasis on the Duhem model. For ease of refer-
ence, some results on the existence and uniqueness of the 
solutions of differential equations are presented in Appen-
dix 15.

To illustrate the results obtained in Sects. 4–10, and to 
analyze the relationships between these results, we use the 
scalar semilinear Duhem model as a case study. The cor-
responding mathematical analysis is stated in various lem-
mas and theorems provided in Section  11, whose proofs 
are given in 16–20. The relationships between the results 

obtained in Sects. 4–9 are commented upon in Section 12. 
These comments lead to the formulation of several open 
problems in Sect. 13 and a conjecture in Sect. 11.9.

3 � Terminology and Notations

A real number x is said to be strictly positive when x > 0, 
strictly negative when x < 0, nonpositive when x ≤ 0, and 
nonnegative when x ≥ 0. A function h:ℝ → ℝ is said to be 
strictly increasing when t1 < t2 ⇒ h(t1) < h(t2), strictly 
decreasing when t1 < t2 ⇒ h(t1) > h(t2), nonincreasing 
when t1 < t2 ⇒ h(t1) ≥ h(t2), and nondecreasing when 
t1 < t2 ⇒ h(t1) ≤ h(t2).8

An ordered pair a,  b is denoted (a,  b) whilst the open 
interval {t ∈ ℝ ∣ a < t < b} is denoted ]a,  b[. The set of 
nonnegative integers is denoted ℕ = {0, 1,…} and the set 
of nonnegative real numbers is denoted ℝ+ = [0,∞[.

The Lebesgue measure on ℝ is denoted �. We say that a 
subset of ℝ is measurable when it is Lebesgue measurable. 
Let I ⊂ ℝ+ be an interval, and consider a function �:I → ℝ

l 
where l > 0 is an integer. We say that � is measurable when 
� is (M�,B)–measurable where B is the class of Borel sets 
of ℝl and M� is the class of measurable sets of ℝ+ [66]. For 
a measurable function �:I → ℝ

l, ‖�‖I denotes the essential 
supremum of the function |�| on I where | ⋅ | is the Euclid-
ean norm on ℝl. When I = ℝ+, this essential supremum is 
denoted ‖�‖.

W1,∞(ℝ+,ℝ
l) denotes the Sobolev space of abso-

lutely continuous functions �:ℝ+ → ℝ
l. For this class 

of functions, we have ‖𝜙‖ < ∞; the derivative of � 
is denoted 𝜙̇; this derivative is defined almost every-
where and satisfies ‖𝜙̇‖ < ∞. Endowed with the norm 
‖𝜙‖W1,∞(ℝ+,ℝ

l) = max
�‖𝜙‖, ‖𝜙̇‖�, the vector space 

W1,∞(ℝ+,ℝ
l) is a Banach space [45, pp. 280–281].

L∞(ℝ+,ℝ
l) denotes the Banach space of measurable and 

essentially bounded functions �:ℝ+ → ℝ
l endowed with 

the norm ‖ ⋅ ‖.
C0(ℝ+,ℝ

l) denotes the Banach space of continuous 
functions �:ℝ+ → ℝ

l endowed with the norm ‖ ⋅ ‖.
∀� ∈ ]0,∞[, the linear time-scale-change s� :ℝ+ → ℝ+ is 

defined by the relation s� (t) = t∕� ,∀t ∈ ℝ+.
lim
x↑a

 sets for lim
x → a

x < a

 whilst lim
x↓a

 sets for lim
x → a

x > a

.

Let U be a set and let T ∈ ]0,∞[. The function �:ℝ+ → U 
is said to be T–periodic if �(t) = �(t + T),∀t ∈ ℝ+.

8  In this paper we avoid the words “positive”, “negative”, “increas-
ing”, “decreasing” as they mean different things in different books.
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4 � A Summary of the Results Obtained in Ref. [43]

This section presents those results obtained in Ref. [43] 
that are relevant to the present paper. This is in particular 
the case of the concept of vibro-correctness which allows 
to extend the set of admissible inputs from continuously 
differentiable to continuous.

4.1 � The Concept of Vibro‑Correctness

Consider the differential equation [43, p. 95]

In Eqs. (6)–(7) the initial time t0 ∈ ℝ and the initial state 
x0 ∈ ℝ

n where n > 0 is an integer. Furthermore, the func-
tion �1:ℝ ×ℝ

n ×ℝ ×ℝ → ℝ
n is continuous and the input 

u ∈ C1
(
[t0,∞[,ℝ

)
. Theorem  10 ensures the existence of 

at least a solution of (6)–(7) on some time interval [t0, t�0[ 
where t′

0
> t0 may be finite or infinite. Is it possible to 

extend the set of inputs from continuously differentiable to 
solely continuous? The answer to this question leads to the 
concept of vibro-correctness.

Let t1 ∈ ]t0,∞[ and v ∈ C0
(
[t0, t1],ℝ

)
. For any 

� ∈ ]0,∞[ define the set

Definition 1  [43, pp.  95–96] The differential equation 
(6)–(7) is vibro-correct if for each x0 ∈ ℝ

n and each input 
u∗ ∈ C0

(
[t0,∞[,ℝ

)
 there exist t1 ∈ ]t0,∞[ and �0 ∈ ]0,∞[ 

such that Propreties (i)–(ii) hold.

(i)	 ∀u ∈ E(�0, u∗) the solution x = (u, x0) of Eqs. (6)–
(7) exists and is unique on the time interval [t0, t1].

(ii)	 lim
�→∞

sup
u,v∈E(�,u∗)

‖(u, x0) −(v, x0)‖[t0,t1] = 0.

In the following we analyze the consequences of vibro-
correctness. Consider a sequence of inputs uk ∈ E(�0, u∗) 
such that limk→∞ ‖uk − u∗‖[t0,t1] = 0. Then, owing to Pro-
prety (ii) of Definition 1, it follows that {(uk, x0)}k∈ℕ is a 
Cauchy sequence in C0

(
[t0, t1],ℝ

)
. Thus it converges with 

respect to the norm ‖ ⋅ ‖ to a function x∗ ∈ C0
(
[t0, t1],ℝ

)
. Note that the function x∗ is independent of the particular 
choice of the sequence uk owing to Proprety (ii) of Defini-
tion 1. Defining (u∗, x0) as being x∗ means that the opera-
tor  has been extended to the set of continuous inputs.

Thus, the concept of vibro-correctness allows to extend 
the definition of the operator  from the set of continu-
ously differentiable inputs to that of continuous inputs.

(6)ẋ(t) = 𝜁1
(
t, x(t), u(t), u̇(t)

)
,

(7)x(t0) = x0.

(8)E(�, v) =
�
u ∈ C1

�
[t0, t1],ℝ

�
∣ ‖u − v‖[t0,t1] ≤ �

�
.

Another consequence of Property (ii) is the uniqueness 
of the solutions of (6)–(7). This means that it is not neces-
sary to state explicitly in Property (i) that the differential 
equation (6)–(7) has a unique solution (this is what is done 
in Ref. [43]; see also [43, p. 104]).

Definition 2  [43, p.  98] If we consider only constant 
inputs u∗ in Definition 1 then the differential equation (6)–
(7) is said to be vibro-correct on constant inputs.

Theorem  1  [43, p.  98] If the differential equa-
tion (6)–(7) is vibro-correct on constant inputs then 
we can find functions �2, �3:ℝ ×ℝ

n ×ℝ → ℝ
n such 

that for all (t, x, u, v) ∈ ℝ ×ℝ
n ×ℝ ×ℝ we have 

�1(t, x, u, v) = �2(t, x, u)v + �3(t, x, u).

Theorem  1 means that the only differential equations 
(6)–(7) that may be vibro-correct are the ones that have the 
following form:

4.2 � Global Solutions of the Scalar Rate‑Independent 
Duhem Model

Consider the space S(t0, t2) of absolutely continuous func-
tions u:[t0, t2] → ℝ such that

where t2 ∈ ]t0,∞[ is fixed. Consider following differential 
equation [43, p. 286]:

where u ∈ S(t0, t2), and x(t) ∈ ℝ. The functions 
h
�
, hr:ℝ ×ℝ → ℝ are Borel, locally bounded,9 and satisfy 

the following unilateral Lipschitz conditions with respect to 
the first variable [43, p. 278]:

(9)ẋ(t) = 𝜁2
(
t, x(t), u(t)

)
u̇(t) + 𝜁3

(
t, x(t), u(t)

)
,

(10)x(t0) = x0.

(11)‖u‖S = �u(t0)� + ∫
t2

t0

�u̇(t)� dt < ∞,

(12)
ẋ(t) = h

�

(
x(t), u(t)

)
u̇(t) for almost all t ∈ [t0, t2]

such that u̇(t) ≤ 0,

(13)
ẋ(t) = hr

(
x(t), u(t)

)
u̇(t) for almost all t ∈ [t0, t2]

such that u̇(t) ≥ 0,

(14)x(t0) = x0,

9  If the functions h
�
 and hr are continuous then they are Borel and 

locally bounded. Continuity is the condition that appears in Ref. [48].

(15)
(x1 − x2)

(
h
�
(x1, v)− h

�
(x2, v)

) ≥ −�(v)(x1 − x2)
2,

∀x1, x2 ∈ ℝ,∀v ∈ [au, bu],
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where �:ℝ → ℝ+ is continuous, au = mint∈[t0,t2] u(t), and 
bu = maxt∈[t0,t2] u(t). Observe that (15)–(16) are the tran-
scription of (133) for the differential equation (12)–(13). 
Given that the function � is continuous, it is bounded on 
the interval [au, bu] so that the term �(v) in Inequalities 
(15)–(16) can be replaced by a constant. Thus there exists 
a unique solution to (12)–(14) whose maximal interval of 
existence is [t0, t2] owing to Lemma 12.

4.3 � Continuity of the Rate‑Independent Duhem Model 
Seen as an Operator

For any given initial condition x0 ∈ ℝ define the opera-
tor x0

:S(t0, t2) → S(t0, t2) that associates to each input 
u ∈ S(t0, t2) the solution x of the differential equation 
(12)–(14). Then,

Theorem 2  [43, Theorem 29.1] The operator x0
 is con-

tinuous. Furthermore, let a ∈ ]0,∞[, then

sup{u∈S(t0,t2)∣ ‖u‖S≤a} ‖x0
(u)‖S < ∞.

5 � A Summary of the Results Obtained in Ref. [54]

This section presents those results obtained in Ref. [54] that 
are relevant to the present paper. In particular, the authors 
of Ref. [54] propose a definition that decides whether a 
given generalized Duhem model is a hysteresis or not.

5.1 � The Generalized Duhem Model

The generalized Duhem model with input u, state x and 
output y consists of a differential equation that describes 
the state x as [54]

and an algebraic equation that describes the output y as

In Eqs. (17)–(19) the input u ∈ W1,∞(ℝ+,ℝ);10 the function 
f :ℝn ×ℝ → ℝ

n×n� is continuous; n and n′ are strictly posi-
tive integers; the function g:ℝ → ℝ

n′ is continuous and sat-
isfies g(0) = 0; the function h:ℝn ×ℝ → ℝ is continuous; 

(16)

(x1 − x2)
(
hr(x1, v)− hr(x2, v)

) ≤ �(v)(x1 − x2)
2,

∀x1, x2 ∈ ℝ,∀v ∈ [au, bu],

(17)ẋ(t) = f
(
x(t), u(t)

)
g
(
u̇(t)

)
, for almost all t ∈ ℝ+,

(18)x(0) = x0,

(19)y(t) = h
(
x(t), u(t)

)
,∀t ∈ ℝ+.

10  Ref. [54] considers that u is continuous and piecewise C1. How-
ever, the results that we present here are also valid for inputs belong-
ing to W1,∞(ℝ+,ℝ).

and the initial state x0 ∈ ℝ
n. The following is assumed in 

[54, Section II, p. 633].

Assumption 1  For every (u, x0) ∈ W1,∞(ℝ+,ℝ) ×ℝ
n 

there exists a unique solution x ∈ W1,∞(ℝ+,ℝ
n) that satis-

fies Eqs. (17)–(18).

From Assumption 1 we get y ∈ C0(ℝ+,ℝ) ∩ L∞(ℝ+,ℝ).
Define the operator 

o:W
1,∞(ℝ+,ℝ) ×ℝ

n → C0(ℝ+,ℝ) ∩ L∞(ℝ+,ℝ) 
by the relation o(u, x0) = y; and the operator 
s:W

1,∞(ℝ+,ℝ) ×ℝ
n → W1,∞(ℝ+,ℝ

n) by the relation 
s(u, x0) = x.

5.2 � Definition of Hysteresis According to Ref. [54]

We stress that Ref. [54] does not propose a definition of 
hysteresis in general. Instead, the authors of Ref. [54] pro-
pose a definition that decides whether a given generalized 
Duhem model is a hysteresis or not (this is Definition 4). 
We now present the different steps that are followed in Ref. 
[54] to come to Definition 4.

Definition 3  The nonempty set  ⊂ ℝ
2 is a closed curve 

if there exists T ∈ ]0,∞[, a continuous, piecewise C1, and 
T–periodic function �:[0, T] → ℝ

2 such that �([0, T]) =  
and �(0) = �(T).

Note that Definition 3 is equivalent to [54, Defini-
tion 2.1]. Let umin, umax ∈ ℝ with umin < umax and let 
�1, T ∈ ℝ with 0 < 𝛼1 < T . Consider a T–periodic input 
u:ℝ+ → [umin, umax] such that

(i)	 the function u is continuous on ℝ+,
(ii)	 the function u is continuously differentiable on ]0, �1[ 

and on ]�1, T[ with ‖u̇‖ < ∞,
(iii)	 the function u is strictly increasing on ]0, �1[ and is 

strictly decreasing on ]�1, T[,
(iv)	we have u(0) = u(T) = umin and u(�1) = umax.

Let Λumin,umax,�1,T
 be the set of all such inputs u, and define 

the set

Let � ∈ ]0,∞[; observe that the input u◦s� is T�–periodic 
where s� is a linear time-scale change. The following is 
assumed in [54, Definition 2.2].

(20)
Λ =

⋃
umin < umax

0 < 𝛼1 < T

Λumin,umax,𝛼1,T
.
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Assumption 2  Under Assumption 1, for every u ∈ Λ 
there exists a unique11 initial condition x0,u ∈ ℝ

n such that 
s(u, x0,u) is also T–periodic.

In the following, to simplify the notations, the initial 
condition x0,u◦s� for � ∈ ]0,∞[ is denoted simply x0,�. Note 

that, owing to the continuity and periodicity of 
s(u◦s� , x0,� ), we have 

[
s
(u◦s� ,x0,� )

]
(0) =

[
s
(u◦s� ,x0,� )

]
(T�). This fact, combined with Eq. (19) implies that the 
output o(u◦s� , x0,� ) is also T�–periodic and that [o(u◦s� , x0,� )

]
(0) = 

[o(u◦s� , x0,� )
]
(T�). Define the closed 

curve

Now, we introduce the so-called Hausdorff distance. Let 
k ≥ 2 be an integer. For any two nonempty compact sets 
S1 and S2 in ℝk, define the Hausdorff distance dk by the 
relation

Then, the collection of all nonempty compact subsets of ℝk 
is a complete metric space with respect to the Hausdorff 
distance dk [23, p. 67].

Definition 4  [54, Definition 2.2] Under Assumptions 1 
and 2, the operator o is a hysteresis if Conditions (i) and 
(ii) hold for all (u, x0) ∈ Λ ×ℝ

n.

(i)	 There exists a closed curve u ⊂ ℝ
2 such that 

lim�→∞ d2(u,u,� ) = 0.
(ii)	 There exist a, b1, b2 ∈ ℝ with b1 ≠ b2 such that 

(a, b1) ∈ u and (a, b2) ∈ u.
Remark 1  Condition (i) in Definition 4 states that 
lim�→∞ d2(u,u,� ) = 0. For this reason, it is not nec-
essary that � ∈ ]0,∞[ in Assumption 2, it suffices that 
∃�0 ∈ ]0,∞[ such that the condition in Assumption 2 holds 
for all � ∈ ]�0,∞[.

Remark 2  Owing to Theorem 1, the generalized Duhem 
model (17)–(19) is not vibro-correct when the function g is 
not linear. This implies that it cannot be extended to contin-
uous inputs by the use of the concept of vibro-correctness 
[43, p.  279]. If g is linear it is shown in [54, Proposition 
3.2] that, for u ∈ Λ, the state x can be written as a function 

11  The uniqueness of x0,u is not asked in [54, Definition 2.2]. How-
ever without uniqueness the equality in Condition (i) of Definition 4 
would have no meaning since u,� would not correspond to a single 
mathematical object.

(21)u,� =
{(

u◦s� (t),
[o(u◦s� , x0,� )

]
(t)
)
, t ∈ [0, T�]

}
.

(22)
dk(S1, S2) = max

{
sup�1∈S1

(
inf�2∈S2 |�1 − �2|

)
,

sup�2∈S2

(
inf�1∈S1 |�1 − �2|

)}
.

of the input u which means that Condition (ii) of Definition 
4 cannot be met.

5.3 � Case Study

The semilinear Duhem model is used to illustrate Defini-
tion 4 and to analyze the relationship between Definition 4 
and the concept of strong consistency presented in Sect. 6. 
To this end Section 11.5 provides an analytical study of the 
conditions under which the scalar semilinear Duhem model 
is a hysteresis according to Definition 4. This study is illus-
trated by numerical simulations in Sect.  11.6. Finally the 
relationship between Definition 4 and strong consistency is 
analyzed in Sect. 12.1.

6 � A Summary of the Results Obtained in Ref. [35]

This section presents those results obtained in Ref. [35] that 
are relevant to the present paper. This is in particuler the 
case for the concepts of consistency and strong consistency.

6.1 � The Normalized Input

Let p > 0 be an integer. For u ∈ W1,∞(ℝ+,ℝ
p), let 

�u:ℝ+ → ℝ+ be the total variation of u on [0,  t], that is 
𝜌u(t) = ∫ t

0
|u̇(𝜏)| d 𝜏 ∈ ℝ+, ∀t ∈ ℝ+. The function �u is well 

defined, nondecreasing and absolutely continuous. Observe 
that �u may not be invertible (this happens when the input u 
is constant on some interval or intervals). Denote 
�u,max = lim

t→∞
�u(t) and let

•	 Iu = [0, �u,max] if �u,max = �u(t) for some t ∈ ℝ+ (in this 
case the interval Iu is finite),

•	 Iu = [0, �u,max[ if 𝜌u,max > 𝜌u(t) for all t ∈ ℝ+ (in this 
case the interval Iu may be finite or infinite).

Lemma 1  [35] Let u ∈ W1,∞(ℝ+,ℝ
p) be non constant12 

so that the interval Iu is not reduced to a single point. Then 
there exists a unique function �u ∈ W1,∞(Iu,ℝ

p) that satis-
fies �u◦�u = u. Moreover, the function �u satisfies 
‖𝜓̇u‖Iu = 1 and

𝜇
({

𝜚 ∈ Iu ∣ 𝜓̇u(𝜚) is not defined or |𝜓̇u(𝜚)| ≠ 1
})

= 0.
The function �u is constructed as follows. Let � ∈ Iu, 

then there exists t� ∈ ℝ+ such that �u(t�) = � (note that t� 
is not necessarily unique as �u is not necessarily invertible). 

12  u is non constant if ∃t1, t2 ∈ ℝ+ such that u(t1) ≠ u(t2).
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Then, u(t�) is independent of the particular choice of t�, and 
�u(�) is defined by the relation �u(�) = u(t�) [35].

Lemma 1 shows that the input u has been “normalized” 
so that the resulting function �u is such that 𝜓̇u has norm 1 
with respect to the new time variable �. For this reason, we 
call function �u the normalized input.

For every � ∈ ]0,∞[ recall the linear time-scale-change 
s�.

Lemma 2  [35] ∀� ∈ ]0,∞[, Iu◦s� = Iu and �u◦s�
= �u.

6.2 � Class of Operators

Let Ξ,U, Y  be arbitrary sets. Let   be the set of functions 
u:ℝ+ → U, and  the set of functions y:ℝ+ → Y . Consider 
a function (called operator in this work) : × Ξ → .  
The operator  is said to be causal if the following 
holds [64, p.  60]: ∀u1, u2 ∈  ,∀x0 ∈ Ξ,∀� ∈ ]0,∞[,  
if ∀t ∈ [0, �], u1(t) = u2(t), then ∀t ∈ [0,�],

[(
u1,x0

)]
(t) =[(

u2,x0
)]
(t).

Assumption 3  [35] Let Ξ be a set of ini-
tial conditions. Consider a causal operator 
:W1,∞(ℝ+,ℝ

p) × Ξ → L∞(ℝ+,ℝ
m) where m ∈ ℕ ⧵ {0}. 

For every (u, x0, �) ∈ W1,∞(ℝ+,ℝ
p) × Ξ ×ℝ+, if u is con-

stant on the interval [�,∞[, then (
u, x0

)
 is constant on the 

same interval [�,∞[.

6.3 � The Normalized Output

Lemma 3  [35] Let Ξ be a set of initial conditions. Assume 
that the operator :W1,∞(ℝ+,ℝ

p) × Ξ → L∞(ℝ+,ℝ
m) is 

causal and satisfies Assumption 3. Let 
(u, x0) ∈ W1,∞(ℝ+,ℝ

p) × Ξ. Then, there exists a unique 
function �u ∈ L∞(Iu,ℝ

m) that satisfies �u◦�u = (
u, x0

)
. 

Moreover, we have ‖�u‖Iu ≤ ���
�
u, x0

����. If 
(
u, x0

)
 is con-

tinuous on ℝ+, then �u is continuous on Iu and we have 
‖�u‖Iu = ���

�
u, x0

����.

The function �u, called normalized output, is constructed 
as follows. Let � ∈ Iu, then there exists a not necessarily 
unique t� ∈ ℝ+ such that �u(t�) = �. Then, 

[(
u, x0

)]
(t�) 

is independent of the particular choice of t�, and �u(�) is 
defined by the relation �u(�) =

[(
u, x0

)]
(t�) [35].

Note that the correct notation for function �u is �u,x0, to 
stress that this function depends also on the initial condi-
tion x0 and on the operator . However, in the definition 
of consistency (Definition 5), neither the initial condition 
x0 nor the operator  vary, which justifies the simplified 
notation.

6.4 � Definition of Consistency

The concept of consistency is introduced in Ref. [35] as 
follows.13 Consider that the input u is composed with the 
time-scale-change s� where � ∈ ]0,∞[. Then, consider the 
set

which is the output (
u◦s� , x0

)
 versus the input u◦s� 

(observe that the initial condition x0 does not vary with �). 
Using the notations of Sects. 6.1 and 6.3 we get 
�u◦s�

◦�u◦s� = u◦s� and �u◦s�
◦�u◦s� = (

u◦s� , x0
)
 for all 

� ∈ ]0,∞[. Thus, the set u,� can be rewritten as

which leads to

Using Lemma 2 it follows from Eq. (25) that

Observe that, in the expression (26) of the set u,�, the only 
term that depends on � is the function �u◦s�

∈ L∞(Iu,ℝ
m).

Definition 5  [35] Let Ξ be a set of initial conditions. Con-
sider a causal operator :W1,∞(ℝ+,ℝ

p) × Ξ → L∞(ℝ+,ℝ
m) 

that satisfies Assumption 3. Let (u, x0) ∈ W1,∞(ℝ+,ℝ
p) × Ξ

. The operator  is said to be consistent with respect to 
(u, x0) if there exists a function 𝜑⋆

u
∈ L∞(Iu,ℝ

m) such that 
lim𝛾→∞ ‖𝜑u◦s𝛾

− 𝜑⋆
u
‖Iu = 0.

Define the set ⋆
u

 by the relation

Recall that the Hausdorff distance dp+m is defined by Eq. 
(22).

Lemma 4  [35] Let Ξ be a set of initial conditions. Assume 
that the operator :W1,∞(ℝ+,ℝ

p) × Ξ → L∞(ℝ+,ℝ
m) is 

causal and satisfies Assumption 3. If  is consistent with 
respect to (u, x0) then lim𝛾→∞ dp+m

(̄u,𝛾 , ̄⋆
u

)
= 0, where X̄ 

is the closure of the set X.

The converse of Lemma 4 is not true in general [35, 
Example 2].

13  In the proof of [54, Proposition 5.1] Oh and Bernstein use as input 
u◦s� where u ∈ Λ, and obtain by a limiting process a rate-independent 
semilinear Duhem model. In Ref. [35], Ikhouane extends this idea 
to causal operators :W1,∞(ℝ+,ℝ

p) × Ξ → L∞(ℝ+,ℝ
m) that satisfy 

Assumption 3, and to inputs that belong to W1,∞(ℝ+,ℝ
p).

(23)u,� =
{(

u◦s� (t),
[(

u◦s� , x0
)]
(t)
)
, t ∈ ℝ+

}

(24)u,� =
{(

�u◦s�
◦�u◦s� (t),�u◦s�

◦�u◦s� (t)
)
, t ∈ ℝ+

}
,

(25)u,� =
{(

�u◦s�
(�),�u◦s�

(�)
)
, � ∈ Iu◦s�

}
.

(26)u,� =
{(

�u(�),�u◦s�
(�)

)
, � ∈ Iu

}
.

(27)⋆
u
=
{(

𝜓u(𝜚),𝜑
⋆
u
(𝜚)

)
, 𝜚 ∈ Iu

}
.
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Definition 6  14 Let Ξ be a set of initial conditions. Con-
sider a causal operator :W1,∞(ℝ+,ℝ

p) × Ξ → L∞(ℝ+,ℝ
m) 

that satisfies Assumption 3. We say that  is rate independ-
ent with respect to linear time-scale changes if 
∀(u, x0, �) ∈ W1,∞(ℝ+,ℝ

p) × Ξ× ]0,∞[ we have 
(u◦s� , x0) = (u, x0)◦s� almost everywhere.

Assumption 4  Let Ξ be a set of ini-
tial conditions. Consider a causal operator 
:W1,∞(ℝ+,ℝ

p) × Ξ → L∞(ℝ+,ℝ
m) ∩ C0(ℝ+,ℝ

m) that 
satisfies Assumption 3. Assume that  is consistent with 
respect to all (u, x0) ∈ W1,∞(ℝ+,ℝ

p) × Ξ.

The new element that Assumption 4 introduces is that 
the output (u, x0) is assumed to be continuous.

Proposition 1  Under Assumption 4, let the operator 
⋆:W1,∞(ℝ+,ℝ

p) × Ξ → L∞(ℝ+,ℝ
m) ∩ C0(ℝ+,ℝ

m) be 
defined by the relation ⋆(u, x0) = 𝜑⋆

u
◦𝜌u. Then ⋆ is 

causal, satisfies Assumption 3, and is rate independent with 
respect to linear time-scale changes.

Proof  Straightforward.

Under Assumption 4 write the operator  as

For any (u, x0, �) ∈ W1,∞(ℝ+,ℝ
p) × Ξ× ]0,∞[ we have †

(u◦s𝛾 ,x0) = (u◦s𝛾 ,x0) −⋆(u,x0)◦s𝛾. On the other hand, 
(u◦s� , x0) = �u◦s�

◦�u◦s� and ⋆(u, x0)◦s𝛾 = 𝜑⋆
u
◦𝜌u◦s𝛾. By 

Lemma 3 it follows that ��†(u◦s𝛾 , x0)
�� = ‖𝜑u◦s𝛾

− 𝜑⋆
u
‖Iu. 

Since the operator  is consistent by Assumption 4 it fol-
lows that lim𝛾→∞ ‖𝜑u◦s𝛾

− 𝜑⋆
u
‖Iu = 0. We thus conclude 

that

The interpretation of Eqs. (28)–(30) is postponed to 
Section 12.1.3.

6.5 � Definition of Strong Consistency

Observe that, in Definition 5 of consistency, the input u 
may be periodic or not. However, to characterize the hyster-
esis loop of the operator , the input u needs to be peri-
odic. For this reason, Ref. [35] introduces the concept of 

14  Definition 6, Assumption 4, and Proposition 1 do not appear in 
Ref. [35].

(28) = ⋆ +†,

(29)† =  −⋆.

(30)lim
�→∞

‖‖†(u◦s� , x0)
‖‖ = 0.

strong consistency (this is Definition 7) in relation with 
periodic inputs.15

Lemma 5  [35] Let T ∈ ]0,∞[. If u ∈ W1,∞(ℝ+,ℝ
p) 

is non constant and T–periodic, then Iu = ℝ+ and 
�u ∈ W1,∞(ℝ+,ℝ

p) is �u(T)–periodic.

Definition 7  [35] Let Ξ be a set of initial conditions and 
let x0 ∈ Ξ. Let u ∈ W1,∞(ℝ+,ℝ

p) be such that the input 
u is non constant and T–periodic where T ∈ ]0,∞[. Con-
sider an operator :W1,∞(ℝ+,ℝ

p) × Ξ → L∞(ℝ+,ℝ
m) 

that is causal and that satisfies Assumption 3. 
Assume furthermore that the operator  is consist-
ent with respect to (u, x0). For any nonnegative inte-
ger k, define the function 𝜑⋆

u,k
∈ L∞

([
0, 𝜌u(T)

]
,ℝm

)
 by 

𝜑⋆
u,k
(𝜚) = 𝜑⋆

u

(
𝜌u(T)k + 𝜚

)
,∀𝜚 ∈

[
0, 𝜌u(T)

]
. The opera-

tor  is said to be strongly consistent with respect to 
(u, x0) if there exists �◦

u
∈ L∞

([
0, �u(T)

]
,ℝm

)
 such that 

limk→∞ ‖𝜑⋆
u,k

− 𝜑◦

u
‖[0,𝜌u(T)] = 0.

Definition 8  [35] Let Ξ be a set of initial conditions 
and x0 ∈ Ξ. Let T ∈ ]0,∞[. Let u ∈ W1,∞(ℝ+,ℝ

p) be 
non constant and T–periodic. Consider an operator 
:W1,∞(ℝ+,ℝ

p) × Ξ → L∞(ℝ+,ℝ
m) that is causal and that 

satisfies Assumption 3. Assume furthermore that the opera-
tor  is strongly consistent with respect to (u, x0). We call 
hysteresis loop of the operator  with respect to (u, x0) the 
set

Note that the hysteresis loop u may be independent of 
the initial condition x0 (see for example Section 11.3).

Observe that some operators may be strongly consistent 
but do not describe a hysteresis, like any static nonlinear-
ity y = f (u) where f is a function. This is why the follow-
ing definition is useful for the characterization of hysteresis 
systems.

Definition 9  16 Let Ξ be a set of initial conditions. Con-
sider a causal operator :W1,∞(ℝ+,ℝ

p) × Ξ → L∞(ℝ+,ℝ
m) 

that satisfies Assumption 3. Let T ∈ ]0,∞[ and 
u ∈ W1,∞(ℝ+,ℝ

p) be a non constant and T–periodic input. 

15  To the best of our knowledge, proposing a formal defini-
tion of hysteresis based on the existence of a hysteresis loop 
was first done by Oh and Bernstein in Ref. [54] for the general-
ized Duhem model, and for inputs belonging to Λ. Ikhouane used 
a different perspective to generalize this idea to causal operators 
:W1,∞(ℝ+,ℝ

p) × Ξ → L∞(ℝ+,ℝ
m) that satisfy Assumption 3, and 

to periodic inputs that belong to W1,∞(ℝ+,ℝ
p) [35].

(31)u =
{(

�u(�),�
◦

u
(�)

)
, � ∈

[
0, �u(T)

] }
.

16  Definition 9 does not appear in Ref. [35]. Compare with Condition 
(ii) of Definition 4.
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Let x0 ∈ Ξ. We say that the operator  has a nontrivial hys-
teresis loop with respect to (u, x0) if Conditions (i) and (ii) 
hold.

(i)	 The operator  is strongly consistent with respect to 
(u, x0).

(ii)	 �
({

�1 ∈ I
u
∣ ∃�2 ∈ I

u
such that �

u
(�1) = �

u
(�2) and

�◦

u
(�1) ≠ �◦

u
(�2)

}) ≠ 0.

The operator  has a trivial hysteresis loop with respect 
to (u, x0) if Condition (i) holds and Condition (ii) does not 
hold.

6.6 � Case Study

The semilinear Duhem model is used to illustrate the con-
cepts of consistency and strong consistency (Sects. 11.1, 
11.2, 11.3, 11.4), and to analyze the relationship between 
these concepts and Definition 4 (Sect. 12.1).

7 � A Summary of the Results Obtained in Ref. [51]

This section presents those results obtained in Ref. [51] 
that are relevant to the present paper. In particular, Ref. 
[51] characterizes the function g that appears in Eq. (17).

Consider the generalized Duhem model (17)–(18) under 
Assumption 1. Let � ∈ ]0,∞[.

Assumption 5  The limits limw↓0
g(w)

w�
 and limw↑0

g(w)

|w|� exist, 

are finite, and at least one of them is nonzero.

Assumption 5 implies that � is unique, and the function 
g is said to be of class �.

Assumption 6  There exists a continuous function 
Q:ℝ+ ×ℝ+ ×ℝ+ → ℝ+ such that ‖x‖ ≤ Q(�x0�, ‖u‖, ‖u̇‖) 
for each initial state x0 and each input u ∈ W1,∞(ℝ+,ℝ).

Under Assumptions 1, 5, and 6 we have the following.

Lemma 6  Suppose that the operator s (see Sect. 5.1) is 
consistent with respect to (u, x0) for each initial state x0 and 
each input u ∈ W1,∞(ℝ+,ℝ), and suppose that function g is 
of class � ∈ ]0,∞[. Then the following holds.

(i)	 If � ∈ ]0, 1[ then f (⋅, ⋅)g(⋅) is identically zero.
(ii)	 If � ∈ ]1,∞[ then 𝜑⋆

u
 (see Sect. 6.4) is identically x0.

(iii)	 If � = 1, let qu = 𝜑⋆
u
◦𝜌u (see Sect. 6.1) then 

Proof  (i) follows from Lemma 12 and Remark 14 in Ref. 
[51], whereas (ii) and (iii) are given in [51, Lemma 12].

Lemma 6 says that if � ≠ 1 then the corresponding gen-
eralized Duhem model does not represent a hysteresis 
behavior.17 Thus, the existence of limw↓0

g(w)

w
 and limw↑0

g(w)

|w|  

is a necessary condition for the generalized Duhem model 
to represent a hysteresis. This necessary condition has been 
derived from the concept of consistency presented in 
Sect. 6.4. Note that this condition has been assumed for the 
semilinear Duhem model proposed in Ref. [54] (see Eq. 
(68) along with Eqs. (66)–(67)).

8 � A Summary of the Results Obtained in Ref. [40]

This section presents those results obtained in Ref. [40] 
that are relevant to the present paper. This is the case for 
the dissipativity of a special form of the Duhem model. The 
concept of dissipativity/passivity is treated in [42, chap-
ter  6] as an abstracted form of energy dissipation which 
makes this concept relevant to the study of hysteresis.

8.1 � The Scalar Rate‑Independent Duhem Model

The following scalar rate-independent Duhem model is 
considered in Ref. [40]:

where x0 ∈ ℝ is the initial condition, functions 
f1, f2 ∈ C1(ℝ2,ℝ), and the input u ∈ AC(ℝ+,ℝ): the set of 
absolutely continuous functions defined from ℝ+ to ℝ. To 
ensure the existence and uniqueness of the solutions of the 

(32)qu(t) = x0 + ∫
t

0

f
(
qu(𝜏), u(𝜏)

)
ĝ
(
u̇(𝜏)

)
d𝜏,∀t ∈ [0,∞[

(33)ĝ(𝜗) =

⎧
⎪⎨⎪⎩

𝜗 lim
w↓0

g(w)

w
𝜗 ≥ 0,

�𝜗� lim
w↑0

g(w)

�w� 𝜗 < 0.

17  Indeed, if � ∈ ]0, 1[, Eqs. (17)–(18) lead to x(t) = x0,∀t ∈ ℝ+. If 
� ∈ ]1,∞[, 𝜑⋆

u
 is identically x0 which implies that �◦

u
 is identically x0. 

In both cases the operator s has a trivial hysteresis loop with respect 
to all inputs and initial states (see Definition 9).

(34)
ẋ(t) = f1

(
x(t), u(t)

)
u̇(t) for almost all t ∈ [0,∞[

such that u̇(t) ≥ 0,

(35)
ẋ(t) = f2

(
x(t), u(t)

)
u̇(t) for almost all t ∈ [0,∞[

such that u̇(t) ≤ 0,

(36)x(0) = x0,
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differential equation on the time interval [0,∞[, the follow-
ing unilateral Lipschitz condition is assumed:

where �1, �2:ℝ → ℝ+ are bounded on any bounded inter-
val.18 Using Lemma 12, Inequalities (37)–(38) ensure that 
x ∈ AC(ℝ+,ℝ).

8.2 � Definition of Dissipativity

Define the operator Φ:AC(ℝ+,ℝ) ×ℝ → AC(ℝ+,ℝ) by the 
relation Φ(u, x0) = x where x is the solution of the differen-
tial equation (34)–(36).

Definition 10  [40] The operator Φ is said to be dis-
sipative with respect to the supply rate ẋu if there 
exists a nonnegative function �:ℝ2 → ℝ+ such that 
∀(u, x0) ∈ AC(ℝ+,ℝ) ×ℝ we have

where x = Φ(u, x0).

8.3 � Sufficient Conditions for the Dissipativity 
of the Scalar Rate‑Independent Duhem Model

Define the functions F1,F2:ℝ
2 → ℝ by the relations

Assumption 7  [40] The implicit function 
v ↦ {x1 ∈ ℝ ∣ F1(x1, v) = 0} admits a unique solution 
x1 = fan(v) where fan ∈ C1(ℝ,ℝ).

Such a function fan is called an anhysteresis function and 
the corresponding graph 

{(
v, fan(v)

)
∣ v ∈ ℝ

}
 is called an 

anhysteresis curve.
For every (x0, u0) ∈ ℝ

2, let �Φ,1(⋅, x0, u0):[u0,∞[ → ℝ 
be the solution z of z(v) − x0 = ∫ v

u0
f1
(
z(�), �

)
d�, for all 

(37)
(x1 − x2)

(
f1(x1, v) − f1(x2, v)

) ≤ �1(v)(x1 − x2)
2,

∀x1, x2, v ∈ ℝ,

(38)
(x1 − x2)

(
f2(x1, v) − f2(x2, v)

) ≥ −�2(v)(x1 − x2)
2,

∀x1, x2, v ∈ ℝ,

18  The condition that functions �1, �2 are bounded on any bounded 
interval does not appear in Ref. [40]. However, without this condi-
tion there is no guarantee that the maximal interval of existence of 
the solutions of (34)–(36) is [0,∞[, see Sect. 4.2. In [43, p. 278] it is 
considered that �1 = �2 is continuous so that the local boundedness 
condition holds.

(39)
d𝜍

(
x(t), u(t)

)
dt

≤ ẋ(t)u(t), for almost all t ∈ ℝ+,

(40)F1 =
f1 − f2

2
; F2 =

f1 + f2

2
.

v ∈ [u0,∞[. Similarly, let �Φ,2(⋅, x0, u0): ] − ∞, u0] → ℝ be 
the solution z of the integral equation 
z(v) − x0 = ∫ v

u0
f2
(
z(�), �

)
d�, for all v ∈ ] −∞, u0].

Define the function �Φ(⋅, x0, u0):ℝ → ℝ as follows:

Define the function Ω that characterizes the intersection 
between �Φ(⋅, x0, u0) and fan(⋅) as follows. The function 
Ω:ℝ2 → ℝ is an intersecting function that corresponds to 
�Φ and fan if Properties (i)–(iv) hold.

(i)	 �Φ

(
Ω(x0, u0), x0, u0

)
= fan

(
Ω(x0, u0)

)
,∀(x0, u0) ∈ ℝ

2,
(ii)	 Ω(x0, u0) ≥ u0 whenever x0 ≥ fan(u0),
(iii)	 Ω(x0, u0) < u0 whenever x0 < fan(u0),

(iv)	
dΩ
(
x(t),u(t)

)
dt

 exists for almost all t ∈ ℝ+, and for all 

u ∈ AC(ℝ+,ℝ) where x = Φ(u, x0).

Define the function �:ℝ2 → ℝ by

Theorem 3  [40] Suppose that

(i)	 There exists an intersecting function Ω that corre-
sponds to �Φ and fan,

(ii)	 F1(x1, v) ≥ 0 whenever x1 ≤ fan(v), and F1(x1, v) < 0 
otherwise.

Then ∀(u, x0) ∈ AC(ℝ+,ℝ) ×ℝ, the function 
t ↦ �

(
x(t), u(t)

)
 is right differentiable and satisfies Inequal-

ity (39) where x = Φ(u, x0). Moreover, if f1 ≥ 0 and f2 ≥ 0 
then � ≥ 0 and Φ is dissipative with respect to the supply 
rate ẋu.

A sufficient condition for the existence of an intersecting 
function is provided in the following lemma.

Lemma 7  [41] Assume that fan is strictly increasing and 
that there exists � ∈ ]0,∞[ such that ∀(x1, v) ∈ ℝ

2 we have

(i)	 f1(x1, v) <
dfan(v)

dv
− 𝜖 whenever x1 > fan(v), and

(ii)	 f2(x1, v) <
dfan(v)

dv
− 𝜖 whenever x1 < fan(v).

Then there exists an intersecting function Ω ∈ C1(ℝ2,ℝ) 
corresponding to �Φ and fan such that for all 
(u, x0) ∈ AC(ℝ+,ℝ) ×ℝ the derivative 

dΩ
(
x(t),u(t)

)
dt

 exists for 
almost all t ∈ ℝ+.

(41)�Φ(v, x0, u0) =

{
�Φ,2(v, x0, u0) ∀v ∈ ] −∞, u0[,

�Φ,1(v, x0, u0) ∀v ∈ [u0,∞[.

(42)
�(x1, v) = x1v + ∫ Ω(x1,v)

v
�Φ

(
�, x1, v

)
d�

− ∫ Ω(x1,v)

0
fan(�) d�,∀(x1, v) ∈ ℝ

2.
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8.4 � Extension of the Results Obtained in Ref. [40]

Similar results are given in Ref. [40] when the equation 
F1(x1, v) = 0 has a unique solution in the form v = gan(x1).  
The dissipativity property (39) of the scalar rate-independ-
ent Duhem model means that it has a counterclockwise 
input-output dynamics [1]. A dual result for clockwise 
input-output dynamics is provided in Ref. [53].

8.5 � Case Study

The scalar rate-independent semilinear Duhem model is 
used in Sect.  11.7 to illustrate the concept of dissipativ-
ity. To this end, the results of Ref. [40] are used to derive 
explicit conditions on the model parameters to ensure dis-
sipativity. These conditions are illustrated by numerical 
simulations in Sect. 11.8. The relationship between dissipa-
tivity and orientation of the hysteresis loop is commented 
upon in Sect. 12.3.

9 � A Summary of the Results Obtained in Ref. [64]

This section presents those results obtained in Ref. [64] 
that are relevant to the present paper. In particular, a local 
Lipschitz property of the Duhem model is provided.

The following scalar rate-independent Duhem model is 
considered in [64, Chapter 5].

where x0 ∈ ℝ is the initial condition, and the functions 
f1, f2 ∈ C0(ℝ2,ℝ). Let  ∈ [0,∞[.19

Theorem 4  [64, Theorem 1.1] Assume that f1, f2 fulfil the 
following one-sided Lipschitz conditions

(43)
ẋ(t) = f1

(
x(t), u(t)

)
u̇(t) for almost all t ∈ ℝ+

such that u̇(t) ≥ 0,

(44)
ẋ(t) = f2

(
x(t), u(t)

)
u̇(t) for almost all t ∈ ℝ+

such that u̇(t) ≤ 0,

(45)x(0) = x0,

19  Since all the results of this section are proved for a finite time 
interval, Ref. [64] considers that the differential equation (43)–(44) 
holds almost everywhere on that finite time interval. We consider that 
the differential equation (43)–(44) holds almost everywhere on ℝ+ to 
simplify the discussion of Sect. 12.2 without loss of generality.

(46)
(x1 − x2)

(
f1(x1, v) − f1(x2, v)

) ≤ �0(v)(x1 − x2)
2,

∀x1, x2, v ∈ ℝ,

where �0:ℝ → ℝ+ is continuous. Then,

(i)	 For any u ∈ W1,1
(
[0,  ],ℝ

)
 and any x0 ∈ ℝ there 

exists a unique x ∈ W1,1
(
[0,  ],ℝ

)
 such that Eqs. 

(43)–(45) hold. That is, we can define an operator 
:W1,1

(
[0,  ],ℝ

)
×ℝ → W1,1

(
[0,  ],ℝ

)
 by the rela-

tion (u, x0) = x.
(ii)	 For any u ∈ C1

(
[0,  ],ℝ

)
 we have x ∈ C1

(
[0,  ],ℝ

)
.  

Moreover, for any x0 ∈ ℝ, the mapping (⋅, x0) is 
continuous in W1,1

(
[0,  ],ℝ

)
 with respect to either 

the strong and the weak topology.

Proposition 2  [64, Proposition 1.3] Assume that 
∀R > 0,∃L(R) > 0 ∣ ∀(xi, vi) ∈ ℝ

2(i = 1, 2) we have the 
following. If |vi| ≤ R, then ||fj(x1, v1) − fj(x2, v2)

|| ≤ L(R)(|v1 − v2| + |x1 − x2|
)
, (j = 1, 2).

Then, ∀x0 ∈ ℝ, in any ball BR(0) of W1,∞
(
[0,  ],ℝ

)
, 

the operator (⋅, x0) is Lipschitz continuous with 
respect to the metric of W1,∞

(
[0,  ],ℝ

)
. That is 

∀R > 0,∃l(R,  ) > 0 ∣ ∀u1, u2 ∈ W1,∞
(
[0,  ],ℝ

)
 such that 

‖ui‖W1,∞([0, ],ℝ) ≤ R, i = 1, 2, we have ‖‖(u1, x0)−(u2, x0)
��W1,∞([0, ],ℝ)

≤ l(R,  )‖u1 − u2‖W1,∞([0, ],ℝ).
It is shown in [64, Theorem  1.5] that the operator 

 can be extended to an operator ̄:C0
(
[0,  ],ℝ

)
∩

BV
(
[0,  ],ℝ

)
×ℝ → C

0
(
[0,  ],ℝ

)
∩ BV

(
[0,  ],ℝ

)
 

where BV is the space of functions that have bounded total 
variation.

Duhem’s model (43)–(45) is generalized as follows [64, 
Section 5.2].

where i:C
0
(
[0,  ],ℝ

)2
→ C0

(
[0,  ],ℝ

)
, i = 1, 2 are 

causal operators. Sufficient conditions are considered for 
the existence of the operator . The smoothness properties 
of  are studied along with the extension of  to an oper-
ator ̃:C0([0, ],ℝ) ∩ BV([0, ],ℝ) ×ℝ → C

0([0, ],ℝ)∩

BV([0, ],ℝ).

Also, Duhem’s model (43)–(45) is generalized to include 
vector inputs in [64, Section 5.3]. Let N ∈ ℕ�{0} and set

(47)
(x1 − x2)

(
f2(x1, v) − f2(x2, v)

) ≥ −�0(v)(x1 − x2)
2,

∀x1, x2, v ∈ ℝ,

(48)
ẋ(t) =

[1(x, u)
]
(t)u̇(t) for almost all t ∈ ]0,  [

such that u̇(t) ≥ 0,

(49)
ẋ(t) =

[2(x, u)
]
(t)u̇(t) for almost all t ∈ ]0,  [

such that u̇(t) ≤ 0,

(50)x(0) = x0,

SN−1 = {v ∈ ℝ
n ∣ |v| = 1}, �(v) =

{
v∕|v| if v ≠ 0,

0 if v = 0.
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Let f :
(
ℝ

N
)2

× SN−1 → ℝ
N be continuous, and let 

(u, x0) ∈ C1
(
[0,  ],ℝN

)
×ℝ

N. Consider the model

Sufficient conditions are provided for the existence of an 
operator  that is causal, rate independent, fulfils a semi-
group property, and is piecewise monotone in some sense. 
An extension of model (51)–(52) following the lines of 
model (48)–(50) is also proposed.

Section  12.2 provides comments on the relationship 
between Proposition 2 and the effect of noise on the hyster-
esis loop of the Duhem model.

10 � A Note on Minor Loops

The minor loops of the Duhem model have not been studied 
formally in the available literature. However, their behavior 
is important as evidenced by the large number of published 
works dedicated to their study both from an experimental 
point of view, and from a mathematical point a view for the 
Preisach model (see for example Ref. [49] and the refer-
ences therein).

For this reason, we provide in this section the formal 
definition of a minor loop and analyze the behavior of 
the minor loops of the scalar semilinear Duhem model in 
Sect.  11.9. The material provided in this section may be 
used as a platform to attract mathematicians to the formal 
analysis of the minor loops of the Duhem model.

In magnetic hysteresis, when magnetization M is plot-
ted against magnetic field H the following is observed. 
The curve 

(
H(t),M(t)

)
 follows the path P1 → P2 when H 

increases with time t (see Fig. 2). Then the path P2 → P3 
is followed when H decreases. What is important to note 
is that, when H increases again from the point P3, the path 

(51)ẋ(t) = f
[
x(t), u(t),𝜋

(
u̇(t)

)]|u̇(t)|,∀t ∈ ]0,  [,

(52)x(0) = x0.

followed by 
(
H(t),M(t)

)
 ends precisely at the point P2 (see 

for example Ref. [31]).
The loop formed by the path P2 → P3 → P2 is called a 

minor loop. It occurs in electromagnetic devices when the 
input is periodic but not exactly sinusoidal. The distor-
tion of the input generates minor loops when hysteresis is 
involved which causes energy losses. This fact explains the 
interest of analyzing the behavior of minor loops.

In what follows we formalize mathematically the behav-
ior observed in Fig. 2.

Let umin,1, umin,2, umax,1, umax,2 ∈ ℝ such that 
umin,1 ≤ umin,2 < umax,1 ≤ umax,2 and at least one of the 
following holds: umin,1 ≠ umin,2 or umax,1 ≠ umax,2. Let 
�1, �2, �3, T ∈ ℝ with 0 < 𝛼1 < 𝛼2 < 𝛼3 < T . Consider a 
T–periodic input u:ℝ+ → [umin,1, umax,2] such that

(i)	 the function u is continuous on ℝ+,
(ii)	 the function u is continuously differentiable on ]0, �1[, 

]�1, �2[, ]�2, �3[, and ]�3, T[ with ‖u̇‖ < ∞,
(iii)	 the function u is strictly increasing on ]0, �1[, strictly 

decreasing on ]�1, �2[, strictly increasing on ]�2, �3[, 
and strictly decreasing on ]�3, T[,

(iv)	we have u(0) = u(T) = umin,1, u(�1) = umax,1, 
u(�2) = umin,2, u(�3) = umax,2.

Let �umin,1,umin,2,umax,1,umax,2,�1,�2,�3,T
 be the set of all 

such inputs u, and let Ξ be a set of initial condi-
tions. In this section, we consider an operator 
:W1,∞(ℝ+,ℝ) × Ξ → L∞(ℝ+,ℝ

m) ∩ C0(ℝ+,ℝ
m) that is 

causal and that satisfies Assumption 3. We assume that  
is consistent with respect to all (u, x0) ∈ W1,∞(ℝ+,ℝ) × Ξ 
and is strongly consistent with respect to all periodic inputs 
u ∈ W1,∞(ℝ+,ℝ) and all initial states x0 ∈ Ξ.

For u ∈ �umin,1,umin,2,umax,1,umax,2,�1,�2,�3,T
 define 

�i = �u(�i), i = 1, 2, 3. Then we have

The function �u ∈ W1,∞(ℝ+,ℝ) in �4–periodic by Lemma 
5, and can be determined using Lemma 1 as

Define

(53)�1 = umax,1 − umin,1,

(54)�2 = �1 + umax,1 − umin,2,

(55)�3 = �2 + umax,2 − umin,2,

(56)�u(T) = �4 = �3 + umax,2 − umin,1.

(57)�u(�) = � + umin,1,∀� ∈ [0, �1],

(58)�u(�) = − � + �1 + umax,1,∀� ∈ [�1, �2],

(59)�u(�) = � − �2 + umin,2,∀� ∈ [�2, �3],

(60)�u(�) = − � + �3 + umax,2,∀� ∈ [�3, �4].

P
1

P
3

P
2

Fig. 2   The path P1 → P2 is part of the major loop. The path 
P2 → P3 → P2 is a minor loop.
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Then �u(�1) = �u(�5) = umax,1 and �
u
(�2) = �

u
(�6) =

�(�7) = umin ,2. Figure 3 illustrates what has been exposed 
up till now.

Assumption 8  ∀(u, x0) ∈ �umin,1,umin,2,umax,1,umax,2,�1,�2,�3,T
× Ξ 

we have �◦

u
(�1) = �◦

u
(�5).

Definition 11  Under Assumption 8 define the sets

The set u is called the major loop and the set u a minor 
loop (see Fig. 4).

�5 = umax,1 − umin,2 + �2 ∈ ]�2, �3],

�6 = umin,2 − umin,1 ∈ ]0, �1[,

�7 = �3 + umax,2 − umin,2 ∈ ]�3, �4[.

(61)u =
{(

�u(�),�
◦

u
(�)

)
, � ∈ [0, �1] ∪ [�5, �4]

}
,

(62)u =
{(

�u(�),�
◦

u
(�)

)
, � ∈ [�1, �5]

}
.

Depending on the particular field in which hyster-
esis is observed, minor loops may have some additional 
properties that may be formalized mathematically. As 
an example, for magnetic hysteresis Assumption 8 holds 
[31], and we observe that if umax,1 < umax,2 then for all 
(u, x0) ∈ �umin,1,umin,2,umax,1,umax,2,�1,�2,�3,T

× Ξ, Properties (i)–(ii) 
hold.

(i)	 u ∩u =
{(

�u(�1),�
◦

u
(�1)

)
=
(
�u(�5),�

◦

u
(�5)

)}
.

(ii)	 𝜑◦

u
(𝜚6) < 𝜑◦

u
(𝜚2) < 𝜑◦

u
(𝜚7) or 𝜑◦

u
(𝜚7) < 𝜑◦

u
(𝜚2) < 𝜑◦

u
(𝜚6).

Property (i) says that the major loop and the minor loop 
intersect at only one point when umax,1 < umax,2. Property 
(ii) says that the minor loop is located inside the major 
loop. Both conditions are the transcription of experimen-
tal observations in magnetic hysteresis (see for example [4, 
Fig. 7]).

Note that the hysteresis loop u of Equation (31) is such 
that u = u ∪u. Figure  4 provides an example of a 
minor loop and a major loop that correspond to the normal-
ized input of Figure 3.

The concepts introduced in this section are applied to 
the scalar semilinear Duhem model in Sect. 11.9.

11 � Case Study: The Semilinear Duhem Model

In this section we use the semilinear Duhem model to illus-
trate the concepts presented in this paper, and to analyze the 
relationships between these concepts. Section 11.1 presents 
the model. In Sect. 11.2 we provide sufficient conditions for 
the consistency of the model. Section 11.3 focuses on the 
study of the strong consistency of the semilinear Duhem 
model. The results of Sects. 11.2 and 11.3 are illustrated 
by numerical simulations in Sect.  11.4. In Sect.  11.5 we 
specialize into the scalar version of the semilinear Duhem 
model. Section  11.5 provides the conditions under which 
the scalar semilinear Duhem model is a hysteresis accord-
ing to Definition 4. The results of Sect. 11.5 are illustrated 
by numerical simuations in Sect.  11.6. The relationship 
between Definition 4 and strong consistency is commented 
upon in Sect. 12.1. Section 11.7 analyzes the dissipativity 
of the scalar rate-independent semilinear Duhem model. 
The results of Sect. 11.7 are illustrated by numerical simu-
lations in Sect. 11.8. The relationship between dissipativity 
and orientation of the hysteresis loop is commented upon in 
Sect. 12.3. The minor loops of the scalar semilinear Duhem 
model are studied and commented upon in Sect. 11.9.

Fig. 3   �
u
(�) versus �.

Fig. 4   Hysteresis loop �◦

u
(�) versus �

u
(�) for � ∈ [0, �4]. Black: 

major loop 
u
. Grey: minor loop 

u
. The marker open circle corre-

sponds to the point 
(
�
u
(�1),�

◦

u
(�1)

)
=
(
�
u
(�5),�

◦

u
(�5)

)
. The marker 

rectangle corresponds to the point 
(
�
u
(�2),�

◦

u
(�2)

)
.
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11.1 � The Semilinear Duhem Model: Definition 
and Global Existence of Solutions

The semilinear Duhem model is a special case of the gen-
eralized Duhem model (17)–(19). It is called so because, 
although the model may be nonlinear with respect to the 
input, the state appears linearly both in the state equation 
(63) and in the output equation (65). The semilinear Duhem 
model has been proposed in Ref. [54] as:

In Eqs. (63)–(65) the matrix A1 ∈ ℝ
n×n where n is a 

strictly positive integer, A2 ∈ ℝ
n×n, B1 ∈ ℝ

n×1, B2 ∈ ℝ
n×1, 

E1 ∈ ℝ
n×1, E2 ∈ ℝ

n×1, C ∈ ℝ
1×n, and D ∈ ℝ. We con-

sider that C ≠ (0,… , 0) to avoid having a linear process 
y = Du that does not describe hysteresis. We consider that 
u ∈ W1,∞(ℝ+,ℝ) whereas the properties of y:ℝ+ → ℝ 
and x:ℝ+ → ℝ

n will be analyzed in Theorem 5. The func-
tions g1:ℝ → ℝ and g2:ℝ → ℝ are continuous and satisfy 
g1(w) = 0 for w ≤ 0, g2(w) = 0 for w ≥ 0. Define

As in Ref. [54] we assume that20

In Eq. (63), the functions g1(u̇) and g2(u̇) are measurable 
[60, Theorem 1.12(d)]. Thus, the differential equation (63) 
can be seen as a linear time-varying system that satisfies 
all the assumptions of [29, Theorem 3]. This implies that a 
unique absolutely continuous solution of (63) exists on ℝ+.

As noted in Ref. [54], the semilinear Duhem model 
is rate independent when g1(w) = max(0,w) and 
g2(w) = min(0,w),∀w ∈ ℝ.

(63)

ẋ(t) = g1
(
u̇(t)

)(
A1x(t) + B1u(t) + E1

)

+ g2
(
u̇(t)

)(
A2x(t) + B2u(t) + E2

)

for almost all t ∈ ℝ+,

(64)x(0) = x0,

(65)y(t) = Cx(t) + Du(t),∀t ∈ ℝ+.

(66)ḡ1(w) =
g1(w)

|w| ,∀w ≠ 0,

(67)ḡ2(w) =
g2(w)

|w| ,∀w ≠ 0.

20  If lim
w↓0

ḡ1(w) = a1 ≠ 0 and lim
w↑0

ḡ2(w) = −a2 ≠ 0, the constants a1 

and a2 are incorporated into the matrices A1 and A2 respectively.

(68)lim
w↓0

ḡ1(w) = 1 and lim
w↑0

ḡ2(w) = −1.

11.2 � Consistency of the Semilinear Duhem Model

This section presents the results obtained in Ref. [35] in rela-
tion with the consistency of the semilinear Duhem model.

Theorem  5  [35] Consider the semilinear Duhem model 
(63)–(65). Assume that both matrices A1 and −A2 are sta-
ble21 and have a common Lyapunov matrix P = PT > 0 
(that is AT

1
P + PA1 < 0 and −AT

2
P − PA2 < 0). Then, 

x ∈ W1,∞(ℝ+,ℝ
n) and y ∈ W1,∞(ℝ+,ℝ).

In Eqs. (63)–(65) consider the operators 
 �

s
:L∞(ℝ+,ℝ) ×W1,∞(ℝ+,ℝ) ×ℝ

n → W1,∞(ℝ+,ℝ) and 
 �

o
:L∞(ℝ+,ℝ) ×W1,∞(ℝ+,ℝ) ×ℝ

n → W1,∞(ℝ+,ℝ) such 
that  �

s
(u̇, u, x0) = x, and  �

o
(u̇, u, x0) = y.

Observe that the operators  ′
s
 and  ′

o
 are causal owing 

to the uniqueness of the solutions of (63)–(64).
Consider the left-derivative operator Δ− defined on 

W1,∞(ℝ+,ℝ) by [Δ−(u)](t) = lim�↑t
u(�)−u(t)

�−t
. The operator 

Δ− is causal as [Δ−(u)](t) depends only on the values of 
u(�) for � ≤ t. We also have Δ−(u) = u̇ almost everywhere 
since u ∈ W1,∞(ℝ+,ℝ) so that Δ−(u) ∈ L∞(ℝ+,ℝ), that is 
Δ−:W

1,∞(ℝ+,ℝ) → L∞(ℝ+,ℝ).
Consider the operators 

s
,

o
:W1,∞(ℝ+,ℝ) ×ℝ

n →

W
1,∞(ℝ+,ℝ) defined by the relations

Then s and o are causal. Observe also that s and o 
satisfy Assumption 3. These facts mean the the operators 
s and o belong to the class of operators of Sect. 6.2 so 
that the definitions and results of Sects. 6.3–6.5 apply.

To study the consistency of the operators s and o we 
follow the steps given in Sect. 6.4. If instead of u the input 
is u◦s� where � ∈ ]0,∞[ then Eq. (63) becomes

where u� = u◦s�. The initial state remains the same for all � 
as explained in Sect. 6.4 so that Eq. (64) becomes

Given � ∈ Iu there exists a not necessarily unique t�,� ∈ ℝ+ 
such that �u◦s� (t�,� ) = �. Since the operator s belongs to 
the class of operators of Sect. 6.2 it follows that x� (t�,� ) is 
independent of the particular choice of t�,� [35]. Thus, a 
function xu◦s� :Iu → ℝ

n can be defined by the relation 

xu◦s� (�) = x� (t�,� ) so that xu◦s�◦�u◦s� = x� (recall that by 

21  A matrix is stable if all its eigenvalues have strictly negative real 
parts.

s(u, x0) =  �
s

(
Δ−(u), u, x0

)
= x,

o(u, x0) =  �
o

(
Δ−(u), u, x0

)
= y.

(69)
ẋ𝛾 (t) = g1

(
u̇𝛾 (t)

)(
A1x𝛾 (t) + B1u𝛾 (t) + E1

)

+ g2
(
u̇𝛾 (t)

)(
A2x𝛾 (t) + B2u𝛾 (t) + E2

)

for almost all t ≥ 0

(70)x� (0) = x0.
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Lemma 2 we have Iu◦s� = Iu). We call the function xu◦s� the 

normalized state.
Also, if instead of u the input is u◦s� then Eq. (65) 

becomes

Given � ∈ Iu there exists a not necessarily unique t�,� ∈ ℝ+ 
such that �u◦s� (t�,� ) = �. Since the operator o belongs to 

the class of operators of Sect. 6.2 it follows that y� (t�,� ) is 
independent of the particular choice of t�,�. Thus, the nor-
malized output �u◦s�

:Iu → ℝ
n is defined by the relation 

�u◦s�
(�) = y� (t�,� ) so that �u◦s�

◦�u◦s� = y�. Taking into 

account that �u◦s�
= �u by Lemma 2 we get

Finally, given � ∈ Iu there exists a not necessarily unique 
t� ∈ ℝ+ such that �u(t�) = �. Since the operator Δ− belongs 
to the class of operators of Sect. 6.2 it follows that u̇(t𝜚) is 
independent of the particular choice of t�. This implies that 
a function vu:Iu → ℝ can be defined almost everywhere by 
the relation vu(𝜚) = u̇(t𝜚). The function vu ∈ L∞(Iu,ℝ) by 
Lemma 3 and we have vu◦𝜌u = u̇. We call function vu the 
normalized input-derivative. More about vu in 16.

Theorem 6  [35] Consider the semilinear Duhem model 
(63)–(65). Assume that both matrices A1 and −A2 are sta-
ble and have a common Lyapunov matrix P = PT > 0. 
Then, for all � ∈ ]0,∞[, xu◦s� ∈ W1,∞(ℝ+,ℝ

n) and 

�u◦s�
∈ W1,∞(Iu,ℝ). Moreover

Also ∃ ! x⋆
u
∈ W1,∞(Iu,ℝ

n) such that lim𝛾→∞ ‖x⋆
u
− x

u◦s𝛾
‖
I
u

= 0 which means that the operator s is consistent with 
respect to all (u, x0) ∈ W1,∞(ℝ+,ℝ

n) ×ℝ
n; and 

∃ !𝜑⋆
u
∈ W1,∞(Iu,ℝ) such that lim𝛾→∞ ‖𝜑⋆

u
− 𝜑u◦s𝛾

‖Iu = 0 

which means that the operator o is consistent with respect 
to all (u, x0) ∈ W1,∞(ℝ+,ℝ

n) ×ℝ
n. We have:

(71)y� (t) = Cx� (t) + Du◦s� (t),∀t ∈ ℝ+.

(72)�u◦� (�) = Cxu◦� (�) + D�u(�),∀� ∈ Iu.

(73)

xu◦s𝛾 (𝜎) = x0 + ∫ 𝜎

0
ḡ1

(
vu(𝜚)

𝛾

)[
A1xu◦s𝛾 (𝜚)

+ B1𝜓u(𝜚) + E1

]
+ ḡ2

(
vu(𝜚)

𝛾

)[
A2xu◦s𝛾 (𝜚)

+ B2𝜓u(𝜚) + E2

]
d𝜚,∀𝜎 ∈ Iu.

(74)

dx⋆
u

d𝜚
(𝜚) =

𝜓̇u(𝜚) + 1

2

(
A1x

⋆
u
(𝜚) + B1𝜓u(𝜚) + E1

)

+
𝜓̇u(𝜚) − 1

2

(
A2x

⋆
u
(𝜚) + B2𝜓u(𝜚) + E2

)

for almost all 𝜚 ∈ Iu,

11.3 � Strong Consistency of the Semilinear Duhem 
Model

This section presents the results obtained in Ref. [35] 
in relation with the strong consistency of the semilinear 
Duhem model.

To study the strong consistency of the operators s 
and o we follow the steps given in Sect.  6.5. Con-
sider an input u that is non constant and T–periodic 
where T ∈ ]0,∞[. For any nonnegative integer k, define 
x⋆
u,k

∈ W1,∞
([
0, 𝜌u(T)

]
,ℝm

)
 by

and define 𝜑⋆
u,k

∈ W1,∞
([
0, 𝜌u(T)

]
,ℝm

)
 by

Theorem  7  [35] Consider the semilinear Duhem 
model (63)–(65). Assume that the matrices A1 and −A2 
are both stable and have a common Lyapunov matrix 
P = PT > 0. Let (u, x0) ∈ W1,∞(ℝ+,ℝ

n) ×ℝ
n be such 

that u is non constant and T–periodic. Then there 
exists a unique function x◦

u
∈ W1,∞

(
[0, �u(T)],ℝ

n
)
 

such that limk→∞ ‖x⋆
u,k

− x◦
u
‖[0,𝜌u(T)] = 0 which means 

that the operator s is strongly consistent with respect 
to (u, x0). Also ∃ ! �◦

u
∈ W1,∞([0, �u(T)],ℝ) such that 

limk→∞ ‖�◦

u,k
− �◦

u
‖[0,�u(T)] = 0 which means that the opera-

tor o is strongly consistent with respect to (u, x0). We have 
x◦
u
(0) = x◦

u

(
�u(T)

)
, �◦

u
(0) = �◦

u

(
�u(T)

)
, and

Note that the initial condition x◦
u
(0) may be different from 

x0.

Special cases22

Special case 1. We consider that u ∈ Λumin,umax,�1,T
 (see 

Equation (20)). In this case it is possible to find the explicit 

(75)x⋆
u
(0) = x0,

(76)𝜑⋆
u
(𝜚) = Cx⋆

u
(𝜚) + D𝜓u(𝜚),∀𝜚 ∈ Iu.

(77)x⋆
u,k
(𝜚) = x⋆

u

(
𝜌u(T)k + 𝜚

)
,∀𝜚 ∈

[
0, 𝜌u(T)

]
,

(78)𝜑⋆
u,k
(𝜚) = 𝜑⋆

u

(
𝜌u(T)k + 𝜚

)
,∀𝜚 ∈

[
0, 𝜌u(T)

]
.

(79)

dx◦
u

d𝜚
(𝜚) =

𝜓̇u(𝜚) + 1

2

(
A1x

◦

u
(𝜚) + B1𝜓u(𝜚) + E1

)

+
𝜓̇u(𝜚) − 1

2

(
A2x

◦

u
(𝜚) + B2𝜓u(𝜚) + E2

)

for almost all 𝜚 ∈ [0, 𝜌u(T)],

(80)�◦

u
(�) = Cx◦

u
(�) + D�u(�),∀� ∈ [0, �u(T)].

22  These special cases of are not studied in Ref. [35].



983A Survey of the Hysteretic Duhem Model﻿	

1 3

expression for the initial condition x◦
u
(0). Indeed, from Eq. 

(79) it comes that

The differential equation (81) gives

On the other hand, using Lemma 1 and the fact that 
u ∈ Λumin,umax,�1,T

 it comes that

Combining Eqs. (83), (82) and (85) we get

Note that the matrix A1 is invertible as it is stable. Also, the 
differential equation (79) gives

Combining Eqs. (84)–(88) it comes that

Note that the matrix A2 is invertible as −A2 is stable. From 
Theorem  7 it follows that that x◦

u

(
2(umax − umin)

)
= x◦

u
(0) 

owing to Eq. (86). This equality combined with Eqs. (89) 
and (87) gives

(81)
dx◦

u

d�
(�) = A1x

◦

u
(�) + B1�u(�) + E1,∀� ∈

]
0, �u(�1)

[
.

(82)

x◦
u

(
�u(�1)

)
= e�u(�1)A1x◦

u
(0)

+ e�u(�1)A1 ∫
�u(�1)

0

e−�A1

(
B1�u(�) + E1

)
d�.

(83)�u(�) = � + umin,∀� ∈ [0, �u(�1)],

(84)�u(�) = −� + 2umax − umin,∀� ∈ [�u(�1), �u(T)],

(85)�u(�1) = umax − umin,

(86)�u(T) = 2(umax − umin).

(87)

x◦
u
(umax − umin) = e(umax−umin)A1x◦

u
(0)

+
(
− A−1

1
(umax − umin) − A−2

1

+ A−2
1
e(umax−umin)A1

)
B1

+
(
− A−1

1
+ A−1

1
e(umax−umin)A1

)

×
(
B1umin + E1

)
.

(88)
x◦
u

(
�u(T)

)
= e

−
(
�u(T)−�u(�1)

)
A2x◦

u

(
�u(�1)

)

− e−�u(T)A2 ∫
�u(T)

�u(�1)

e�A2

(
B2�u(�) + E2

)
d�.

(89)

x◦
u

(
2(umax − umin)

)
= e(umin−umax)A2x◦

u
(umax − umin)

+ B2

[
− A−2

2
+ 2(umax − umin)A

−1
2

+ A−2
2
e(umin−umax)A2

− A−1
2
e(umin−umax)A2 (umax − umin)

]

+
(
− A−1

2
+ A−1

2
e(umin−umax)A2

)

×
(
B2(2umax − umin) + E2

)
.

where In is the n × n identity matrix.
Special case 2. We consider that u ∈ Λumin,umax,�1,T

 and 
n = 1. Our aim is to study the conditions for which the hys-
teresis loop of the scalar semilinear Duhem model is not 
trivial (see Definition 9).

To this end, combining Eqs. (81), (83) and (85) we get

where �1:[umin, umax] → ℝ is defined by the relation 
�1(�) = x◦

u
(�) with � = � + umin and � ∈ [0, �u(�1)]. Simi-

larly, for � ∈ [�u(�1), �u(T)] we get

where �2:[umin, umax] → ℝ is defined by the relation 
�2(�) = x◦

u
(�) with � = −� + 2umax − umin.

Solving the differential equations (91) and (92) we get 
for all � ∈ [umin, umax]

The hysteresis loop u of the operator o with respect to 
(u, x0) is independent of the initial state x0 and is given by 
(see Definition 8):

(90)

x◦
u
(0) = � = D−1

0
N0,

N0 = e(umin−umax)A2

[(
− A−1

1
(umax − umin) − A−2

1

+ A−2
1
e(umax−umin)A1

)
B1

+
(
− A−1

1
+ A−1

1
e(umax−umin)A1

)(
B1umin + E1

)]

+
[
− A−2

2
+ 2(umax − umin)A

−1
2

+ A−2
2
e(umin−umax)A2

− A−1
2
e(umin−umax)A2 (umax − umin)

]
B2

+
(
− A−1

2
+ A−1

2
e(umin−umax)A2

)

×
(
B2(2umax − umin) + E2

)
,

D0 = In − e(umin−umax)A2 ⋅ e(umax−umin)A1 ,

(91)𝜉̇1(𝜈) = A1𝜉1(𝜈) + B1𝜈 + E1, ∀𝜈 ∈ ]umin, umax[,

(92)𝜉̇2(𝜈) = A2𝜉2(𝜈) + B2𝜈 + E2, ∀𝜈 ∈ ]umin, umax[,

(93)

�1(�) = −
B1

A1

� −
E1

A1

−
B1

A2
1

+

(
B1

A1

umin +
E1

A1

+
B1

A2
1

+ �

)
eA1(�−umin),

(94)

�2(�) = −
B2

A2

� −
E2

A2

−
B2

A2
2

+

(
B2

A2

umin +
E2

A2

+
B2

A2
2

+ �

)
eA2(�−umin).

(95)
u =

{(
�,C�1(�) + D�

)
, � ∈ [umin, umax]

}

∪
{(

�,C�2(�) + D�
)
, � ∈ [umin, umax]

}
.
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Lemma 8  Consider the semilinear Duhem model (63)–
(65) with n = 1, A1 < 0 and A2 > 0. Then, Propositions (i) 
and (ii) are equivalent.

(i)	 For all (u, x0) ∈ Λumin,umax,�1,T
×ℝ, the operator o has a 

trivial hysteresis loop with respect to (u, x0).
(ii)	 Equalities (96) and (97) hold. 

Proof  See Appendix 19.

11.4 � Illustration of the Consistency and Strong 
Consistency of the Scalar Semilinear Duhem 
Model

We consider the semilinear Duhem model with the follow-
ing parameters: n = 1, A1 = −1, A2 = 1, B1 = 1, B2 = −1, 
E1 = 0, E2 = 0, C = 1, D = 0. The function g1:ℝ → ℝ is 

(96)A−1
2
B2 = A−1

1
B1,

(97)B1A
−1
1

(
A−1
2

− A−1
1

)
− E1A

−1
1

+ E2A
−1
2

= 0.

defined by the relations ∀x ∈ ℝ, g1(x) = 0 if x ≤ 0, and 
g1(x) = x + x2 if x ≥ 0. The function g2:ℝ → ℝ is defined 
by the relations ∀x ∈ ℝ, g2(x) = 0 if x ≥ 0, and g2(x) = x if 
x ≤ 0.

Consider the 2–periodic input u defined as follows: 
u(t) = t,∀t ∈ [0, 1], and u(t) = 2 − t,∀t ∈ [1, 2] (see 
Fig.  5).Observe that, since �u is the identity function, 
we have vu = u̇ almost everywhere so that in the differ-
ential equation (73) we have vu(�) = 1,∀� ∈ ]0, 1[ and 
vu(�) = −1,∀� ∈ ]1, 2[. The following values of � are con-
sidered: � = 1, � = 10 and � = 100. The differential equa-
tion (73) is solved using Matlab solver ode23s for the three 
values of � and with the initial condition x0 = 0. For each 
value of � we obtain the corresponding xu◦� which, in this 
case, is equal to �u◦� as C = 1 and D = 0 [see Eq. (72)]. 
Figure 6 provides the plot of function �u◦� (�) versus time 
� for � = 1, � = 10 and � = 100 (dotted). The same figure 
provides the plot of function 𝜑⋆

u
(𝜚) versus time � (solid). 

The plot of 𝜑⋆
u
 has been obtained by solving the differential 

equation (74) using Matlab solver ode23s, and taking into 
account that �u = u and that the initial condition 𝜑⋆

u
(0) is 

also x0 = 0 [see Eq. (75)]. Since C = 1 and D = 0 we have 

Fig. 5   u(t) versus t.

Fig. 6   Dotted: �
u◦s�

(�) versus � for � = 1, � = 10 and � = 100. Solid: 
𝜑⋆
u
(𝜚) versus � (labeled as � = ∞). Note that the plot that corresponds 

to � = 100 is practically equal to the one that corresponds to � = ∞.

Fig. 7   Dotted: 𝜑⋆
u,k
(𝜚) versus � for k = 0, k = 1 and k = 2. Solid: 

�◦

u
(�) versus � (labeled as k = ∞). Note that the plot that corresponds 

to k = 2 is practically equal to the one that corresponds to k = ∞.

Fig. 8   �◦

u
(�) versus �

u
(�) for � ∈ [0, 2].
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𝜑⋆
u
= x⋆

u
 [see Eq. (76)]. We can see that the plots �u◦� (�) 

versus � converge to the plot 𝜑⋆
u
(𝜚) versus � as � increases 

which is predicted by Theorem 6.
Now that 𝜑⋆

u
 has been computed, the functions 𝜑⋆

u,k
 

where k ∈ ℕ are determined using Eq. (78). Figure 7 pro-
vides the plots of function 𝜑⋆

u,k
(𝜚) versus � for k = 0, k = 1 

and k = 2 (dotted). The same figure provides the plot of 
the function �◦

u
(�) versus time � (solid). The plot of �◦

u
 is 

obtained by solving the differential equation (79) using 
Matlab solver ode23s, and taking into account that �u = u

. The initial condition x◦
u
(0) is obtained from Eq. (90). Note 

that we have �◦

u
= x◦

u
 as C = 1 and D = 0 (see Eq. (80)). As 

predicted by Theorem 7 it can be seen that the plots 𝜑⋆
u,k
(𝜚) 

versus � converge to the plot �◦

u
(�) versus � as k increases.

The hysteresis loop of the operator o with respect to 
(u, x0), that is the set 

{(
�u(�),�

◦

u
(�)

)
, � ∈ [0, 2]

}
 (see Eq. 

(31)), is plotted in Fig. 8. It can be seen that the hysteresis 
loop is not trivial as predicted by Lemma 8 since Equality 
(97) does not hold.

We now use the value E2 = 2 instead of E2 = 0 so that 
both Equalities (96) and (97) hold. Lemma 8 predicts that 
the hysteresis loop is trivial as can be observed in Fig. 9.

11.5 � Hysteresis Property ‑According to Definition 4‑ 
of the Scalar Semilinear Duhem Model

In this section we focus on the scalar version of the semilin-
ear Duhem model (63)–(65), that is we consider that n = 1. 
We also consider that A1 < 0 and A2 > 0 so that Theorem 5 
applies.

Our aim is to check whether the scalar semilinear 
Duhem model is a hysteresis according to Definition 4. To 
this end, we need to check whether Assumptions 1 and 2 
hold as a prerequisite for Definition 4. Owing to Theorem 5 
we can see that x ∈ W1,∞(ℝ+,ℝ) so that Assumption 1 is 
satisfied.

Now, we have to check whether Assumption 2 is satis-
fied. To this end, let � ∈ ]0,∞[ and u ∈ Λumin,umax,�1,T

; recall 
that the input u◦s� is T�–periodic where s� is a linear time-
scale change. Assumption 2 will be satisfied if we can find 
a unique initial condition x0,� ∈ ℝ such that s(u◦s� , x0,� ) 
is also T�–periodic.

When the semilinear Duhem model is rate independent, 
x0,� is independent of �. In this case Ref. [54] provides the 
expression of x0,� (see [54, Eqs. (4.9)–(4.14)]) which means 
that Assumption 2 is satisfied.

However, Ref. [54] provides no proof that Assumption 2 
is satisfied for the rate-dependent semilinear Duhem model. 
Instead, another argument is used in the proof of [54, Prop-
osition 5.1] to check whether the rate-dependent semilin-
ear Duhem model is a hysteresis according to Definition 
4 (or equivalently [54, Definition 2.2]). As shown in Sec-
tion 12.1.3, that argument does not imply necessarily that 
Assumption 2 is satisfied.

In what follows we prove that Assumption 2 is satisfied 
for both the rate-independent and the rate-dependent scalar 
semilinear Duhem model.

Theorem  8  Consider the semilinear Duhem model 
(63)–(65) with n = 1, A1 < 0, A2 > 0. Let u ∈ Λumin,umax,�1,T

. Then, ∃𝛾0 > 0 such that ∀� ∈ ]�0,∞[ there exists a unique 
x0,� ∈ ℝ such that s(u◦s� , x0,� ) is also T�–periodic.

Proof  See Appendix 17.

Theorem  8 shows that Assumption 2 is satisfied (see 
Remark 1). Our objective now is to prove that Conditions 
(i) and (ii) of Definition 4 are met. We start with Condition 
(i).

The authors of Ref. [54] provide no proof that Condition 
(i) of Definition 4 is satisfied for the rate-dependent semi-
linear Duhem model (for the rate-independent model, the 
proof is trivial). To prove that Condition (i) is met we start 
by finding the explicit expression of the set u,� of Equation 
(21). Let � ∈ ]�0,∞[ where �0 is given by Eq. (139). From 
Eqs. (21) and (169) it follows that

where z̄𝛾 is defined in Appendix 17, Eq. (166).
Define the function h1:[0, �1] → ℝ by

(98)u,𝛾 =
{(

u(𝜎),Cz̄𝛾 (𝜎) + Du(𝜎)
)
, 𝜎 ∈ [0, T]

}
.

(99)

h1(𝜎) =

⎛
⎜⎜⎜⎝
z̄𝛾 (0) + �

𝜎

0

𝛾

g1

�
u̇(𝜏)

𝛾

��
B1u(𝜏) + E1

�

exp
�
𝛾A1 ∫ 𝜏

0
g1

�
u̇(t)

𝛾

�
dt
�d𝜏

⎞
⎟⎟⎟⎠

× exp

�
𝛾A1 �

𝜎

0

g1

�
u̇(𝜏)

𝛾

�
d𝜏

�
,∀𝜎 ∈ [0, 𝛼1].

Fig. 9   �◦

u
(�) versus �

u
(�) for � ∈ [0, 2].



986	 F. Ikhouane 

1 3

It can be checked that h1 satisfies the following differential 
equation

Owing to the uniqueness of the solutions of (167) it comes 
that

A similar argument on the interval [�1, T] shows that

(100)

ḣ1(𝜎) = 𝛾g1

(
u̇(𝜏)

𝛾

)(
A1h1(𝜎) + B1u(𝜎) + E1

)
,∀𝜎 ∈ ]0, 𝛼1[,

h1(0) = z̄𝛾 (0).

(101)z̄𝛾 (𝜎) = h1(𝜎),∀𝜎 ∈ [0, 𝛼1].

(102)
z̄𝛾 (𝜎) =

⎛
⎜⎜⎜⎝
z̄𝛾 (𝛼1) + �

𝜎

𝛼1

𝛾

g2

�
u̇(𝜏)

𝛾

��
B2u(𝜏) + E2

�

exp
�
𝛾A2 ∫ 𝜏

𝛼1
g2

�
u̇(t)

𝛾

�
dt
�d𝜏

⎞
⎟⎟⎟⎠

× exp

�
𝛾A2 �

𝜎

𝛼1

g2

�
u̇(𝜏)

𝛾

�
d𝜏

�
,∀𝜎 ∈ [𝛼1, T].

Owing to the T–periodicity of z̄𝛾 we have z̄𝛾 (T) = z̄𝛾 (0). 
This fact along with Eqs. (99), (101), and (102) gives

where

Define the function z̄:[0, T] → ℝ by

where the functions �1 and �2 are given by Eqs. (93) and 
(94) respectively. It can checked that z̄(T) = z̄(0) = 𝜃 where 
� is given by Eq. (90). Define the closed curve

Theorem 9  lim
�→∞

d2(u,� ,u) = 0.

Proof  See Appendix 18.

Recall that the operator o that characterizes the sca-
lar semilinear Duhem model associates to each input 
u ∈ W1,∞

(
ℝ+,ℝ

)
 and each initial condition x0 ∈ ℝ the out-

put y ∈ W1,∞
(
ℝ+,ℝ

)
 given by Equation (65). Theorem  9 

shows that Condition (i) of Definition 4 holds for the opera-
tor o. Now it remains to check whether Condition (ii) of 
Definition 4 also holds.

Lemma 9  Consider the semilinear Duhem model (63)–
(65) with n = 1, A1 < 0 and A2 > 0. Then Condition (ii) of 
Definition 4 holds for the operator o if and only if at least 
one of the equalities (107)–(108) does not hold.

(103)z̄𝛾 (0) = x0,𝛾 =
N

D
,

N = exp

[
�

𝛼1

0

𝛾A1g1

(
u̇(𝜏)

𝛾

)
d𝜏 + �

T

𝛼1

𝛾A2g2

(
u̇(𝜏)

𝛾

)
d𝜏

]

× �
𝛼1

0

𝛾

g1

(
u̇(𝜏)

𝛾

)(
B1u(𝜏) + E1

)

exp
(
𝛾A1 ∫ 𝜏

0
g1

(
u̇(t)

𝛾

)
dt
)d𝜏

+ exp

[
𝛾A2 �

T

𝛼1

g2

(
u̇(𝜏)

𝛾

)
d𝜏

]

× �
T

𝛼1

𝛾

g2

(
u̇(𝜏)

𝛾

)(
B2u(𝜏) + E2

)

exp
(
𝛾A2 ∫ 𝜏

𝛼1
g2

(
u̇(t)

𝛾

)
dt
)d𝜏,

D = 1 − exp

[
𝛾A1 �

𝛼1

0

g1

(
u̇(𝜏)

𝛾

)
d𝜏

+𝛾A2 �
T

𝛼1

g2

(
u̇(𝜏)

𝛾

)
d𝜏

]
.

(104)z̄(𝜎) = 𝜉1
(
u(𝜎)

)
,∀𝜎 ∈ [0, 𝛼1],

(105)z̄(𝜎) = 𝜉2
(
u(𝜎)

)
,∀𝜎 ∈ [𝛼1, T],

(106)u =
{(

u(𝜎),Cz̄(𝜎) + Du(𝜎)
)
, 𝜎 ∈ [0, T]

}
.

(107)A−1
2
B2 = A−1

1
B1,

Fig. 10   Dotted: 
[

o
(u◦s� , x0)

]
(t) versus u◦s� (t) for � = 1, t ∈ [0, 6].  

Solid: 
u,�, that is 

[
o
(u◦s� , x0,� )

]
(t) versus u◦s� (t), for � = 1 and 

t ∈ [0, 2].

Fig. 11   
u,� for � = 1, � = 10, and � = 100. Solid with markers: 

u
. 

Note that 
u,100 is practically 

u
. The markers ∙ on 

u
 correspond to 

�1◦u versus u. The markers ⋆ on 
u
 correspond to �2◦u versus u.



987A Survey of the Hysteretic Duhem Model﻿	

1 3

Proof  The proof is similar to that of Lemma 8 mutatis 
mutandis (See Appendix 19).

Lemma 9 has not been derived in Ref. [54].
As a conclusion for the present section, when n = 1, 

A1 < 0, and A2 > 0, the operator o is a hysteresis accord-
ing to Definition 4 if and only if at least one of the equali-
ties (107)–(108) does not hold.

11.6 � Illustration of the Hysteresis Property‑According 
to Definition 4‑ of the Semilinear Duhem Model

We consider the same scalar semilinear Duhem model as in 
Sect. 11.4, that is we consider that

We take as initial condition x0 = 0, and as input the 2–peri-
odic function u defined as follows: u(t) = t,∀t ∈ [0, 1], and 
u(t) = 2 − t,∀t ∈ [1, 2] (see Fig.  5). Let � ∈ ]0,∞[ and 
consider the output o(u◦s� , x0) = x� which is the solution 
of the differential equation (140). We take � = 1 and solve 
(140) using Matlab solver ode23s. The resulting solution is 
plotted against the input u◦s� in Fig. 10 (dotted).

The value x0,� is computed using Eq. (103); we get 
x0,� ≃ 0.4979. The fact that x0,� ≠ x0 explains why the set {(
u◦s� (t), [o(u◦s� , x0)](t)

)
, t ∈ ℝ+

}
 is not a closed curve. 

We now solve the differential equation (140) taking as ini-
tial condition x(0) = x0,�. The obtained solution is plotted 
against the input u◦s� in Fig. 10 (solid). We can see that the 
set u,� =

{(
u◦s� (t), [o(u◦s� , x0,� )](t)

)
, t ∈ ℝ+

}
 is a curve 

which is closed as predicted by Theorem 8.
In Fig.  10 observe that the point (

u◦s� (t), [o(u◦s� , x0)](t)
)
 gets closer to the closed curve 

u,� as t → ∞. This is a consequence of the uniform con-
vergence of zm to z̄𝛾 on the interval [0, T] (see the proof of 
Theorem 8).

Now we plot the closed curve u,� for � = 1, � = 10 and 
� = 100 (see Fig. 11). The closed curve u is plotted using 
Eq. (106) and the explicit expressions of the functions �1 
and �2 provided in Eqs. (93)–(94). We observe that u,� gets 
closer to the closed curve u as � increases as predicted by 
Theorem 9 which shows that Condition (i) of Definition 4 
is fulfiled.

Regarding Condition (ii) of Definition 4, observe that 
Eq. (108) does not hold in our case. Thus, using Lemma 
9, it follows that Condition (ii) of Definition 4 holds. This 
fact can be observed in Fig.  11 since to any input value 

(108)B1A
−1
1

(
A−1
2

− A−1
1

)
− E1A

−1
1

+ E2A
−1
2

= 0.

ẋ(t) = g1
(
u̇(t)

)(
− x(t) + u(t)

)
+ g2

(
u̇(t)

)(
x(t) − u(t)

)

for almost all t ∈ ℝ+,

x(0) = x0,

y(t) = x(t),∀t ∈ ℝ+.

� ∈ ]umin, umax[ = ]0, 1[ correspond two different values 
�1(�) (∙ marker) and �2(�) (⋆ marker).

11.7 � Dissipativity of the Scalar Rate‑Independent 
Semilinear Duhem Model

The aim of this section is to apply the results of Ref. [40] 
provided in Sect. 8 to study the dissipativity of the scalar 
semilinear Duhem model. To this end, we follow Sect. 8 by 
considering the model

where A1,A2,B1,B2,E1,E2,C,D ∈ ℝ are the model 
parameters, x0 ∈ ℝ is the initial condition, the func-
tion u ∈ AC(ℝ+,ℝ) is the input, the function x:ℝ+ → ℝ 
is the state, and the function y:ℝ+ → ℝ is the output. 
Note that Inequalities (37)–(38) hold for any values of A1 
and A2. This fact ensures the existence and uniqueness 
of solutions of the differential equation (109)–(111) on 
ℝ+ so that x, y ∈ AC(ℝ+,ℝ). Observe that the functions 
g1, g2:ℝ → ℝ in (63) are defined by g1(v) = max(0, v) and 
g2(v) = min(0, v) for all v ∈ ℝ. Thus, it follows from Ref. 
[54] that the semilinear Duhem model (109)–(112) is rate 
independent.

Define the operators Φ,Φ1:AC(ℝ+,ℝ) ×ℝ → 
AC(ℝ+,ℝ) by Φ(u, x0) = x and Φ1(u, x0) = y. Note that, 
if Φ is dissipative with respect to the supply rate ẋu, then 
there exists a nonnegative function �:ℝ2 → ℝ+ such that 
∀(u, x0) ∈ AC(ℝ+,ℝ) ×ℝ, Inequality (39) holds. If C > 0 
and D ≥ 0 define the function �1:ℝ2 → ℝ+ by

Then, it can be checked that Inequality (39) holds for �1 and 
Φ1, that is Φ1 is dissipative with respect to the supply rate 
ẏu.

Lemma 10  Consider the model (109)–(112). Suppose 
that

(109)
ẋ(t) =

(
A1x(t) + B1u(t) + E1

)
u̇(t)

for almost all t ∈ [0,∞[ such that u̇(t) ≥ 0,

(110)
ẋ(t) =

(
A2x(t) + B2u(t) + E2

)
u̇(t)

for almost all t ∈ [0,∞[ such that u̇(t) ≤ 0,

(111)x(0) = x0,

(112)y(t) = Cx(t) + Du(t),∀t ∈ ℝ+,

(113)�1(Cx1 + Dv, v) = C�(x1, v) +
1

2
Dv2,∀(x1, v) ∈ ℝ

2.

(114)A1 < 0,A2 > 0,B1 > 0,C > 0,D ≥ 0,

(115)A−1
2
B2 = A−1

1
B1,
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Then, the intersecting function Ω is obtained explicitly by 
Equation (203). The function � is obtained explicitly by 
Eqs. (204)–(205), and is such that Inequality (39) holds for 
any (u, x0) ∈ AC(ℝ+,ℝ) ×ℝ. However, � is not nonnega-
tive. If ∀t ∈ ℝ+, u(t) ∈

[
1

A1

,
1

A2

]
 then 

∀t ∈ ℝ+, �
(
x(t), u(t)

) ≥ 0.

Proof  See Appendix 20.

From Inequality (39) it follows that 
𝜍
(
x(t), u(t)

)
− 𝜍

(
x(0), u(0)

) ≤ ∫ t

0
ẋ(𝜏)u(𝜏)d𝜏 for all t ∈ ℝ+

. If ∀t ∈ ℝ+, �
(
x(t), u(t)

) ≥ 0 then, for all t ∈ ℝ+ we have 
−𝜍

(
x(0), u(0)

) ≤ ∫ t

0
ẋ(𝜏)u(𝜏)d𝜏 which means that the curve 

t ↦
(
u(t), x(t)

)
 is counterclockwise [1].

Theorem  3 provides sufficient conditions for the func-
tion � to be nonnegative: f1 ≥ 0 and f2 ≥ 0. For the model 
(109)–(112) these sufficient conditions do not hold. Lemma 
10 says that the curve t ↦

(
u(t), x(t)

)
 is counterclockwise 

when the input u is small enough.

Remark 3  Note that the condition f1 ≥ 0 and f2 ≥ 0 for 
the curve t ↦

(
u(t), x(t)

)
 to be counterclockwise has also 

been proposed by Duhem in 1896. Indeed, in [16, p.  11] 
Duhem assumes that “if (x, X) and (x + dx,X + dx) are two 
infinitely close equilibria relatively to the same temperature 
T of the system, dx and dX have always the same sign:

… inequality (117) translates geometrically as follows:

All upward lines go up from left to right;
All downward lines go down from right to left.”
In Duhem’s notations, x is the input and X the output 

so that Condition (117), which is the same as dX
dx

> 0, is 

(116)B1A
−1
1

(
A−1
2

− A−1
1

)
− E1A

−1
1

+ E2A
−1
2

< 0.

(117)dX dx > 0.

equivalent to f1 > 0 and f2 > 0 using the notations of Ref. 
[40].
Remark 4  In Ref. [58] sufficient conditions are provided 
for the rate-independent semilinear Duhem model to have 
counterclockwise dynamics. However, unlike Ref. [40], 
these conditions depend on the explicit solution of the 
model, which may not be easy to translate into conditions 
on the model’s parameters.

11.8 � Illustration of the Dissipativity of the Scalar 
Rate‑Independent Semilinear Duhem Model

Consider the model (109)–(112) with parameters A1 = −1, 
A2 = 1, B1 = 1, B2 = −1, E1 = E2 = 0, C = 1, D = 0. With 
these values the relations (114)–(116) hold. The anhyster-
esis function is given by fan(v) = v, and it is possible to find 
the intersecting function Ω explicitly. We get

where log sets for the natural logarithm. The function �Φ in 
(41) is given by

(118)Ω(x0, u0) =

{
u0 + log(x0 − u0 + 1) if x0 ≥ u0,

u0 − log(−x0 + u0 + 1) if x0 ≤ u0,

Fig. 12   y(t) (= x(t)) versus u(t) Fig. 13   Input u(t) versus time t.

Fig. 14   y(t) versus u(t)
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and the function � in (42) is given by

We take as initial condition x0 = 0. Now, consider the 
2–periodic input u defined as follows: u(t) = t,∀t ∈ [0, 1], 
and u(t) = 2 − t,∀t ∈ [1, 2] (see Figure  5). Note that 
∀t ∈ ℝ+, u(t) ∈

[
1

A1

,
1

A2

]
= [−1, 1]. The curve x(t) (= y(t)) 

versus u(t) is plotted in Fig. 12. As predicted by Lemma 10 
it can be seen that t ↦

(
u(t), x(t)

)
 is counterclockwise.

Now take as new input the 2–periodic func-
tion u defined as follows: u(t) = t − 3,∀t ∈ [0, 1], and 
u(t) = −1 − t,∀t ∈ [1, 2] (see Fig.  13). Observe that the 
input is not in the interval [−1, 1].

(119)

�Φ(�, x1, v) =

{
� − 1 + (x1 − v + 1)ev−� if � ≥ v,

� + 1 + (x1 − v − 1)e�−v if � ≤ v,

(120)�(x1, v) =

⎧
⎪⎪⎨⎪⎪⎩

x1v − v − log(x1 − v + 1) −
v2

2
+ x1

if x1 ≥ v,

x1v + v − log(−x1 + v + 1) −
v2

2
− x1

if x1 ≤ v.

The curve t ↦
(
u(t), y(t)

)
 is provided in Fig. 14. It can 

be seen that t ↦
(
u(t), y(t)

)
 is not counterclockwise.

11.9 � Minor Loops of the Scalar Semilinear Duhem 
Model

In this section we apply the concepts introduced in Sect. 10 
to the scalar semilinear Duhem model.

Lemma 11  Consider the semilinear Duhem model (63)–
(65) with n = 1, A1 < 0, A2 > 0. If Assumption 8 holds, 
then Equalities (96)–(97) hold, and ∀(u, x0) ∈ Λ ×ℝ the 
operator o has a trivial hysteresis loop with respect to 
(u, x0) (see Definition 9).

Proof  See Appendix 21.

To illustrate Lemma 11 consider the semilinear Duhem 
model of Sect. 11.4 with E2 = 0, and the input u = �u given 
by Eqs. (209)–(212) for � = 0.5 (see Fig. 15).

The corresponding hysteresis loop is the set {(
�u(�),�

◦

u
(�))

)
, � ∈ [0, �4 = 3]

}
 where �◦

u
 obeys Eqs. 

(79)–(80), and the initial condition is given by Equation 
(234). The hysteresis loop is provided in Fig. 16. Observe 
that �u(�1) = �u(�3 = �5) and that �◦

u
(�1) ≠ �◦

u
(�3). This 

is due to the fact that Equality (97) does not hold so that 
Assumption 8 is not valid by Lemma 11.

We now use the value E2 = 2 instead of E2 = 0 so 
that both equalities (96) and (97) hold, which is a neces-
sary condition for Assumption 8 to hold. We consider the 
input u ∈ Λ of Fig. 5. The corresponding hysteresis loop is 
reported in Fig. 9: it is a line. This means that the operator 
o has a trivial hysteresis loop with respect to (u, x0) as pre-
dicted by Lemma 11.

Lemma 11 says that the scalar semilinear Duhem model 
cannot represent the hysteresis behavior observed in mag-
netic hysteresis. Indeed, to produce minor loops that satisfy 
Assumption 8, the hysteresis loop of the model should be 
trivial.

This observation leads to the following conjecture.

Conjecture 1  Consider the generalized Duhem 
model (17)–(19). Assume that the corresponding 
operators o and s are consistent with respect to all 
(u, x0) ∈ W1,∞(ℝ+,ℝ) ×ℝ

n and are strongly consist-
ent with respect to all periodic inputs u ∈ W1,∞(ℝ+,ℝ) 
and all initial states x0 ∈ ℝ

n. If Assumption 8 holds, then 
∀(u, x0) ∈ Λ ×ℝ

n, the operators o and s have a trivial 
hysteresis loop with respect to (u, x0) (see Definition 9).

If true, the conjecture would mean that the Duhem 
model -in its generalized form- is not able to describe the 
minor loops in magnetic hysteresis.

Fig. 15   �
u
(�) versus � for � ∈ [0, 3]. We have �1 = 1, �2 = 1.5, 

�3 = �5 = 2, �4 = 3.

Fig. 16   �◦

u
(�) versus �

u
(�) for � ∈ [0, �4]. The marker ◦ corresponds 

to the point 
(
�
u
(�1),�

◦

u
(�1)

)
 whilst the marker ⋆ corresponds to the 

point 
(
�
u
(�3 = �5),�

◦

u
(�3 = �5)

)
.
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However, in several engineering problems, the Duhem 
model is not used to reproduce the behavior of minor loops 
in magnetic hysteresis. For example, in control problems, 
it is not necessary to have an accurate model that describes 
the controlled process with precision. Instead, an approxi-
mate model may be appropriate if it captures some essen-
tial features of the controlled plant, and at the same time, 
is simple enough to allow the design of a relatively simple 
controller (see for example Ref. [36]).

12 � Relationships Between Concepts

In this section we explore the connections that exist 
between the concepts presented in this paper. We use the 
case study of the semilinear Duhem model to illustrate 
these connections and motivate the open problems pro-
posed in Sect. 13.

12.1 � Relationship Between Definition 4 and Strong 
Consistency

In this section we compare the definitions of hysteresis 
loop implied by Definition 4 and the concept of strong 
consistency.

12.1.1 � Comments on Definition 4

We have seen in Sect.  5.2 that Ref. [54] proposes a defi-
nition that aims to decide whether a given generalized 
Duhem model is a hysteresis or not. According to Defini-
tion 4 we have to proceed as follows.

(i)	 Check whether Assumption 1 holds.
(ii)	 Check whether Assumption 2 holds.
(iii)	 Check whether Condition (i) of Definition 4 holds.
(iv)	Check whether Condition (ii) of Definition 4 holds.

In the process of checking Assumption 2 we do not need 
to find the explicit expression of the initial condition x0,�
. Indeed, the concept of Cauchy sequence can be used to 
prove the existence of x0,� without actually having to find 
the explicit expression of x0,�. This is what has been done in 
the proof of Theorem 8.

Similarly it is not necessary to get the explicit expression 
of the closed curve u to check Condition (i) of Definition 
4. Again, the concept of Cauchy sequence may be used to 
prove the convergence of the sets u,�, although this is not 
how we proceed in the proof of Theorem 9. However, if we 
do not have the explicit expression of u,� then it may be 
difficult to prove this convergence.

Knowing the explicit expression of u,� is equivalent to 
knowing the explicit expression of the initial condition x0,� . 

Indeed, for the generalized Duhem model (17) the closed 
curve u,� is characterized by the same differential equation 
(17) where the input u is replaced by u◦s�, and the initial 
condition x0 is replaced by x0,�.

Let us illustrate that statement. To prove that Condition 
(i) of Definition 4 holds for the scalar semilinear Duhem 
model we have demonstrated Equality (174). This equality 
is obtained thanks to the explicit expression (103) of the 
initial condition x0,�. That explicit expression is derived 
from the explicit solution (99) and (102) of the differential 
equation (167). We get an explicit solution because the dif-
ferential equation (167) is linear with respect to the state.

To sum up, the linearity with respect to the state in the 
differential equation that describes the scalar semilinear 
Duhem model, is crucial to prove that Condition (i) of Def-
inition 4 holds. For a generalized Duhem model (17) that 
does not enjoy this linearity property it may not be easy 
to check analytically whether Condition (i) of Definition 4 
holds.

12.1.2 � Comments on Strong Consistency

To check whether a given generalized Duhem model is 
strongly consistent we have first to check whether it is con-
sistent. The analysis of the consistency of the semilinear 
Duhem model is provided in Sect.  11.2, and it uses both 
the linearity with respect to the state, and the fact that the 
initial condition in Eq. (70) does not change with �. For the 
generalized Duhem model (17) that may not be linear with 
respect to the state, Lemma 6 provides sufficient conditions 
that provide the expression of the corresponding rate inde-
pendent Duhem model. However, ensuring these sufficient 
conditions may not be easy if the model is nonlinear with 
respect to the state.

Also checking the strong consistency of the semilinear 
Duhem model in Sect. 11.3 is made possible because it is 
not necessary to find the explicit expression of the initial 
state x◦

u
(0). Instead, the concept of Cauchy sequence is used 

in Ref. [35] to prove the desired convergence property. 
Again, the linearity of the model is used to derive a Lya-
punov function which allows mathematical analysis. For 
the generalized Duhem model, finding a Lyapunov function 
may not be easy if the model is nonlinear with respect to 
the state.

12.1.3 � Relationship Between the Hysteresis Loop Derived 
from Definition 4 and the One Derived from Strong 
Consistency

The hysteresis loop derived from Definition 4 is the set u 
defined as the limit of the sets u,� with respect to Haus-
dorff distance d2 as � → ∞. The hysteresis loop derived 
from strong consistency is the set u of Eq. (31).
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Do we have u = u?
For the scalar semilinear Duhem model the answer is 

positive. Indeed, the set u is given by Eq. (106) and the set 
u is given by Eq. (95). It can be checked that, for the scalar 
semilinear Duhem model, we have u = u.

However, for the generalized Duhem model, at the time 
of the submission of the present paper we do not know 
whether the sets u and u are equal or not. This statement 
leads to formulating Open problem 1 in Sect. 13.1.

Note that the authors of Ref. [54] assume tacitly that, 
for the semilinear Duhem model, we have u = u (see the 
proof of [54, Proposition 5.1]).

For the Preisach model, defining the concept of a hys-
teresis loop is simple because the model does not have a 
transient response under the usual conditions. This means 
that the hysteresis loop is simply the graph output versus 
input. For the -possibly- rate-dependent generalized Duhem 
model, the output contains typically a transient term and a 
steady-state term. This is why there are two possibilities 
for defining a hysteresis loop: as the set u or as the set u. 
From the discussion of Sects. 12.1.1 and 12.1.2, it is not 
clear which of these two definitions is easier to check from 
the point of view of the mathematical analysis.

The following comment sheds more light on the 
question.

Consider an operator  that satisfies Assumption 4. 
From Eq. (30) it comes that the operator † is such that (†

)⋆
= 0. This implies that the hysteresis loop of † with 

respect to all (u, x0) ∈ W1,∞(ℝ+,ℝ
p) × Ξ is trivial (see Def-

inition 9).
From Eqs. (28)–(29) it follows that the operator  has 

been decomposed into the sum of two operators:

(i)	 An operator ⋆ that is rate independent with respect to 
linear time-scale changes,

(ii)	 and an operator † such that the output †(u◦s� , x0) 
vanishes when � → ∞ (loosely speaking, the output 
vanishes when the frequency of the input goes to zero).

The decomposition (28)–(29) is compatible with experi-
mental observations of hysteresis processes. Indeed, quot-
ing from [64, p. 14]: “in several cases the rate independ-
ent component prevails, provided that evolution is not too 
fast.” Additionally, the hysteresis loop of the operator † is 
trivial (loosely speaking, † does not represent a hysteresis 
behavior).

For all these reasons, we call Eqs. (28)–(29) the canoni-
cal decomposition of the operator , the operator ⋆ the 
rate-independent component of , and the operator † the 
nonhysteretic component of .

This canonical decomposition was possible owing to the 
use of the concept of consistency.

12.2 � Relationship Between the Lipschitz Property 
and the Effect of Perturbations

In this section we analyze the effect of a perturbation of the 
input and the initial condition on the hysteresis loop.

Consider a causal operator :W1,∞(ℝ+,ℝ
p)×

Ξ → L
∞(ℝ+,ℝ

m) where Ξ is a Banach space. Suppose that 
 satisfies Assumption 3, is consistent with respect to all 
(u, x0) ∈ W1,∞(ℝ+,ℝ

p) × Ξ, and is strongly consistent with 
respect to all periodic inputs u ∈ W1,∞(ℝ+,ℝ

p) and all ini-
tial states x0 ∈ Ξ.

Let the T–periodic input u ∈ W1,∞(ℝ+,ℝ
p) and the ini-

tial state x0 ∈ Ξ be given. The hysteresis loop of the opera-
tor  with respect to (u, x0) is the set u defined by Equa-
tion (31).

Let � ∈ W1,∞(ℝ+,ℝ
p) be a function that represents a 

perturbation of the input, and � ∈ Ξ a vector that repre-
sents a perturbation of the initial condition. The perturbed 
input v = u + � ∈ W1,∞(ℝ+,ℝ

p) may not be periodic which 
means that  may not have a hysteresis loop when v is the 
input. The perturbed initial state is x�

0
= x0 + �. The per-

turbed output that corresponds to (v, x�
0
) is (v, x�

0
). To 

evaluate the effect of (�, �) on u we need the following 
assumptions.

Assumption 9  Iv = ℝ+.

Assumption 10  For any (w, y0) ∈ W1,∞(ℝ+,ℝ
p) × Ξ 

the function (w, y0) is continuous on ℝ+. That is 
:W1,∞(ℝ+,ℝ

p) × Ξ → L∞(ℝ+,ℝ
m) ∩ C0(ℝ+,ℝ

m).

Since the operator  is consistent with respect 
to (v, x�

0
) there exists a function 𝜑⋆

v
 as in Defini-

tion 5. Combining Assumptions 9, 10 and Lemma 3 it 
comes that 𝜑⋆

v
∈ L∞(ℝ+,ℝ

m) ∩ C0(ℝ+,ℝ
m). For all 

k ∈ ℕ define the function 𝜑⋆
v,k

∈ C0
([
0, 𝜌v(T)

]
,ℝm

)
 by 

𝜑⋆
v,k
(𝜚) = 𝜑⋆

v

(
𝜌v(T)k + 𝜚

)
,∀𝜚 ∈

[
0, 𝜌v(T)

]
. Define the set

Note that Pv,k and u are compact owing to Assumption 10. 
Thus we can define

where dp+m is the Hausdorff distance defined by Eq. (22). 
The quantity q(u, x0, �, �) measures the effect of the pertur-
bation (�, �) on the hysteresis loop u.

Our aim now is to apply these concepts to the scalar 
rate-independent Duhem model (43)–(45) where the output 
is the state x. To do so we need to change the time variable 
from t to �. Following the same steps as in Sect. 11.2 and 
using the same set of notations, Eq. (43) becomes

(121)Pv,k =
{(

𝜓v(𝜚),𝜑
⋆
v,k
(𝜚)

)
, 𝜚 ∈ [0, 𝜌v(T)]

}
.

(122)q(u, x0, �, �) = lim sup
k→∞

dp+m(Pv,k,u)
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We can eliminate vu(�) since, by Lemma 13, the function vu 
is nonzero almost everywhere on ℝ+. Note that Eq. (123) is 
independent of � so that we use the simplified notation xu 
instead of xu◦s�. Thus, for the input u and the initial state x0 

the scalar rate-independent Duhem model (43)–(45) in 
terms of t–variable can be written in terms of �–variable as

Observe that 𝜑⋆
v
= 𝜑v = xv so that dp+m(Pv,k,u) 

includes terms of the form |�v,k(�1) − �◦

u
(�2)| for 

(�1, �2) ∈ [0, �v(T)] × [0, �u(T)] by Eq. (22). Note that �v,k 
obeys Eqs. (124)–(125) with u substituted by v and with 
the initial condition xv

(
k�v(T)

)
. Also �◦

u
 obeys Equations 

(124)–(125) with the initial condition x◦
u
(0). It is to be 

noted that we cannot use Proposition 2 to get a bound on 
|�v,k(�1) − �◦

u
(�2)| because the initial conditions xv

(
k�v(T)

)
 

and x◦
u
(0) may be different. This means that, in order to 

evaluate the effect of perturbations on the hysteresis loop of 
the model (43)–(45), Proposition 2 needs to be enhanced to 
take into account different initial conditions.

This observation leads to formulating Open Problem  2 
in Sect. 13.2.

We now consider the effect of perturbations on the hys-
teresis loop of the generalized Duhem model (17). Observe 
that, from Eq. (122) it comes that the quantity q(u, x0, �, �) 
depends on 𝜑⋆

v
 and �◦

u
 which obey Eqs. (124)–(125) by 

Lemma 6. This means that there is no need to look for 
an extension of Proposition 2 to the generalized Duhem 
model.

12.3 � Relationship Between Dissipativity 
and Orientation of the Hysteresis Loop

For the scalar rate-independent Duhem model (34)–(36), 
dissipativity is the property of Definition 10. Dissipativity 
is studied in Ref. [40] mainly because of its interest in con-
trol. In this section, we focus on the relationship between 
dissipativity and the orientation of the hysteresis loop, as 
this orientation is easy to obtain experimentally.

At the time of the submission of this paper, we do not 
know whether a dissipative model (34)–(36) is strongly 
consistent. This observation leads to the formulation of 
Open Problem 3 in Sect. 13.3.

(123)

vu(𝜚)ẋu◦s𝛾 (𝜚) = vu(𝜚)f1
(
xu◦s𝛾 (𝜚),𝜓u(𝜚)

)
,

for almost all 𝜚 ∈ ℝ+.

(124)ẋu(𝜚) = f1
(
xu(𝜚),𝜓u(𝜚)

)
,

(125)
for almost all 𝜚 ∈ ℝ+ such that 𝜓̇u(𝜚) = 1,

ẋu(𝜚) = f2
(
xu(𝜚),𝜓u(𝜚)

)
,

(126)
for almost all 𝜚 ∈ ℝ+ such that 𝜓̇u(𝜚) = −1,

xu(0) = x0.

If the model (34)–(36) is dissipative and strongly con-
sistent, then the hysteresis loop is oriented counterclock-
wise [1].

Theorem 3 provides sufficient conditions to ensure dis-
sipativity. One of these conditions is f1 ≥ 0 and f2 ≥ 0. For 
the scalar semilinear rate-independent Duhem model, the 
conditions f1 ≥ 0 and f2 ≥ 0 do not hold so that Theorem 3 
could not be used directly to study the dissipativity of the 
model. Instead, an ad-hoc analysis combined with Theo-
rem 3 showed that, when the input is small in some sense, 
the hysteresis loop is counterclockwise (see Lemma 10).

The question of how to generalize Lemma 10 to encom-
pass the model (34)–(36) leads to formulating Open Prob-
lem 4 in Sect. 13.4.

Note that there is no need to generalize Lemma 10 to 
encompass the generalized Duhem model (17) since the 
hysteresis loop is characterized by the rate-independent 
Duhem model (124)–(125).

13 � Open Problems

13.1 � Open Problem 1

The motivation for Open Problem  1 is provided in 
Sect. 12.1.3.

Consider that the generalized Duhem model (17)–(19) 
satisfies Assumption 1 so that we can define the operators 
o and s of Sect. 5.1. Suppose that Assumption 2 holds 
and that Conditions (i) and (ii) of Definition 4 hold for all 
(u, x0) ∈ Λ ×ℝ

n.
Furthermore, suppose that the operators o and s are 

strongly consistent with respect to all (u, x0) ∈ Λ ×ℝ
n.

(i)	 Find sufficient conditions that ensure u = u for all 
(u, x0) ∈ Λ ×ℝ

n.
(ii)	 Find a generalized Duhem model such that there exist 

an input u ∈ Λ and an initial condition x0 ∈ ℝ
n that 

satisfy u ≠ u.

13.2 � Open Problem 2

The motivation for Open Problem  2 is provided in 
Sect. 12.2.

Consider the scalar rate-independent Duhem model 
(43)–(45) where the output is the state x. Suppose that 
Assumption 1 holds so that we can define the operator s 
of Sect. 5.1. Let u, v ∈ W1,∞(ℝ+,ℝ) and x0, x�0 ∈ ℝ.

(i)	 Find sufficient conditions that provide an upper 
bound on ‖s(u, x0) −s(v, x

�
0
)‖W1,∞([0, ],ℝ) for 

some finite real number  > 0. Can we obtain 
an upper bound that is a continuous function of 
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�‖u − v‖W1,∞([0, ],ℝ), �x0 − x�
0
�� and that becomes the 

bound obtained in Proposition 2 when x0 = x�
0
?

(ii)	 Let T ∈ ]0,∞[ and assume that u is T–periodic. Find 
an upper bound on q(u, x0, �, �) as tight as possible.

(iii)	 Find sufficient conditions so that if 
�x0 − x�

0
� + ‖u − v‖W1,∞([0, ],ℝ) is small then 

q(u, x0, �, �) is small.
(iv)	 Generalize the obtained results to the vector rate-inde-

pendent Duhem model (32)–(33).

13.3 � Open Problem 3

The motivation for Open Problem  3 is provided in 
Sect. 12.3.

Consider the scalar rate-independent Duhem model 
(34)–(36) where the output is the state x. Suppose that 
Assumption 1 holds so that we can define the operator s 
of Sect. 5.1. Suppose that we can find a nonnegative func-
tion �:ℝ2 → ℝ such that ∀(u, x0) ∈ W1,∞(ℝ+,ℝ) ×ℝ Ine-
quality (39) holds.

(i)	 Can we conclude that s is strongly consistent with 
respect to all periodic inputs u ∈ W1,∞(ℝ+,ℝ) and all 
initial states x0 ∈ ℝ?

13.4 � Open Problem 4

The motivation for Open Problem  4 is provided in 
Sect. 12.3.

Consider the scalar rate-independent Duhem model 
(34)–(36) where the output is the state x. Suppose that 
Assumption 1 holds so that we can define the operator s 
of Sect. 5.1. Suppose that all conditions of Theorem 3 hold 
except f1 ≥ 0 and f2 ≥ 0.

(i)	 Find a set S as large as possible of pairs 
(u, x0) ∈ W1,∞(ℝ+,ℝ) ×ℝ for which (i)–1 and (i)–2 
hold.

(i)–1.	 The operator s is strongly consistent with 
respect to all (u, x0) ∈ S.

(i)–2.	 The curve � ↦
(
�u(�),�

◦

u
(�)

)
 is counterclock-

wise for all (u, x0) ∈ S.
(ii)	 Generalize the obtained results to the vector rate-inde-

pendent Duhem model (32)–(33).

14 � Epilogue

More research is needed to better understand Duhem’s 
model seen as a class of differential equations, and also as 

a representation of hysteresis. In particular, it is important 
to get answers to the open problems -and to the conjecture- 
proposed in this paper.
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Appendix

On the Existence and Uniqueness of Solutions 
of Differential Equations

In this section we present some existence and uniqueness 
theorems for the solutions of ordinary differential equa-
tions. To this end, let  be a domain, that is an open con-
nected subset of ℝ ×ℝ

n where n > 0 is an integer. Let 
(t0, x0) ∈  and let a, b ∈ ]0,∞[. Define the parallelepiped 
Qa,b by

We say that the map F: → ℝ
n satisfies the Carathéodory 

conditions on the domain  if Conditions (i)–(iii) hold on 
any parallelepiped Qa,b ⊂  [61, p. 68].

(i)	 The function F is defined and continuous in w for 
almost all t;

(ii)	 the function F is measurable in t for each fixed w;
(iii)	for each Qa,b ⊂  there exists a measurable function 

mQa,b
∈ L1

(
[t0 − a, t0 + a],ℝ

)
 such that 

Now, consider the differential equation

where F: → ℝ
n satisfies the Carathéodory conditions on 

the domain  ⊂ ℝ ×ℝ
n and (t0, x0) ∈ .

Theorem 10  [61, p. 68] The differential equation (129)–
(130) has a solution on some nonempty open interval 
I ∋ t0, in the sense that there exists an absolutely continu-
ous function x:I → ℝ

n such that the following properties 
(i)–(iii) are satisfied.

(127)Qa,b =
{
(t,w) ∈ ℝ ×ℝ

n ∣ |t − t0| ≤ a, |w − x0| ≤ b
}
.

(128)
|F(t,w)| ≤ mQa,b

(t), ∀w ∈ ℝ
n and for almost all

t ∈ [t0 − a, t0 + a] satisfying (t,w) ∈ Qa,b.

(129)ẋ(t) = F
(
t, x(t)

)
,

(130)x(t0) = x0,
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(i)	 The initial condition (130) holds;
(ii)	 ∀t ∈ I we have 

(
t, x(t)

)
∈ ;

(iii)	 and the differential equation (129) is satisfied almost 
everywhere in I.

A lower bound on the size of the interval I is obtained by 
solving the inequality

where a, b ∈ ]0,∞[ are chosen so that (t0, x0) ∈ Qa,b ⊂ . 
Observe that the function c → ∫ t0+c

t0−c
mQa,b

(t) dt is continu-

ous and is zero at c = 0. This implies that there exists at 
least a 0 < c ≤ a such that (131) holds. Then we have 
]t0 − c, t0 + c[⊂ I [61, p. 69].

Theorem 11  [61, p. 70 and p. 80] Assume that F: → ℝ
n 

satisfies the Carathéodory conditions on the domain . 
Let x be a solution of the differential equation (129)–(130) 
defined on some interval I. Then x may be extended as a 
solution of (129)–(130) to a maximal interval of existence 
]�−,�+[ and 

(
t, x(t)

)
→ � as t → �±, where � is the 

boundary of .

Theorem  12  [29, p.  5] Assume that F: → ℝ
n satisfies 

the Carathéodory conditions on the domain . Assume that 
there exists a function l ∈ L1

(
J,ℝ+

)
 for every finite interval 

J ⊂ ℝ which satisfies the following. For almost all t ∈ ℝ 
and ∀w1,w2 ∈ ℝ

n such that (t,w1), (t,w2) ∈  we have

Then in the domain  there exists at most one solution to 
the differential equation (129)–(130).

The local Lipschitz condition (132) can be relaxed as 
follows [29, p. 5].

where the product is understood as the scalar prod-
uct if F(t,w1),F(t,w2),w1,w2 are vectors; the functions 
l1, l2 ∈ L1

(
J,ℝ+

)
 for every finite interval J ⊂ ℝ, and 

w1,w2 ∈ ℝ
n are such that (t,w1), (t,w2) ∈ .

Finally we provide a result we could not find in the lit-
erature, and which is useful to the present paper.

(131)�
t0+c

t0−c

mQa,b
(t) dt ≤ b,

(132)||F(t,w1) − F(t,w2)
|| ≤ l(t)|w1 − w2|.

(133)

(
F(t,w1) − F(t,w2)

)
⋅ (w1 − w2) ≤ l1(t)|w1 − w2|2,
for almost all t ≥ t0,

(134)

(
F(t,w1) − F(t,w2)

)
⋅ (w1 − w2) ≥ −l2(t)|w1 − w2|2,
for almost all t ≤ t0,

Lemma 12  Suppose that the application F:ℝ ×ℝ → ℝ 
satisfies the Carathéodory conditions on the domain ℝ2. 
Assume that there exists k ∈ [0,∞[ such that

Then the differential equation (129)–(130) has exactly one 
solution defined on [t0,∞[.

Proof  From Theorems 10, 11, and 12 it follows that there 
exists a unique solution x to the differential equation (129)–
(130) defined on a maximal interval of existence [t0,�+[ 
where �+ ∈ ]t0,∞]. Assume that 𝜔+ < ∞, and let w ∈ ℝ 
be fixed. It comes from Theorem  11 that ∃ tw ∈ ]t0,�+[ 
such that ∀t ∈ [tw,�+[ we have |x(t)| > |w|. Consider the 
case ∀t ∈ [tw,𝜔+[, x(t) > |w| ≥ w (a similar proof holds for 
the case ∀t ∈ [tw,𝜔+[, x(t) < −|w|). Then Inequality (135) 
leads to

Integrating both sides of (136) on the time interval [tw, t] it 
follows that

Using Gronwall’s lemma [32, p. 24] it comes from Inequal-
ity (137) that

Inequality (138) contradicts the fact that |x(t)| → ∞ as 
t → �+.

Proof of Lemma 13

Lemma 13  Let u ∈ W1,∞(ℝ+,ℝ) be non constant. There 
exists a unique function vu ∈ L∞

(
Iu,ℝ

)
 that is defined by 

vu◦𝜌u = u̇. Moreover, ‖vu‖Iu ≤ ‖u̇‖ and vu is nonzero almost 
everywhere on Iu.

(135)

(
F(t,w1) − F(t,w2)

)
⋅ (w1 − w2) ≤ k|w1 − w2|2,

for almost all t ≥ t0,∀w1,w2 ∈ ℝ.

(136)
F(t, x(t)) ≤ F(t,w) + k

(
x(t) − w

)
, for almost all t ∈ [tw,�+[.

(137)

|x(t)| = x(t) = x(tw) + �
t

tw

F(s, x(s)) ds

≤ C + k �
t

tw

|x(s)| ds,∀t ∈ [tw,𝜔+[,

C = x(tw) + �
𝜔+

tw

|F(s,w)| ds + k|w|(𝜔+ − tw) < ∞.

(138)|x(t)| ≤ Cet−tw ≤ Ce�+−tw ,∀t ∈ [tw,�+[.
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Proof  The operator Δ− defined in Section 11.2 is causal 
and satisfies Assumption 3. Using Lemma 3 it follows that 
vu ∈ L∞

(
Iu,ℝ

)
 and ‖vu‖Iu ≤ ‖u̇‖. Now, define the following 

sets:

Since �u is absolutely continuous on ℝ+, we get from [45, 
Corollary 3.41] that �(B1) = 0. Since u̇ ∈ L∞

(
ℝ+,ℝ

)
 

we get from [45, Lemma 3.31] that 𝜌̇u = |u̇| almost eve-
rywhere on ℝ+, which implies that �(B2) = 0. Also, 
from [45, Corollary 3.14] it follows that �

(
�u(C)

)
= 0

. Since �u is absolutely continuous on ℝ+, and since 
�(B1) = �(B2) = 0 it follows from [45, Corollary 3.41] 
that �

(
�u(B1)

)
= �

(
�u(B2)

)
= 0. Now, observe that 

B ⊂ C ∪ B1 ∪ B2, thus 𝜌u(B) ⊂ 𝜌u(C) ∪ 𝜌u(B1) ∪ 𝜌u(B2) 
which implies that �

(
�u(B)

)
= 0. Since A = �u(B) it fol-

lows that �(A) = 0.

Proof of Theorem 8

We get from Equation (68) that ∃𝛿1 > 0 such that 
∀w ∈ (0, �1) we have ||ḡ1(w) − 1|| < 1

2
, and ∃𝛿2 > 0 such that 

∀w ∈ (−�2, 0) we have ||ḡ2(w) + 1|| < 1

2
. Define

Observe that 0 < 𝛾0 < ∞ since u ∈ Λumin,umax,�1,T
. Let 

� ∈ ]�0,∞[ be fixed, and define x� = s(u◦s� , x0). From 
Equations (63) and (64) we get

where u� = u◦s�. Consider the change of variable �� = �

�
, 

then

Define � =
t

�
 and z:ℝ+ → ℝ by z(�) = x� (��),∀� ∈ ℝ+; 

then

A = {𝜚 ∈ Iu ∣ vu(𝜚) = 0},

B = {t ∈ ℝ+ ∣ u̇(t) = 0},

B1 = {t ∈ ℝ+ ∣ 𝜌̇u(t) is not defined at t},

B2 = {t ∈ ℝ+ ∣ u̇(t) is defined, 𝜌̇u(t) is defined,and

|u̇(t)| ≠ 𝜌̇u(t)},

C = {t ∈ ℝ+ ∣ 𝜌̇u(t) = 0}.

(139)𝛾0 =
‖u̇‖

min(𝛿1, 𝛿2)
.

(140)

x𝛾 (t) = x0 + ∫ t

0
g1
(
u̇𝛾 (𝜏)

)(
A1x𝛾 (𝜏) + B1u𝛾 (𝜏) + E1

)
+ g2

(
u̇𝛾 (𝜏)

)(
A2x𝛾 (𝜏) + B2u𝛾 (𝜏) + E2

)
d𝜏,∀t ∈ ℝ+

(141)

x𝛾 (t) = x0 + 𝛾 ∫ t

𝛾

0
g1

(
u̇(𝜏�)

𝛾

)[
A1x𝛾 (𝛾𝜏

�) + B1u(𝜏
�) + E1

]

+ g2

(
u̇(𝜏�)

𝛾

)
×
[
A2x𝛾 (𝛾𝜏

�) + B2u(𝜏
�) + E2

]
d𝜏�,

∀t ∈ ℝ+.

For any m ∈ ℕ define zm:[0, T] → ℝ by

The objective of the following analysis is to show that 
the sequence {zm}m∈ℕ converges in the Banach space 
C0([0, T],ℝ) endowed with the norm ‖ ⋅ ‖[0,T]. To this 
end, we prove that {zm}m∈ℕ is a Cauchy sequence. For any 
m1,m2 ∈ ℕ define

Owing to the T–periodicity of both u and u̇ it follows from 
Equations (142)–(144) that

Let � ∈ (0, �1) then u̇(𝜎) ≥ 0 since u ∈ Λumin,umax,�1,T
. We 

study two cases: u̇(𝜎) > 0 and u̇(𝜎) = 0.
Case u̇(𝜎) > 0. Since 0 <

u̇(𝜎)

𝛾
<

‖u̇‖
𝛾0

≤ 𝛿1 it follows that 
||||ḡ1

(
u̇(𝜎)

𝛾

)
− 1

|||| <
1

2
 which, using Equation (66), leads to

Case  u̇(𝜎) = 0. In this case, Inequality (146) holds by defi-
nition of the function g1. That is we have

Similarly, it can be shown that

Now, define the function V:[0, T] → ℝ by

Then, V is continuous on [0, T] and is C1 on ]0, �1[ ∪ ]�1, T[.  
From Eq. (145) we obtain

Combining Eqs. (150), (147) and (148) it follows that

(142)

z(𝜎) = x0 + 𝛾 ∫ 𝜎

0
g1

(
u̇(𝜏�)

𝛾

)(
A1z(𝜏

�) + B1u(𝜏
�) + E1

)

+ g2

(
u̇(𝜏�)

𝛾

)(
A2z(𝜏

�) + B2u(𝜏
�) + E2

)
d𝜏�,

∀𝜎 ∈ ℝ+.

(143)zm(�) = z(� + mT),∀� ∈ [0, T].

(144)zm1,m2
= zm1

− zm2
.

(145)

żm1,m2
(𝜎) = 𝛾

(
A1g1

(
u̇(𝜎)

𝛾

)
+ A2g2

(
u̇(𝜎)

𝛾

))
zm1,m2

(𝜎),

∀𝜎 ∈ ]0, 𝛼1[ ∪ ]𝛼1,T[.

(146)
3A1

2
u̇(𝜎) ≤ 𝛾A1g1

(
u̇(𝜎)

𝛾

)
≤ A1

2
u̇(𝜎).

(147)
3A1

2
u̇(𝜎) ≤ 𝛾A1g1

(
u̇(𝜎)

𝛾

)
≤ A1

2
u̇(𝜎),∀𝜎 ∈ ]0, 𝛼1[.

(148)
3A2

2
u̇(𝜎) ≤ 𝛾A2g2

(
u̇(𝜎)

𝛾

)
≤ A2

2
u̇(𝜎),∀𝜎 ∈ ]𝛼1, T[.

(149)V(�) =
1

2
z2
m1,m2

(�),∀� ∈ [0, T].

(150)
V̇(𝜎) = 2𝛾

(
A1g1

(
u̇(𝜎)

𝛾

)
+ A2g2

(
u̇(𝜎)

𝛾

))
V(𝜎),

∀𝜎 ∈ ]0, 𝛼1[ ∪ ]𝛼1, T[.

(151)V̇(𝜎) ≤ A1u̇(𝜎)V(𝜎),∀𝜎 ∈ ]0, 𝛼1[,

(152)V̇(𝜎) ≤ A2u̇(𝜎)V(𝜎),∀𝜎 ∈ ]𝛼1,T[.
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Define the continuous function W:[0, �1] → ℝ as being the 
solution of the following differential equation

Integrating (153)–(154) gives

Using the Comparison Lemma [42, p. 102] it comes from 
Eqs. (151), (153), (154), and (155) that

Using a similar argument on the interval [�1, T] it follows 
that

As a conclusion, we have proved that

Note that (160) is due to the inequality V̇(𝜎) ≤ 0, 
∀� ∈ ]0, �1[ ∪ ]�1, T[ b‘ecause of Inequalities (151)–(152).

Combining Eqs. (158), (149), (144), and (143) we get

An argument by induction shows that from (161) we get

Observe that, owing to Theorem 5, we have ‖z‖ < ∞. Hence, 
from Eqs. (162), (160), (149), (144), and (159) it comes 
that {zm}m∈ℕ is a Cauchy sequence. Therefore there exists 
z∞ ∈ C0([0, T],ℝ) such that limm→∞ ‖zm − z∞‖[0,T] = 0. 
Thus we get limm→∞

||zm(0) − z∞(0)
|| = 0 and

limm→∞
||zm(T) − z∞(T)

|| = 0. Note that zm(0) = z(mT) 
and zm(T) = z

(
(m + 1)T

)
 by (143). Take m1 = m and 

m2 = m + 1 in Inequality (162). Then we get 
limm→∞

|||z(mT) − z
(
(m + 1)T

)||| = 0. All these facts show 

that we have

Combining Eqs. (142) and (143) it comes that

(153)Ẇ(𝜎) = A1u̇(𝜎)W(𝜎),∀𝜎 ∈ ]0, 𝛼1[,

(154)W(0) = V(0).

(155)W(�) = V(0) exp

(
A1

�

(
u(�) − umin

))
,∀� ∈ [0, �1].

(156)V(�1) ≤ W(�1) = V(0) exp
(
A1

(
umax − umin

))
.

(157)V(T) ≤ W(�1) exp
(
A2

(
umin − umax

))
.

(158)V(T) ≤ rV(0),

(159)0 < r = exp
(
(A1 − A2)(umax − umin)

)
< 1,

(160)‖V‖[0,T] ≤ V(0).

(161)

[
z
(
(m1 + 1)T

)
− z

(
(m2 + 1)T

)]2 ≤ r
[
z
(
m1T

)
− z

(
m2T

)]2
,

∀m1,m2 ∈ ℕ.

(162)

V(0) =
1

2

�
z
�
m1T

�
− z

�
m2T

��2

≤ 1

2
rmin(m1,m2)

�
z(0) − z

��m2 − m1�T
��2

≤ 2rmin(m1,m2)‖z‖2,∀m1,m2 ∈ ℕ.

(163)z∞(0) = z∞(T).

Note that ‖zm‖ ≤ ‖z‖ < ∞. Also, ���
u̇(𝜏)

𝛾

��� ≤ ‖u̇‖
𝛾0

 so that, by the 

continuity of the functions g1 and g2 we have 
||||g1

(
u̇(𝜏)

𝛾

)|||| ≤ k1 

and 
||||g2

(
u̇(𝜏)

𝛾

)|||| ≤ k2, where k1, k2 ∈ ℝ+ are independent of � 

and m. This means that the term under the integral in Eq. 
(164) is bounded by a constant independent of � and m. 
Using the Lebesgue Dominated Convergence Theorem it 
follows from (164) that

Define z̄𝛾 :ℝ+ → ℝ by

Then it comes from Eqs. (166), (165) and (163) that z̄𝛾 is 
T–periodic and

As a conclusion, we have proved that there exists

such that

is T�–periodic.
To prove the uniqueness of x0,� we use an argument sim-

ilar to the one used for the proof of the existence. Take 
𝛾 > 𝛾0 and suppose that there exists x′

0,�
 such that 

s(u◦s� , x
�
0,�
) is T�–periodic. Define z̄�

𝛾
:ℝ+ → ℝ by 

z̄�
𝛾
= s(u◦s𝛾 , x

�
0,𝛾
)◦s 1

𝛾

. Then, z̄�
𝛾
(0) = x�

0,𝛾
 and z̄′

𝛾
 satisfies 

Eq. (167) with z̄𝛾 replaced by z̄′
𝛾
. Considering the difference 

(164)

zm(𝜎) = zm(0) + 𝛾 ∫
𝜎

0

g1

(
u̇(𝜏)

𝛾

)[
A1zm(𝜏) + B1u(𝜏) + E1

]

+ g2

(
u̇(𝜏)

𝛾

)(
A2zm(𝜏) + B2u(𝜏) + E2

)
d𝜏,

∀𝜎 ∈ [0, T],∀m ∈ ℕ.

(165)

z∞(𝜎) = z∞(0) + 𝛾∫
𝜎

0

g1

(
u̇(𝜏)

𝛾

)[
A1z∞(𝜏) + B1u(𝜏) + E1

]

+ g2

(
u̇(𝜏)

𝛾

)[
A2z∞(𝜏) + B2u(𝜏) + E2

]
d𝜏,

∀𝜎 ∈ [0, T].

(166)z̄𝛾 (𝜎 + mT) = z∞(𝜎),∀𝜎 ∈ [0, T],∀m ∈ ℕ.

(167)

z̄𝛾 (𝜎) = z̄𝛾 (0) + 𝛾 ∫
𝜎

0

g1

(
u̇(𝜏)

𝛾

)[
A1z̄𝛾 (𝜏) + B1u(𝜏) + E1

]

+ g2

(
u̇(𝜏)

𝛾

)[
A2z̄𝛾 (𝜏) + B2u(𝜏) + E2

]
d𝜏,

∀𝜎 ∈ ℝ+.

(168)x0,𝛾 = z̄𝛾 (0)

(169)s(u◦s𝛾 , x0,𝛾 ) = z̄𝛾◦s𝛾
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𝜀 = z̄𝛾 − z̄�
𝛾
 it follows that � satisfies Eq. (145) with zm1,m2

 
replaced by �. A function V can be defined as in Eq. (149) 
with zm1,m2

 replaced by � which leads to Inequality (158). 
Since V(0) = V(T) owing to the T–periodicity of V, it fol-
lows that V(0) = 0 as V is nonnegative. Thus x�

0,�
= x0,�.

Proof of Theorem 9

Let � ∈ ]�0,∞[ where �0 is given by Eq. (139). From Eq. 
(147) it follows that

and

Also, From Eq. (148) it follows that

and

Equations (170)–(173) show that we can apply the Leb-
esgue Dominated Convergence Theorem in (103) so that 
we get

Observe that using the same theorem we can show that 
∀� ∈ [0, T] we have lim𝛾→∞ |z̄𝛾 (𝜎) − z̄(𝜎)| = 0. However, 
this simple convergence does not imply Theorem  9; we 
need to prove the uniform convergence of z̄𝛾 to z̄ on the 
interval [0, T]. This is the aim of the following analysis.

Inequalities (170)–(173) along with Eqs. (99), (101) and 
(102) lead to

where c1 ∈ ℝ+ is independent of �.
On the other hand, it can be checked that Eqs. (93), (94), 

(90), (104), (105) lead to

Define the function V:[0, T] → ℝ by the relation

(170)

3A1

2

(
umax − umin

) ≤ �
𝜏

0

3A1

2
u̇(t)dt ≤ �

𝜏

0

𝛾A1g1

(
u̇(t)

𝛾

)
dt,

(171)
�����
𝛾A1g1

�
u̇(𝜏)

𝛾

������
≤ 3�A1�

2
‖u̇‖,∀𝜏 ∈ ]0, 𝛼1[.

(172)

3A2

2

(
umin − umax

) ≤ �
𝜏

𝛼1

3A2

2
u̇(t)dt ≤ �

𝜏

𝛼1

𝛾A2g2

(
u̇(t)

𝛾

)
dt,

(173)
�����
𝛾A2g2

�
u̇(𝜏)

𝛾

������
≤ 3A2

2
‖u̇‖,∀𝜏 ∈ ]𝛼1, T[.

(174)
lim
𝛾→∞

z̄𝛾 (0) = z̄(0) = 𝜃.

(175)‖z̄𝛾‖[0,T] ≤ c1,∀𝛾 ∈ ]𝛾0,∞[

(176)̇̄z(𝜎) = u̇(𝜎)
(
A1z̄(𝜎) + B1u(𝜎) + E1

)
, ∀𝜎 ∈ ]0, 𝛼1[,

(177)̇̄z(𝜎) = u̇(𝜎)
(
A2z̄(𝜎) + B2u(𝜎) + E2

)
, ∀𝜎 ∈ ]𝛼1, T[.

(178)V𝛾 (𝜎) =
1

2

(
z̄(𝜎) − z̄𝛾 (𝜎)

)2
,∀𝜎 ∈ [0, T].

Take � ∈ ]0, �1[, then it comes from Eqs. (167) and (176) 
that

Let 𝜀 > 0. From Eqs. (66) and (68) it follows that ∃𝛿𝜀 > 0 
such that ∀w ∈ ]0, ��[ we have ��ḡ1(w) − 1�� < 𝜀

‖u̇‖. Thus, 

∃𝛾𝜀 = min
�
𝛾0,

‖u̇‖
𝛿𝜀

�
 such that ∀𝛾 > 𝛾𝜀 we have

Combining Eqs. (178)–(180) along with Inequalities (175) 
and (147) it comes that

where c2 ∈ ℝ+ is independent of �. Define the continuous 
function W:[0, �1] → ℝ+ as the solution of the following 
differential equation

Integrating (182)–(183) gives

Using the Comparison Lemma [42, p. 102] it follows from 
(181)–(184) that

Equations (185), (174) and (178) show that

(179)

V̇𝛾 (𝜎) =
(
z̄(𝜎) − z̄𝛾 (𝜎)

)[
u̇(𝜎)

(
A1z̄(𝜎) + B1u(𝜎) + E1

)

− 𝛾g1

(
u̇(𝜎)

𝛾

)(
A1z̄𝛾 (𝜎) + B1u(𝜎) + E1

)]

=
(
z̄(𝜎) − z̄𝛾 (𝜎)

)(
B1u(𝜎) + E1

)(
u̇(𝜎) − 𝛾g1

(
u̇(𝜎)

𝛾

))

+ A1

(
z̄(𝜎) − z̄𝛾 (𝜎)

)(
u̇(𝜎) − 𝛾g1

(
u̇(𝜎)

𝛾

))
z̄(𝜎)

+ 2A1𝛾g1

(
u̇(𝜎)

𝛾

)
V𝛾 (𝜎),∀𝜎 ∈ ]0, 𝛼1[,∀𝛾 > 𝛾0.

(180)
|||||
𝛾g1

(
u̇(𝜎)

𝛾

)
− u̇(𝜎)

|||||
≤ 𝜀,∀𝜎 ∈ ]0, 𝛼1[.

(181)
V̇𝛾 (𝜎) ≤ A1u̇(𝜎)V𝛾 (𝜎) + c2𝜀

√
V𝛾 (𝜎),∀𝜎 ∈ ]0, 𝛼1[,∀𝛾 > 𝛾𝜀.

(182)Ẇ(𝜎) = A1u̇(𝜎)W(𝜎) + c2𝜀
√
W(𝜎),∀𝜎 ∈ ]0, 𝛼1[,

(183)W(0) = V(0).

(184)

W(�) = eA1u(�)
�√

V(0)e−
A1

2
umin +

c2

2
��

�

0

e
−

A1

2
u(�)d�

�2

,

∀� ∈ [0, �1],

≤ eA1umin

�√
V(0)e−

A1

2
umin +

c2

2
��

�1

0

e
−

A1

2
u(�)d�

�2

,

∀� ∈ [0, �1].

(185)

V𝛾 (𝜎) ≤ eA1umin

�√
V(0)e−

A1

2
umin +

c2

2
𝜀�

𝛼1

0

e
−

A1

2
u(𝜏)d𝜏

�2

,

∀𝜎 ∈ [0, 𝛼1],∀𝛾 > 𝛾𝜀.
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lim�→∞ ‖V�‖[0,�1] = 0. A similar argument on the inter-
val [�1, T] shows that lim�→∞ ‖V�‖[0,T] = 0. The uniform 
convergence of z̄𝛾 (restricted to the interval [0, T]) to z̄ has 
thus been demonstrated, which completes the proof.

Proof of Lemma 8

(i) ⇒ (ii). From Eq. (80) and C ≠ 0 it comes that 
∀�1, �2 ∈ [0, �u(T)] we have �◦

u
(�1) = �◦

u
(�2) ⇔ x

◦

u
(�1) =

x
◦

u
(�2). Condition (i) implies that ∀� ∈ [umin, umax] we 

have �1(�) = �2(�). Therefore ∀� ∈ ]umin, umax[ we have 
𝜉̇1(𝜈) = 𝜉̇2(𝜈). Thus we get from (91)–(92) that

Consider the functions f1, f2, f3, �: ]umin, umax[ → ℝ defined 
by ∀� ∈ ]umin, umax[, f1(�) = 1, f2(�) = �, f3(�) = eA1(�−umin)

, and �(�) = 0. Then Eq. (186) along with (93)–(94) lead to

Consider the vector space of functions {p: ]umin, umax[ → ℝ} 
with its usual binary operations of vector addition and sca-
lar multiplication. Then the functions f1, f2, f3 are linearly 
independent vectors so that, owing to Eqs. (187)–(188), we 
must have

(186)

�1(�) = �2(�) =
B1 − B2

A2 − A1

� +
E1 − E2

A2 − A1

,∀� ∈ ]umin, umax[.

(187)

(
E1−E2

A2−A1

+
E1

A1

+
B1

A2
1

)
f1 +

(
B1−B2

A2−A1

+
B1

A1

)
f2

−
(

B1

A1

umin +
E1

A1

+
B1

A2
1

+ �

)
f3 = �,

(188)

(
E1−E2

A2−A1

+
E2

A2

+
B2

A2
2

)
f1 +

(
B1−B2

A2−A1

+
B2

A2

)
f2

−
(

B2

A2

umin +
E2

A2

+
B2

A2
2

+ �

)
f3 = �.

(189)
E1 − E2

A2 − A1

+
E1

A1

+
B1

A2
1

= 0,

(190)
B1 − B2

A2 − A1

+
B1

A1

= 0,

(191)
B1

A1

umin +
E1

A1

+
B1

A2
1

+ � = 0,

(192)
E1 − E2

A2 − A1

+
E2

A2

+
B2

A2
2

= 0,

(193)
B1 − B2

A2 − A1

+
B2

A2

= 0,

(194)
B2

A2

umin +
E2

A2

+
B2

A2
2

+ � = 0.

Simple calculations show that Eqs. (189)–(194) lead to 
(96)–(97).

(ii) ⇒ (i). It can be checked that Eqs. (96)–(97) lead to 
(189)–(194) so that the opertor o has a trivial hysteresis 
loop with respect to all (u, x0) ∈ Λumin,umax,�1,T

×ℝ.

Proof of Lemma 10

Using Eq. (40) the functions F1,F2:ℝ
2 → ℝ are given by

Then Assumption 7 holds since A1 ≠ A2. The anhysteresis 
function is

where (114) has been used. For every pair (x0, u0) ∈ ℝ
2, let 

�Φ,1(⋅, x0, u0):[u0,∞) → ℝ be the solution z of 
z(�) − x0 = ∫ �

u0
A1z(�) + B1� + E1 d�, for all � ∈ [u0,∞[ 

and let �Φ,2(⋅, x0, u0): ] − ∞, u0] → ℝ be the solution z of 
z(�) − x0 = ∫ �

u0
A2z(�) + B2� + E2 d�, for all � ∈ ] −∞, u0]

. Then

Equations (198)–(199) are valid since A1 ≠ 0 and A2 ≠ 0.  
Define the function �Φ(⋅, x0, u0) by Eq. (41). Then, the 
intersecting function Ω should satisfy

Define

(195)F1(x1, v) =
A1 − A2

2
x1 +

B1 − B2

2
v +

E1 − E2

2
,

(196)F2(x1, v) =
A1 + A2

2
x1 +

B1 + B2

2
v +

E1 + E2

2
.

(197)fan(v) = −
B1

A1

v +
E2 − E1

A1 − A2

,∀v ∈ ℝ

(198)

�Φ,1(�, x0, u0) =
A1B1u0 + A1E1 + B1

A2
1

e(�−u0)A1

−
A1B1� + A1E1 + B1

A2
1

+ e(�−u0)A1x0,∀� ∈ [u0,∞[,

(199)

�Φ,2(�, x0, u0) =
A2B2u0 + A2E2 + B2

A2
2

e(�−u0)A2

−
A2B2� + A2E2 + B2

A2
2

+ e(�−u0)A2x0,∀� ∈ ] −∞, u0].

(200)�Φ

(
Ω(x1, v), x1, v

)
= fan

(
Ω(x1, v)

)
,∀(x1, v) ∈ ℝ

2.

(201)

M1 =
(
B1A

−1
1

(
A−1
2

− A−1
1

)
− E1A

−1
1

+ E2A
−1
2

) A2

A1 − A2

,
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Note that M1 > 0 and M2 < 0 owing to (114)–(116). Com-
bining (197)–(200) and (114)–(116) it follows from the def-
inition of function Ω (in Sect. 8.3) that

where log sets for the natural logarithm. The function � in 
Eq. (42) can be determined explicitly as

It can be checked that

The fact that Inequality (39) holds for any input 
u ∈ AC(ℝ+,ℝ) and any initial condition x0 ∈ ℝ fol-
lows from Theorem  3. However, � is not nonnega-
tive: it can be checked that for any fixed x1 we have 
limv→±∞ �(x1, v) = −∞.

The aim of the following analysis is to show that 
∀(x1, v) ∈ ℝ ×

[
1

A1

,
1

A2

]
 we have �(x1, v) ≥ 0. To this end, 

observe that, from (114) and (206), we have

Now, fix v ∈
[

1

A1

,
1

A2

]
. From (203)–(204) and (114)–(116) it 

follows that

Suppose that there exists x2 ∈ ]fan(v),∞[ such that 
𝜍(x2, v) < 0. Then, from (207)–(208) it follows that �(⋅, v) 
should have a minimum at x3 ∈ ]fan(v),∞[ such that 
𝜍(x3, v) < 0. A necessary condition for this to happen is 
��

�x1
(x3, v) = 0. It can be checked from Eq. (204) that this last 

equality cannot hold. A similar argument can be used for 
Equation (205).

(202)

M2 =
(
B1A

−1
1

(
A−1
2

− A−1
1

)
− E1A

−1
1

+ E2A
−1
2

) A1

A1 − A2

.

(203)

Ω(x1, v) =

⎧
⎪⎨⎪⎩

v −
1

A1

log
�
1 +

x1−fan(v)

M1

�
if x1 ≥ fan(v),

v −
1

A2

log
�
1 −

fan(v)−x1

M2

�
if x1 ≤ fan(v),

(204)
�(x1, v) = x1v −

1

A1

x1 +
E1

A1

v +
B1

2A1

v2 −M1Ω(x1, v)

+
E2 − E1

A1(A1 − A2)
if x1 ≥ fan(v),

(205)
�(x1, v) = x1v −

1

A2

x1 +
E2

A2

v +
B1

2A1

v2 −M2Ω(x1, v)

+
E2 − E1

A2(A1 − A2)
if x1 ≤ fan(v).

(206)�(x1, v) = −
B1

2A1

v2 if x1 = fan(v).

(207)�(x1, v) ≥ 0 whenever x1 = fan(v).

(208)lim
x1→∞

�(x1, v) = ∞.

Proof of Lemma 11

Observe that, for Theorem  5 to hold, it is needed that A1 
and −A2 are both stable. Since n = 1, this condition trans-
lates into A1 < 0 and A2 > 0 so that the results of Theo-
rems 5, 6, and 7 apply.

The proof is done in two steps. In Step 1 we consider a 
specific T–periodic input u ∈ W1,∞(ℝ+,ℝ) and an arbitrary 
initial condition x0. Using Theorem  7 it follows that the 
function �◦

u
 that characterizes the hysteresis loop satisfies 

the differential state equation (79) and the output equation 
(80). The aim of Step 1 is to find the initial state x◦

u
(0) since 

the latter may be different from x0. In Step 2 we use the 
knowledge of x◦

u
(0) to prove that, if Assumption 8 holds, 

then the relations (251)–(252) hold.
Step 1. Let � ∈ ]0, 1[; define �1 = 1, �2 = 2 − �, 

�3 = 3 − 2�, �4 = 4 − 2�. Note that 0 < 𝜚1 < 𝜚2 < 𝜚3 < 𝜚4. 
We consider the �4-periodic input u:ℝ+ → ℝ defined on the 
interval [0, �4] by

Observe that u(0) = 0, u(�1) = 1, u(�2) = �, u(�3) = 1, 
u(�4) = 0, and that u ∈ W1,∞(ℝ+,ℝ). Observe also that 
|u̇(𝜚)| = 1 for almost all � ∈ ℝ+ so that �u is the identity 
function which gives �u = u. Let x0 ∈ ℝ and consider the 
scalar semilinear Duhem model with input u and initial 
condition x0 (Eqs. (63)–(65)). Since all conditions of Theo-
rem 7 hold, we get from Equality (80) that

where x◦
u
 satisfies the differential equation (79). To find the 

initial condition x◦
u
(0) we compute x◦

u
(�k), k = 1,… , 4 as a 

function of x◦
u
(0) and we use the fact that, by Theorem 7, 

we have x◦
u
(0) = x◦

u
(�4). We start by computing x◦

u
(�1) as 

a function of x◦
u
(0). In the interval [0, �1], the differential 

equation (79) becomes

Equation (214) can be solved explicitly and it gives

Taking into account Eq. (209) it follows that

(209)u(�) = �,∀� ∈ [0, �1],

(210)u(�) = 2 − �,∀� ∈ [�1, �2],

(211)u(�) = 2� − 2 + �,∀� ∈ [�2, �3],

(212)u(�) = 4 − 2� − �,∀� ∈ [�3, �4].

(213)�◦

u
(�) = Cx◦

u
(�) + Du(�),∀� ∈ [0, �4],

(214)
d x◦

u

d �
(�) = A1x

◦

u
(�) + B1u(�) + E1,∀� ∈ ]0, �1[.

(215)

x◦
u
(�1) = e�1A1x◦

u
(0) + e�1A1 ∫

�1

0

e−�A1

(
B1u(�) + E1

)
d �.

(216)x◦
u
(1) = eA1x◦

u
(0) + �11,



1000	 F. Ikhouane 

1 3

In the interval [�1, �2], the differential equation (79) 
becomes

Equation (218) can be solved explicitly and it gives

Taking into account Eq. (210) it follows that

In the interval [�2, �3], the differential equation (79) 
becomes

Equation (224) can be solved explicitly and it gives

Taking into account Eq. (211) it follows that

In the interval [�3, �4], the differential equation (79) 
becomes

Eq. (230) can be solved explicitly and it gives

Taking into account Eq. (212) it follows that

(217)
�11 = A−1

1

[(
−1 − A−1

1
+ A−1

1
eA1

)
B1 +

(
−1 + eA1

)
E1

]
.

(218)
d x◦

u

d �
(�) = −A2x

◦

u
(�) − u(�)B2 − E2,∀� ∈ ]�1, �2[.

(219)
x◦
u
(�2) = e−(�2−�1)A2x◦

u
(�1)

− e−�2A2 ∫
�2

�1

e�A2

(
u(�)B2 + E2

)
d �.

(220)x◦
u
(�2) = e(�−1)A2x◦

u
(1) + �21e

A2� + �22� + �23,

(221)�21 = A−1
2
e−A2

(
B2(1 + A−1

2
) + E2

)
,

(222)�22 = −A−1
2
B2,

(223)�23 = −A−1
2

(
A−1
2
B2 + E2

)
.

(224)
d x◦

u

d �
(�) = A1x

◦

u
(�) + B1u(�) + E1,∀� ∈ ]�2, �3[.

(225)
x◦
u
(�3) = e(�3−�2)A1x◦

u
(�2)

+ e�3A1 ∫ �3
�2

e−�A1

(
B1u(�) + E1

)
d �.

(226)x◦
u
(�3) = e(1−�)A1x◦

u
(�2) + �31�e

−A1� + �32e
−A1� + �33,

(227)�31 = A−1
1
B1e

A1 ,

(228)�32 = A−1
1
eA1

(
A−1
1
B1 + E1

)
,

(229)�33 = A−1
1

(
−(1 + A−1

1
)B1 − E1

)
.

(230)
d x◦

u

d �
(�) = −A2x

◦

u
(�) − u(�)B2 − E2,∀� ∈ ]�3, �4[.

(231)
x◦
u
(�4) = e−(�4−�3)A2x◦

u
(�3)

− e−�4A2 ∫
�4

�3

e�A2

(
u(�)B2 + E2

)
d �.

(232)x◦
u
(�4) = e−A2x◦

u
(�3) + �41,

Now we use the relation x◦
u
(0) = x◦

u
(�4) to find x◦

u
(0) 

using Eqs. (216)–(217), (220)–(223), (226)–(229) and 
(232)–(233). We get

Note that, since 0 < 𝛼 < 1, A1 < 0 and A2 > 0 it follows 
that 0 < e(2−𝛼)(−A2+A1) < 1 so that the denominator in Equ. 
(234) is nonzero.

Step 2. By Assumption 8 it follows that �◦

u
(�1) = �◦

u
(�3).  

This means that x◦
u
(1) = x◦

u
(�3) because C ≠ 0. Since x◦

u
(0) 

has been computed explicitly, x◦
u
(1) and x◦

u
(�3) are available 

explicitly using Eqs. (216)–(217) and (226)–(229) respec-
tively. We get

where

Our aim in the following analysis is to find the condi-
tions under which we have x◦

u
(1) = x◦

u
(�3) for all inputs u 

that satisfy the relations (209)–(212). This means finding 
the conditions under which we have x◦

u
(1) = x◦

u
(�3) for all 

� ∈ ]0, 1[. In the equality x◦
u
(1) = x◦

u
(�3) we multiply both 

terms with 1 + �55e
(A2−A1)� so that we get from Equalities 

(240)–(244) that

(233)

�41 = −A−1
2

[
B2

(
−e−A2 − A−1

2
e−A2 + A−1

2

)

+ E2

(
1 − e−A2

)]
.

(234)x◦
u
(0) =

�51 + �52e
(A2−A1)� + �53�e

−A1� + �54e
−A1�

1 + �55e
(A2−A1)�

,

(235)�51 = �33e
−A2 + �41,

(236)�52 = �21e
A1−A2 + �11e

A1−2A2 ,

(237)�53 = �22e
A1−A2 + e−A2�31,

(238)�54 = �23e
A1−A2 + e−A2�32,

(239)�55 = −e2(A1−A2).

(240)
x◦
u
(1) =

eA1

1+�55e
(A2−A1)�

⋅

(
�51 + �52e

(A2−A1)�

+ �53�e
−A1� + �54e

−A1�

)
+ �11,

(241)

x◦
u
(�3) =

e2A1−A2

1+�55e
(A2−A1)�

⋅

(
�51e

(A2−A1)�

+ �52e
2(A2−A1)� + �53�e

(A2−2A1)�

+ �54e
(A2−2A1)�

)
+ �61e

(A2−A1)�

+ �62�e
−A1� + �63e

−A1� + �33,

(242)�61 =
(
�21 + �11e

−A2

)
eA1 ,

(243)�62 = �22e
A1 + �31,

(244)�63 = �23e
A1 + �32.
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where

Consider the functions f1, f2, f3, f4, �: ]0, 1[ → ℝ defined 
by ∀� ∈ ]0, 1[, f1(�) = 1, f2(�) = e(A2−A1)�, f3(�) = �e−A1�, 
f4(�) = e−A1�, and �(�) = 0. Then Eq. (245) can be written 
as

Consider the vector space of functions {p: ]0, 1[ → ℝ} with 
its usual binary operations of vector addition and scalar 
multiplication. Then the functions f1, f2, f3, f4 are linearly 
independent vectors so that, owing to Eq. (250), we have 
�71 = �72 = �73 = �74 = 0 since �ij is independent of � for 
all possible i and j.

We start by solving Equation �73 = 0. Combining Eqs. 
(248), (237), (243), (222), and (227) it comes that

Now we solve Equation �71 = 0. Combining Eqs. (251), 
(246), (235), (229), (233), and (217) it follows that

It can be checked that Equalities (251)–(252) imply that 
�71 = �72 = �73 = �74 = 0.

Lemma 11 follows from Lemma 8.
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