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Abstract

A general theorem on conservation laws for arbitrary differential equations is proved. The theorem is
valid also for any system of differential equations where the number of equations is equal to the number of
dependent variables. The new theorem does not require existence of a Lagrangian and is based on a concept
of an adjoint equation for non-linear equations suggested recently by the author. It is proved that the adjoint
equation inherits all symmetries of the original equation. Accordingly, one can associate a conservation law
with any group of Lie, Lie–Bäcklund or non-local symmetries and find conservation laws for differential
equations without classical Lagrangians.
© 2006 Published by Elsevier Inc.
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1. Introduction

Noether’s theorem [5] establishes a connection between symmetries of differential equations
and conservation laws, provided that the equations under consideration are obtained from the
variational principle, i.e. they are Euler–Lagrange equations. However, Lagrangians exists only
for very special types of differential equations. The restriction to Euler–Lagrange equations re-
duces applications of Noether’s theorem significantly. For example, Noether’s theorem is not
applicable to evolution equations, to differential equations of an odd order, etc. Moreover, a sym-
metry of Euler–Lagrange equations should satisfy an additional property to leave invariant the
variational integral. In spite of the fact that certain attempts have been made to overcome these
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restrictions and various generalizations of Noether’s theorem have been discussed, I do not know
in the literature a general result associating a conservation law with every infinitesimal symmetry
of an arbitrary differential equation.

In a recent paper [3], I made a step toward the solution of this problem. Namely, I defined
an adjoint equation for non-linear differential equations and constructed a Lagrangian for an
arbitrary (linear and non-linear) equation considered together with its adjoint equation. The same
construction furnishes us with a Lagrangian for any system of linear and non-linear differential
equations considered together with the adjoint system, provided that the number of equations
in the given system is equal to the number of dependent variables. However, the problem was
not completely solved because it was not proved that the combined system comprising a given
differential equation and the adjoint equation inherits all symmetries of the original equation. The
present paper is aimed at filling this gap and completing the proof of a new general conservation
theorem.

2. Preliminaries

This section contains a brief discussion of the space A of differential functions, the basic
operators X, δ/δuα and Ni and the fundamental identity connecting these operators. They play
a central role in studying symmetries and conservation laws of differential equations. Most of
the concepts presented in this section have been introduced in [1, Chapters 4 and 5] (see also [2,
Sections 8.4 and 9.7]).

2.1. Lie–Bäcklund operators

Let x = (x1, . . . , xn) be n independent variables, and u = (u1, . . . , um) be m dependent vari-
ables with the partial derivatives u(1) = {uα

i }, u(2) = {uα
ij }, . . . of the first, second, etc. orders,

where uα
i = ∂uα/∂xi , uα

ij = ∂2uα/∂xi∂xj . Denoting

Di = ∂

∂xi
+ uα

i

∂

∂uα
+ uα

ij

∂

∂uα
j

+ · · · (2.1)

the total differentiation with respect to xi, we have:

uα
i = Di

(
uα

)
, uα

ij = Di

(
uα

j

) = DiDj

(
uα

)
, . . . .

The variables uα are also known as differential variables.
A function f (x,u,u(1), . . .) of a finite number of variables x,u,u(1), u(2), . . . is called a dif-

ferential function if it is locally analytic, i.e., locally expandable in a Taylor series with respect
to all arguments. The highest order of derivatives appearing in the differential function is called
the order of this function. The set of all differential functions of all finite orders is denoted by A.
This set is a vector space with respect to the usual addition of functions and becomes an associa-
tive algebra if multiplication is defined by the usual multiplication of functions. The space A is
closed under the total differentiations: if f ∈ A then Di(f ) ∈A.

Let ξ i, ηα ∈ A be differential functions depending on any finite number of variables
x,u,u(1), u(2), . . . . A first-order linear differential operator

X = ξ i ∂

∂xi
+ ηα ∂

∂uα
+ ζ α

i

∂

∂uα
i

+ ζ α
i1i2

∂

∂uα
i1i2

+ · · · , (2.2)

where



N.H. Ibragimov / J. Math. Anal. Appl. 333 (2007) 311–328 313
ζ α
i = Di

(
ηα − ξjuα

j

) + ξjuα
ij ,

ζ α
i1i2

= Di1Di2

(
ηα − ξjuα

j

) + ξjuα
ji1i2

, . . . (2.3)

is called a Lie–Bäcklund operator (see [2, Section 8.4], and the references therein). The Lie–
Bäcklund operator (2.2) is often written in the abbreviated form

X = ξ i ∂

∂xi
+ ηα ∂

∂uα
+ · · · , (2.4)

where the prolongation given by (2.2)–(2.3) is understood. The operator (2.2) is formally an
infinite sum, but it truncates when acting on any differential function. Hence, the action of Lie–
Bäcklund operators is well defined on the space A.

The commutator [X1,X2] = X1X2 − X2X1 of any two Lie–Bäcklund operators,

Xν = ξ i
ν

∂

∂xi
+ ηα

ν

∂

∂uα
+ · · · (ν = 1,2),

is identical with the Lie–Bäcklund operator given by

[X1,X2] = (
X1

(
ξ i

2

) − X2
(
ξ i

1

)) ∂

∂xi
+ (

X1
(
ηα

2

) − X2
(
ηα

1

)) ∂

∂uα
+ · · · , (2.5)

where the terms denoted by dots are obtained by prolonging the coefficients of ∂/∂xi and ∂/∂uα

in accordance with Eqs. (2.3).
The set of all Lie–Bäcklund operators is an infinite-dimensional Lie algebra with respect to

the commutator (2.5). It is called the Lie–Bäcklund algebra and denoted by LB. The algebra LB
is endowed with the following properties:

I. Di ∈ LB. In other words, the total differentiation (2.1) is a Lie–Bäcklund operator. Further-
more,

X∗ = ξ i∗Di ∈ LB (2.6)

for any ξ i∗ ∈ A.

II. Let L∗ be the set of all Lie–Bäcklund operators of the form (2.6). Then L∗ is an ideal of LB ,
i.e., [X,X∗] ∈ L∗ for any X ∈ LB . Indeed,

[X,X∗] = (
X

(
ξ i∗

) − X∗
(
ξ i

))
Di ∈ L∗.

III. In accordance with property II, two operators X1,X2 ∈ LB are said to be equivalent (i.e.
X1 ∼ X2) if X1 −X2 ∈ L∗. In particular, every operator X ∈ LB is equivalent to an operator
(2.2) with ξ i = 0, i = 1, . . . , n. Namely, X ∼ X̃ where

X̃ = X − ξ iDi = (
ηα − ξ iuα

i

) ∂

∂uα
+ · · · . (2.7)

The operators of the form

X = ηα ∂

∂uα
+ · · · , ηα ∈ A, (2.8)

are called canonical Lie–Bäcklund operators. Hence, the property III means that any opera-
tor X ∈ LB is equivalent to a canonical Lie–Bäcklund operator.

IV. Generators of Lie point transformation groups are operators (2.4) with the coefficients ξ i

and ηα depending only on x,u:

X = ξ i(x,u)
∂

i
+ ηα(x,u)

∂

α
. (2.9)
∂x ∂u
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The Lie–Bäcklund operator (2.2) is equivalent to a generator (2.9) of a point transformation
group if and only if its coordinates have the form

ξ i = ξ i
1(x,u) + ξ i∗, ηα = ηα

1 (x,u) + (
ξ i

2(x,u) + ξ i∗
)
uα

i ,

where ξ i∗ ∈ A are arbitrary differential functions and ξ i
1, ξ

i
2, η

α
1 are arbitrary functions of x

and u.

Example 2.1. Let t, x be the independent variables. The generator of the Galilean transformation
and its canonical Lie–Bäcklund form (2.7) are written as:

X = ∂

∂u
− t

∂

∂x
∼ X̃ = (1 + tux)

∂

∂u
+ · · · .

Example 2.2. The generator of non-homogeneous dilations (see operator X2 in Section 4.1) and
its canonical Lie–Bäcklund representation (2.7) are written as:

X = 2u
∂

∂u
− 3t

∂

∂t
− x

∂

∂x
∼ X̃ = (2u + 3tut + xux)

∂

∂u
+ · · · .

2.2. Fundamental identity

The Euler–Lagrange operator in A is defined by the formal sum

δ

δuα
= ∂

∂uα
+

∞∑
s=1

(−1)sDi1 · · ·Dis

∂

∂uα
i1···is

, α = 1, . . . ,m, (2.10)

where, for every s, the summation is presupposed over the repeated indices i1 · · · is running
from 1 to n.

In the case of one independent variable x and one dependent variable y the Euler–Lagrange
operator reads:

δ

δy
=

∞∑
s=0

(−1)sDs
x

∂

∂y(s)
= ∂

∂y
− Dx

∂

∂y′ + D2
x

∂

∂y′′ − D3
x

∂

∂y′′′ + · · · , (2.11)

where Dx is the total differentiation with respect to x:

Dx = ∂

∂x
+ y′ ∂

∂y
+ y′′ ∂

∂y′ + · · · .

Let X = ξ i ∂
∂xi + ηα ∂

∂uα be any Lie–Bäcklund operator (2.2). We associate with X the follow-

ing n operators N i (i = 1, . . . , n) by the formal sums:

N i = ξ i + Wα δ

δuα
i

+
∞∑

s=1

Di1 · · ·Dis

(
Wα

) δ

δuα
ii1···is

, (2.12)

where

Wα = ηα − ξjuα
j , α = 1, . . . ,m, (2.13)

and the Euler–Lagrange operators with respect to derivatives of uα are obtained from (2.10) by
replacing uα by the corresponding derivatives, e.g.

δ

δuα
i

= ∂

∂uα
i

+
∞∑

(−1)sDj1 · · ·Djs

∂

∂uα
ij ···j

. (2.14)

s=1 1 s
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The Euler–Lagrange (2.10), Lie–Bäcklund (2.2) and the associated operators (2.14) are con-
nected by the following fundamental identity (N.H. Ibragimov, 1979, see [2, Section 8.4.4]):

X + Di

(
ξ i

) = Wα δ

δuα
+ DiN i . (2.15)

2.3. Noether’s theorem

Let us begin with Euler–Lagrange equations

δL
δuα

≡ ∂L
∂uα

− Di

(
∂L
∂uα

i

)
= 0, α = 1, . . . ,m, (2.16)

where L(x,u,u(1)) is a first-order Lagrangian, i.e. it involves, along with the independent vari-
ables x = (x1, . . . , xn) and the dependent variables u = (u, . . . , um), the first-order derivatives
u(1) = {uα

i } only.
Noether’s theorem states that if the variational integral with the Lagrangian L(x,u,u(1)) is

invariant under a group G with a generator

X = ξ i(x,u,u(1), . . .)
∂

∂xi
+ ηα(x,u,u(1), . . .)

∂

∂uα
(2.17)

then the vector field C = (C1, . . . ,Cn) defined by

Ci = ξ iL+ (
ηα − ξjuα

j

) ∂L
∂uα

i

, i = 1, . . . , n, (2.18)

provides a conservation law for the Euler–Lagrange equations (2.16), i.e. obeys the equation
divC ≡ Di(C

i) = 0 for all solutions of (2.16), i.e.

Di

(
Ci

)∣∣
(2.16)

= 0. (2.19)

Any vector field Ci satisfying (2.19) is called a conserved vector for Eq. (2.16).

Remark 2.1. It is manifest from Eq. (2.19) that any linear combination of conserved vectors
is a conserved vector. Furthermore, any vector vanishing on the solutions of Eq. (2.16) is a
conserved vector, a trivial conserved vector, for Eq. (2.16). In what follows, conserved vectors
will be considered up to addition of trivial conserved vectors.

The invariance of the variational integral implies that the Euler–Lagrange equations (2.16)
admit the group G. Therefore, in order to apply Noether’s theorem, one has first of all to find
the symmetries of Eq. (2.16). Then one should single out the symmetries leaving invariant the
variational integral (2.16). This can be done by means of the following infinitesimal test for the
invariance of the variational integral (see [1] or [2]):

X(L) +LDi

(
ξ i

) = 0, (2.20)

where the generator X is prolonged to the first derivatives u(1) by the formula

X = ξ i ∂

∂xi
+ ηα ∂

∂uα
+ [

Di

(
ηα

) − uα
j Di

(
ξj

)] ∂

∂uα
i

. (2.21)

If Eq. (2.20) is satisfied, then the vector (2.18) provides a conservation law.
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The invariance of the variational integral is sufficient, as said above, for the invariance of
the Euler–Lagrange equations, but not necessary. Indeed, the following lemma shows that if one
adds to a Lagrangian the divergence of any vector field, the Euler–Lagrange equations remain
invariant.

Lemma 2.1. A function f (x,u, . . . , u(s)) ∈ A with several independent variables x = (x1, . . . , xn)

and several dependent variables u = (u1, . . . , um) is the divergence of a vector field H =
(h1, . . . , hn), hi ∈A, i.e.

f = divH ≡ Di

(
hi

)
, (2.22)

if and only if the following equations hold identically in x,u,u(1), . . . :
δf

δuα
= 0, α = 1, . . . ,m. (2.23)

Therefore, one can add to the Lagrangian L the divergence of an arbitrary vector field de-
pending on the group parameter and replace the invariance condition (2.20) by the divergence
condition

X(L) +LDi

(
ξ i

) = Di

(
Bi

)
. (2.24)

Then Eq. (2.16) is again invariant and has a conservation law Di(C
i) = 0, where (2.18) is re-

placed by

Ci = ξ iL+ (
ηα − ξjuα

j

) ∂L
∂uα

i

− Bi. (2.25)

It follows from Eqs. (2.15) and (2.20) that if a variational integral
∫
Ldx with a higher-order

Lagrangian L(x,u,u(1), u(2), u(3), . . .) is invariant under a group with a generator (2.21), then
the vector

Ci = N i (L) (2.26)

provides a conservation law for the corresponding Euler–Lagrange equations. Dropping the dif-
ferentiations of L with respect to higher-order derivative u(4), . . . and changing the summation
indices, we obtain from (2.26) and (2.12):

Ci = ξ iL+ Wα

[
∂L
∂uα

i

− Dj

(
∂L
∂uα

ij

)
+ DjDk

(
∂L

∂uα
ijk

)
− · · ·

]

+ Dj

(
Wα

)[ ∂L
∂uα

ij

− Dk

(
∂L

∂uα
ijk

)
+ · · ·

]
+ DjDk

(
Wα

)[ ∂L
∂uα

ijk

− · · ·
]
, (2.27)

where N i is the operator (2.12) and Wα = ηα − ξjuα
j is given by (2.13).

In the case of first-order Lagrangians, Eqs. (2.27) coincide with Eqs. (2.18).
In the case of second-order Lagrangians L(x,u,u(1), u(2)), the Euler–Lagrange equations

(2.16) and the conserved vector (2.18) are replaced by

δL
δuα

≡ ∂L
∂uα

− Di

(
∂L
∂uα

i

)
+ DiDk

(
∂L
∂uα

ik

)
= 0 (2.28)

and
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Ci = ξ iL+ Wα

[
∂L
∂uα

i

− Dk

(
∂L
∂uα

ik

)]
+ Dk

(
Wα

) ∂L
∂uα

ik

, (2.29)

respectively.
In the case of third-order Lagrangians L(x,u,u(1), u(2), u(3)), the Euler–Lagrange equations

are written as:

δL
δuα

≡ ∂L
∂uα

− Di

(
∂L
∂uα

i

)
+ DiDk

(
∂L
∂uα

ik

)
− DiDjDk

(
∂L

∂uα
ijk

)
= 0 (2.30)

and the conserved vector (2.27) becomes

Ci = ξ iL+ Wα

[
∂L
∂uα

i

− Dj

(
∂L
∂uα

ij

)
+ DjDk

(
∂L

∂uα
ijk

)]

+ Dj

(
Wα

)[ ∂L
∂uα

ij

− Dk

(
∂L

∂uα
ijk

)]
+ DjDk

(
Wα

) ∂L
∂uα

ijk

. (2.31)

3. Basic definitions and theorems

3.1. Adjoint equations

Recall that the adjoint operator to a linear differential operator L is usually defined as a linear
operator L∗ such that the equation

vL[u] − uL∗[v] = divP(x) (3.1)

holds for all functions u and v, where P(x) = (p1(x), . . . , pn(x)) is any vector and divP =
Di(p

i). The equation L∗[v] = 0 is called the adjoint equation to L[u] = 0. The operator L and
the equation L[u] = 0 are said to be self-adjoint if L[u] = L∗[u] for any function u(x). For
example, if L is a linear second-order differential operator,

L[u] = aij (x)DiDj (u) + bi(x)Di(u) + c(x)u, (3.2)

Eq. (3.1) yields the adjoint operator L∗ given by

L∗[v] = DiDj

(
aij (x)v

) − Di

(
bi(x)v

) + c(x)v. (3.3)

The operator (3.2) is self-adjoint provided that

bi(x) = Dj

(
aij

)
, i = 1, . . . , n. (3.4)

The definitions of the adjoint operator and the adjoint equation are the same for systems of dif-
ferential equations. For example, in the case of systems of second-order equations the adjoint
operator is obtained by assuming that u is an m-dimensional vector-function and that the coef-
ficients aij (x), bi(x) and c(x) of the operator (3.2) are (m × m)-matrices. The following two
second-order equations provide an example of a self-adjoint system:

x2uxx + uyy + 2xux + w = 0,

wxx + y2wyy + 2ywy + u = 0.

Linearity of equations is crucial for defining adjoint equations by means of Eq. (3.1). The
following definition of an adjoint equation suggested in [3] is applicable to any system of linear
and non-linear differential equations.



318 N.H. Ibragimov / J. Math. Anal. Appl. 333 (2007) 311–328
Definition 3.1. Consider a system of sth-order partial differential equations

Fα(x,u, . . . , u(s)) = 0, α = 1, . . . ,m, (3.5)

where Fα(x,u, . . . , u(s)) ∈ A are differential functions with n independent variables x =
(x1, . . . , xn) and m dependent variables u = (u1, . . . , um), u = u(x). We introduce the differ-
ential functions

F ∗
α (x,u, v, . . . , u(s), v(s)) = δ(vβFβ)

δuα
, α = 1, . . . ,m, (3.6)

where v = (v1, . . . , vm) are new dependent variables, v = v(x), and define the system of adjoint
equations to Eqs. (3.5) by

F ∗
α (x,u, v, . . . , u(s), v(s)) = 0, α = 1, . . . ,m. (3.7)

In the case of linear equations, Definition 3.1 is equivalent to the classical definition of the
adjoint equation. Namely, taking for the sake of simplicity scalar equations, we can formulate
the statement as follows.

Theorem 3.1. The operator L∗ to a linear operator L defined by Eq. (3.1) is identical with the
operator L∗ given by

L∗[v] = δ(vL[u])
δu

. (3.8)

One can easily verify that if L[u] is the second-order operator given by (3.2), then operator
L∗[v] defined by Eq. (3.8) coincides with the operator L∗[v] defined by Eq. (3.3).

Remark 3.1. The adjoint equation to a linear equation F(x,u, . . . , u(s)) = 0 for u(x) is a linear
equation F ∗(x, v, . . . , v(s)) = 0 for v(x). If Eqs. (3.5) are non-linear, the adjoint equations are
linear with respect to v(x), but non-linear in the coupled variables u and v.

Definition 3.2. A system of equations (3.5) is said to be self-adjoint if the system obtained from
the adjoint equations (3.7) by the substitution v = u:

F ∗
α (x,u,u, . . . , u(s), u(s)) = 0, α = 1, . . . ,m, (3.9)

is identical with the original system (3.5).

Remark 3.2. Definition 3.2 does not mean that the left-hand sides of a self-adjoint system
(3.5) and of Eqs. (3.9) coincide. So, in general, it may happen that F ∗

α (x,u,u, . . . , u(s), u(s)) �=
Fα(x,u, . . . , u(s)) even though (3.5) is self-adjoint. See Example 3.3.

Example 3.1. For the heat equation ut − uxx = 0, Eq. (3.6) yields

F ∗ = δ

δu

[
v(vt − uxx)

] =
(

−Dt

∂

∂ut

+ D2
x

∂

∂uxx

)[
v(ut − uxx)

] = −Dt(v) − D2
x(v).

Hence, the adjoint equation (3.7) to the heat equation is vt + vxx = 0. It is manifest that the heat
equation is not self-adjoint.
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3.2. Lagrangians

Theorem 3.2. Any system of sth-order differential equations (3.5) considered together with its
adjoint equation (3.7) has a Lagrangian. Namely, the Euler–Lagrange equations (2.16) with the
Lagrangian

L= vβFβ(x,u, . . . , u(s)) (3.10)

provide the simultaneous system of equations (3.5)–(3.7) with 2m dependent variables u =
(u1, . . . , um) and v = (v1, . . . , vm).

Proof. The proof given in [3] is straightforward. Indeed, the variation of L given by (3.10)
yields:

δL
δvα

= Fα(x,u, . . . , u(s)), (3.11)

δL
δuα

= F ∗
α (x,u, v, . . . , u(s), v(s)). � (3.12)

Example 3.2. According to Theorem 3.2, the heat equation ut − uxx = 0 together with its
adjoint vt + vxx = 0 are Euler–Lagrange equations (2.28) with the second-order Lagrangian
L = v(ut − uxx). Using Lemma 2.1 and the identity −vuxx = (−vux)x + uxvx, one can take
the first-order Lagrangian L = vut + uxvx. The variational derivatives of both Lagrangians are
as follows:

δL
δv

= ut − uxx,
δL
δu

= −(vt + vxx).

Let us extend Example 3.2 to any linear second-order differential equation

L[u] ≡ aij (x)uij + bi(x)ui + c(x)u = f (x). (3.13)

The Lagrangian (3.10) is written as L = (aij (x)uij + bi(x)ui + c(x)u − f (x))v. We rewrite it
in the form

L= Dj

(
vaijui

) − vuiDj

(
aij

) − aijuivj + vbiui + cuv − f (x)v.

The first term at the right-hand side can be dropped by Lemma 2.1, and hence

L= cuv + vbi(x)ui − vuiDj

(
aij

) − aijuivj − f (x)v. (3.14)

The differential function (3.14) provides a Lagrangian for Eq. (3.13) considered together with
the adjoint equation DiDj (a

ij v) − Di(b
iv) + cv = 0. Namely,

δL
δv

= cu + bi(x)ui − uiDj

(
aij

) + Dj

(
aijui

) − f = aijuij + biui + cu − f

and
δL
δu

= cv − Di

(
biv

) + Di

(
vDj

(
aij v

)) + Di

(
aij vj

) = DiDj

(
aij v

) − Di

(
biv

) + cv.

In particular, if the operator L[u] is self-adjoint, then Eq. (3.13) is obtained from the Lagrangian

L= 1

2

[
c(x)u2 − aij (x)uiuj

]
. (3.15)

Indeed, the second and the third terms in the right-hand side of Eq. (3.14) annihilate each other
by the condition (3.4). Now we set v = u, divide by two and arrive at the Lagrangian (3.15).
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Example 3.3. Consider the Korteweg–de Vries (KdV) equation

ut = uxxx + uux. (3.16)

Equation (3.6) is written as F ∗(t, x, u, v, . . . , u(3), v(3)) = −(vt − vxxx − uvx). It follows that
the adjoint equation to the KdV equation is

vt = vxxx + uvx (3.17)

and that F ∗(t, x, u,u, . . . , u(3), u(3)) = −F(t, x,u, . . . , u(3)). Thus, the KdV equation is self-
adjoint and provides an example to Remark 3.2. Using Eq. (3.10), we obtain the third-order
Lagrangian for the KdV equation:

L= v[ut − uux − uxxx]. (3.18)

Since −vuxxx = (−vuxx)x + vxuxx, we can use Lemma 2.1 and take the second-order La-
grangian

L= vut − vuux + vxuxx. (3.19)

It is equivalent to the following second-order Lagrangian:

L= vxuxx − uvt + 1

2
u2vx. (3.20)

Any of the Lagrangians (3.18)–(3.20) yield the KdV equation (3.16) and its adjoint equation
(3.17). Indeed:

δL
δv

= ut − uux − uxxx,
δL
δu

= −vt + vxxx + uvx.

3.3. Symmetry of adjoint equations

Let us show that the adjoint equations (3.7) inherit all Lie and Lie–Bäcklund symmetries of
Eqs. (3.5). We will begin with scalar equations.

Theorem 3.3. Consider an equation

F(x,u,u(1), . . . , u(s)) = 0 (3.21)

with n independent variables x = (x1, . . . , xn) and one dependent variable u. The adjoint equa-
tion

F ∗(x,u, v, . . . , u(s), v(s)) ≡ δ(vF )

δu
= 0 (3.22)

to Eq. (3.21) inherits the symmetries of Eq. (3.21). Namely, if Eq. (3.21) admits an operator

X = ξ i ∂

∂xi
+ η

∂

∂u
, (3.23)

where X is either a generator of a point transformation group, i.e. ξ i = ξ i(x,u), η = η(x,u),

or a Lie–Bäcklund operator, i.e. ξ i = ξ i(x,u,u(1), . . . , u(p)) and η = η(x,u,u(1), . . . , u(q)) are
any differential functions, then Eq. (3.22) admits the operator (3.23) extended to the variable v

by the formula

Y = ξ i ∂

∂xi
+ η

∂

∂u
+ η∗

∂

∂v
(3.24)

with a certain function η∗ = η∗(x,u, v,u(1), . . .).



N.H. Ibragimov / J. Math. Anal. Appl. 333 (2007) 311–328 321
Proof. Let the operator (3.23) be a Lie point symmetry of Eq. (3.21). Then

X(F) = λF, (3.25)

where λ = λ(x,u, . . .). In Eq. (3.25), the prolongation of X to all derivatives involved in
Eq. (3.21) is understood. Furthermore, the simultaneous system (3.21), (3.22) has the Lagrangian
(3.10):

L= vF. (3.26)

We take an extension of the operator (3.23) in the form (3.24) with an unknown coefficient η∗
and require that the invariance condition (2.20) be satisfied:

Y(L) +LDi

(
ξ i

) = 0. (3.27)

We have:

Y(L) +LDi

(
ξ i

) = Y(v)F + vX(F) + vFDi

(
ξ i

) = η∗F + vλF + vFDi

(
ξ i

)
= [

η∗ + vλ + vDi

(
ξ i

)]
F.

Hence, the requirement (3.27) leads to the equation

η∗ = −[
λ + Di

(
ξ i

)]
v (3.28)

with λ defined by Eq. (3.25). Since Eq. (3.27) guarantees the invariance of the system (3.21),
(3.22) we conclude that the adjoint equation (3.22) admits the operator

Y = ξ i ∂

∂xi
+ η

∂

∂u
− [

λ + Di

(
ξ i

)]
v

∂

∂v
(3.29)

thus proving the theorem for Lie point symmetries.
Let us assume now that the symmetry (3.23) is a Lie–Bäcklund operator. Then Eq. (3.25) is

replaced by (see [1])

X(F) = λ0F + λi
1Di(F ) + λ

ij

2 DiDj (F ) + λ
ij

3 DiDjDk(F ) + · · · , (3.30)

where λ
ij

2 = λ
ji

2 , . . . . Therefore, using the operator (3.24), we have:

Y(L) +LDi

(
ξ i

) = Y(v)F + vX(F) + vFDi

(
ξ i

)
= [

η∗ + vλ0 + vDi

(
ξ i

)]
F + vλi

1Di(F ) + vλ
ij

2 DiDj (F )

+ vλ
ijk

3 DiDjDk(F ) + · · · .
Now we use the identities

vλi
1Di(F ) = Di

(
vλi

1F
) − FDi

(
vλi

1

)
,

vλ
ij

2 DiDj (F ) = Di

[
vλ

ij

2 Dj(F ) − FDj

(
vλ

ij

2

)] + FDiDj

(
vλ

ij

2

)
,

vλ
ijk

3 DiDjDk(F ) = Di[· · ·] − FDiDjDk

(
vλ

ijk

3

)
,

etc., and obtain:

Y(L) +LDi

(
ξ i

) = Di

[
vλi

1F + vλ
ij

2 Dj(F ) − FDj

(
vλ

ij

2

) + · · ·]
+ [

η∗ + vλ0 + vDi

(
ξ i

) − Di

(
vλi

1

) + DiDj

(
vλ

ij

2

)
− DiDjDk

(
vλ

ijk) + · · ·]F.
3
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Finally, we complete the proof of the theorem by setting

η∗ = −[
λ0 + Di

(
ξ i

)]
v + Di

(
vλi

1

) − DiDj

(
vλ

ij

2

) + DiDjDk

(
vλ

ijk

3

) − · · · (3.31)

and arriving at Eq. (2.24),

X(L) +LDi

(
ξ i

) = Di

(
Bi

)
, (2.24)

with

Bi = −vλi
1F − vλ

ij

2 Dj(F ) + FDj

(
vλ

ij

2

) − · · · . � (3.32)

Let us prove a similar statement on symmetries of adjoint equations for systems of m equa-
tions with m dependent variables. For the sake of simplicity we will prove the theorem only for
Lie point symmetries. The proof can be extended to Lie–Bäcklund symmetries as it has been
done in Theorem 3.3.

Theorem 3.4. Consider a system of m equations

Fα(x,u,u(1), . . . , u(s)) = 0, α = 1, . . . ,m, (3.33)

with n independent variables x = (x1, . . . , xn) and m dependent variables u = (u1, . . . , um).

The adjoint system

F ∗
α (x,u, v, . . . , u(s), v(s)) ≡ δ(vβFβ)

δuα
= 0, α = 1, . . . ,m, (3.34)

inherits the symmetries of the system (3.33). Namely, if the system (3.33) admits a point transfor-
mation group with a generator

X = ξ i(x,u)
∂

∂xi
+ ηα(x,u)

∂

∂uα
, (3.35)

then the adjoint system (3.34) admits the operator (3.35) extended to the variables vα by the
formula

Y = ξ i ∂

∂xi
+ ηα ∂

∂uα
+ ηα∗

∂

∂vα
(3.36)

with appropriately chosen coefficients ηα∗ = ηα∗ (x,u, v, . . .).

Proof. Now the invariance condition (3.25) is replaced by

X(Fα) = λβ
αFβ, α = 1, . . . ,m, (3.37)

where the prolongation of X to all derivatives involved in Eqs. (3.33) is understood. We know
that the simultaneous system (3.33), (3.34) has the Lagrangian

L= vαFα. (3.38)

We take an extension of the operator (3.35) in the form (3.36) with undetermined coefficients ηα∗
and require that the invariance condition (2.20) be satisfied:

Y(L) +LDi

(
ξ i

) = 0. (3.39)

We have:
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Y(L) +LDi

(
ξ i

) = Y
(
vα

)
Fα + vαX(Fα) + vαFαDi

(
ξ i

)
= ηα∗Fα + λβ

αvαFβ + vαFαDi

(
ξ i

)
= [

ηα∗ + λα
βvβ + vαDi

(
ξ i

)]
Fα.

Therefore, the requirement (3.39) leads to the equations

ηα∗ = −[
λα

βvβ + vαDi

(
ξ i

)]
, α = 1, . . . ,m, (3.40)

with λα
β defined by Eqs. (3.37). Since Eqs. (3.39) guarantee the invariance of the system (3.33),

(3.34), the adjoint system (3.34) admits the operator

Y = ξ i ∂

∂xi
+ ηα ∂

∂uα
− [

λα
βvβ + vαDi

(
ξ i

)] ∂

∂vα
. (3.41)

This proves the theorem. �
Remark 3.3. Theorems 3.3 and 3.4 are valid for non-local symmetries as well.

3.4. The main conservation theorem

Theorem 3.5. Every Lie point, Lie–Bäcklund and non-local symmetry

X = ξ i(x,u,u(1), . . .)
∂

∂xi
+ ηα(x,u,u(1), . . .)

∂

∂uα
(3.42)

of differential equations

Fα(x,u, . . . , u(s)) = 0, α = 1, . . . ,m, (3.43)

provides a conservation law for the system of differential equations comprising Eqs. (3.43) and
the adjoint equations (3.34).

Proof. To prove the statement, I present the procedure for computing the conserved vector asso-
ciated with the symmetry (3.42). The construction follows from Theorem 3.3 for scalar equations
and Theorem 3.4 for systems.

Let (3.43) be a scalar equation with one dependent variable u. Then the symmetry (3.42) has
the form (3.23) and the corresponding conserved vector Ci is obtained by applying Eq. (2.27) to
the Lagrangian (3.26) and to the operator (3.24) with the coefficient η∗ given by (3.28) if (3.23)
is a Lie point symmetry and by (3.31) if (3.23) is a Lie–Bäcklund symmetry. In the latter case one
can ignore the presence of the term Di(B

i) in Eq. (2.24) since the vector Bi defined by (3.32)
vanishes on the solutions of Eq. (3.43) (see Remark 2.1).

Let (3.43) be a system with m > 1 and let (3.35) be a point symmetry. The conserved vector
Ci is obtained by applying Eq. (2.27) to the Lagrangian (3.38) and to the operator (3.41). We
complete the proof by invoking Remark 3.3. �
3.5. An example on Theorem 3.5

The heat equation ut − uxx = 0 together with its adjoint equation vt + vxx = 0 have the
Lagrangian L = v(ut − uxx). We will apply here Theorem 3.5 to a Lie point symmetry and a
Lie–Bäcklund symmetry.
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Let us take the following generator of a point transformation group:

X = 2t
∂

∂x
− xu

∂

∂u
(3.44)

admitted by the heat equation and extend it to the variable v. The prolongation of X to the
derivatives involved in the heat equation has the form

X = 2t
∂

∂x
− xu

∂

∂u
− (xut + 2ux)

∂

∂ut

− (2ux + xuxx)
∂

∂uxx

.

The reckoning shows that Eq. (3.25) is written as X(ut − uxx) = −x(ut − uxx), hence λ = −x.

Noting that in our case Di(ξ
i) = 0 and using (3.28) we obtain η∗ = xv. Hence, the extension

(3.29) of the operator (3.44) to v has the form

Y = 2t
∂

∂x
− xu

∂

∂u
+ xv

∂

∂v
. (3.45)

One can readily verify that it is admitted by the system ut − uxx = 0, vt + vxx = 0.

Let us find the conservation law provided by the symmetry (3.44). Since we deal with a
second-order Lagrangian, L = v(ut − uxx), we compute the conserved vector by the formula
(2.29). Denoting t = x1, x = x2, u = u1, v = u2, we have for the extended operator (3.45):

ξ1 = 0, ξ2 = 2t, η1 = −xu, η2 = xv, W = −(xu + 2tux).

In our case, (2.29) provides the conservation equation Dt(C
1) + Dx(C

2) = 0 for the vector
C = (C1,C2) with the following components:

C1 = W
∂L
∂ut

= vW = −v(xu + 2tux),

C2 = 2tL+ WDx(v) − vDx(W) = v(2tut + u + xux) − (xu + 2tux)vx.

This vector involves an arbitrary solution v of the adjoint equation vt + vxx = 0, and hence
provides an infinite number of conservation laws. Let us take, e.g. the solutions v = −1, v = −x

and v = −et sinx. In the first case, we have

C1 = xu + 2tux, C2 = −(2tut + u + xux).

Noting that Dt(2tux) = DtDx(2tu) = DxDt(2tu) = Dx(2u + 2tut ) we can transfer the term
2tux from C1 to C2 in the form 2u + 2tut . Then the components of the conserved vector are
written simply as

C1 = xu, C2 = u − xux.

In the second case, v = −x, we obtain the vector

C1 = x2u + 2txux, C2 = (
2t − x2)ux − 2txut ,

and simplifying it as before arrive at

C1 = (
x2 − 2t

)
u, C2 = (

2t − x2)ux + 2xu.

In the case v = −et sinx, we note that 2tuxet sinx = Dx(2tuet sinx) − 2tuet cosx and simpli-
fying as before obtain:

C1 = et (x sinx − 2t cosx)u, C2 = (u + 2tu − xux)e
t sinx + (xu + 2tux)e

t cosx.
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The heat equation has also Lie–Bäcklund symmetries. One of them is

X = (xuxx + 2tuxxx)
∂

∂u
. (3.46)

We prolong its action to ut and uxx, denote the prolonged operator again by X and obtain

X(ut − uxx) = xD2
x(ut − uxx) + 2tD3

x(ut − uxx).

It follows that Eq. (3.30) is satisfied and that the only non-vanishing coefficients in (3.30) are
λ22

2 = x and λ222
3 = 2t. Accordingly, Eq. (3.31) yields:

η∗ = −D2
x(xv) + D3

x(2tv) = −2vx − xvxx + 2tvxxx,

and hence the extension (3.24) of the operator (3.46) to the variable v is

Y = η
∂

∂u
+ η∗

∂

∂v
≡ (xuxx + 2tuxxx)

∂

∂u
+ (2tvxxx − 2vx − xvxx)

∂

∂v
. (3.47)

For the operator (3.47), we have ξ1 = ξ2 = 0 and W = η = xuxx + 2tuxxx. Therefore, (2.29)
provides the conserved vector with the following components:

C1 = W
∂L
∂ut

= ηv = [xuxx + 2tuxxx]v,

C2 = 2tL− WDx

(
∂L

∂uxx

)
+ Dx(W)

∂L
∂uxx

= [
2t (ut − uxx) − Dx(η)

]
v + ηDx(v)

= [
2t (ut − uxx − uxxxx) − uxx − xuxxx

]
v + [uxx + 2tuxxx]vx.

4. Applications

4.1. The Korteweg–de Vries equation

For the KdV equation (3.16), ut = uxxx + uux, let us take the Lagrangian (3.18),

L= v[ut − uux − uxxx],
and apply Theorem 3.5 to the following two point symmetries (the generators of the Galilean
transformation and a scaling transformation) of the KdV equation:

X1 = ∂

∂u
− t

∂

∂x
, X2 = 2u

∂

∂u
− 3t

∂

∂t
− x

∂

∂x
.

The reckoning shows that the extension (3.24) of X1 to the variable v coincides with X1. Let
us find the extension of X2. Its prolongation to the derivatives involved in the KdV equation is
written as

X2 = 2u
∂

∂u
− 3t

∂

∂t
− x

∂

∂x
+ 5ut

∂

∂ut

+ 3ux

∂

∂ux

+ 4uxx

∂

∂uxx

+ 5uxxx

∂

∂uxxx

.

Consequently, X2(ut −uux −uxxx) = 5(ut −uux −uxxx), and hence λ = 5. Since Di(ξ
i) = −4,

Eq. (3.28) yields η∗ = −v. Thus, the extension (3.24) of X2 is

Y2 = 2u
∂ − 3t

∂ − x
∂ − v

∂
.

∂u ∂t ∂x ∂v
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The operator X1 yields the conservation law Dt(C
1) + Dx(C

2) = 0, where the conserved
vector C = (C1,C2) is given by (2.31) and has the components

C1 = (1 + tux)v, C2 = t (vxuxx − uxvxx − vut ) − uv − vxx.

Since the KdV equation is self-adjoint (see Example 3.3), we let v = u, transfer the term tuux =
Dx(

1
2 tu2) from C1 to C2 in the form tuut + 1

2u2 and obtain

C1 = u, C2 = −1

2
u2 − uxx. (4.1)

Let us make more detailed calculations for the operator X2. For this operator, we have W =
(2u + 3tut + xux) and the vector (2.31) is written as:

C1 = −3tL+ Wv = (3tuxxx + 3tuux + xux + 2u)v,

C2 = −xL− (uv + vxx)W + vxDx(W) − vD2
x(W)

= −(
2u2 + xut + 3tuut + 4uxx + 3tutxx

)
v + (3ux + 3tutx + xuxx)vx

− (2u + 3tut + xux)vxx.

As before, we let v = u, simplify the conserved vector by transferring the terms of the form
Dx(. . .) from C1 to C2 and obtain

C1 = u2, C2 = u2
x − 2uuxx − 2

3
u3. (4.2)

The KdV equation has an infinite algebra of Lie–Bäcklund and non-local symmetries [4]. The
Lie–Bäcklund symmetry of the lowest (fifth) order is

X3 = f5
∂

∂u
with f5 = u5 + 5

3
uu3 + 10

3
u2u2 + 5

6
u2u1,

where u1 = ux, u2 = uxx, . . . . The reckoning shows that the invariance condition (3.30) for
F = ut − uux − uxxx is satisfied in the following form:

X3(F ) =
[

5

3
(u3 + uu1) + 5

6

(
4u2 + u2)Dx + 10

3
u1D

2
x + 5

3
uD3

x + D5
x

]
(F ).

The first component of the conserved vector (2.31) is C1 = vf5. Upon setting v = u, we have
uf5 = Dx(uu4 −u1u3 + 1

2u2
2 + 5

3u2u2 + 5
24u4). Hence, the Lie–Bäcklund symmetry X3 provides

only a trivial conserved vector (2.31) with C1 = 0.

Let us apply our technique to non-local symmetries (see Remark 3.3). The KdV equation has
an infinite set of non-local symmetries, namely:

Xn+2 = gn+2
∂

∂u
, (4.3)

where gn+2 are given recurrently by ([4], see also [1, Eq. (18.36)])

g1 = 1 + tu1, gn+2 =
(

D2
x + 2

3
u + 2

3
D−1

x

)
gn, n = 1,3, . . . . (4.4)

The operator X1 = (1 + tu1)
∂
∂u

corresponding to g1 is the canonical Lie–Bäcklund represen-
tation of the generator X1 of the Galilean transformation (Example 2.1). Equation (4.4) yields
g3 = (1/3)[2u + 3t (u3 + uu1) + xu1] ≡ (1/3)(2u + 3tut + xux), hence X3 coincides, up to the
constant factor 1/3, with the canonical Lie–Bäcklund representation of the scaling generator X2
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(cf. Example 2.2). Continuing the recursion (4.4), we arrive at the following non-local symmetry
of the KdV equation:

X5 = g5
∂

∂u
with g5 = tf5 + x

3
(u3 + uu1) + 4

3
u2 + 4

9
u2 + 1

9
u1ϕ,

where f5 is the coordinate of the Lie–Bäcklund operator X3 used above and ϕ is a non-local
variable defined by the following integrable system of equations:

ϕx = u, ϕt = uxx + 1

2
u2.

We will write down only the first component of the conserved vector (2.31). It is given by
C1 = vg5. Setting v = u, transferring the terms of the form Dx(. . .) from C1 to C2, elimi-
nating an immaterial constant factor and returning to the original notation u1 = ux, we arrive at
a non-trivial conservation law with

C1 = u3 − 3u2
x. (4.5)

The non-local variable ϕ is involved in the component C2 of the conserved vector. We can also
take in C1 = vg5 the solution v = 1 of the adjoint equation (3.17), vt = vxxx + uvx. Then we
will arrive again to the conserved vector (4.2).

Dealing likewise with all non-local symmetries (4.3), we obtain an infinite set of non-trivial
conservation laws. For example, X5 yields

C1 = 29u4 + 852uu2
1 − 252u2

2. (4.6)

4.2. The Black–Scholes equation

For the Black–Scholes equation

ut + 1

2
A2x2uxx + Bxux − Cu = 0, (4.7)

the adjoint equation has the form

1

2
A2x2vxx + (

2A2 − B
)
xvx − vt + (

A2 − B − C
)
v = 0 (4.8)

and the Lagrangian is

L=
(

ut + 1

2
A2x2uxx + Bxux − Cu

)
v. (4.9)

Let us find the conservation law corresponding, e.g. to the time-translational invariance of
Eq. (4.7), i.e. provided by the infinitesimal symmetry X = ∂

∂t
. For this operator, we have

W = −ut , and Eq. (2.29) written for the second-order Lagrangian (4.9) yields the conserved
vector

C1 = L− utv =
(

1

2
A2x2uxx + Bxux − Cu

)
v,

C2 = −
[
Bxv − Dx

(
1

2
A2x2v

)]
ut − 1

2
A2x2vutx

=
[
−Bxv + A2xv + 1

A2x2vx

]
ut − 1

A2x2vutx.

2 2



328 N.H. Ibragimov / J. Math. Anal. Appl. 333 (2007) 311–328
We can substitute here any solution v = v(t, x) of the adjoint equation (4.8). Let us take, e.g. the
invariant solution obtained by using the operator X = x ∂

∂x
− v ∂

∂v
. The solution has the form

v = 1

x
e−Ct , where C is from Eq. (4.7).

Substituting it in the above C1, C2 and simplifying as before, we obtain

C1 = u

x
e−Ct , C2 =

(
1

2
A2xux + Bu − 1

2
A2u

)
e−Ct . (4.10)
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